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—— Abstract

In the CONNECTED DOMINATING SET problem we are given as input a graph G and a positive
integer k, and are asked if there is a set S of at most &k vertices of G such that S is a dominating
set of G and the subgraph induced by S is connected. This is a basic connectivity problem
that is known to be NP-complete, and it has been extensively studied using several algorithmic
approaches. In this paper we study the effect of excluding short cycles, as a subgraph, on the
kernelization complexity of CONNECTED DOMINATING SET.

Kernelization algorithms are polynomial-time algorithms that take an input and a positive
integer k (the parameter) and output an equivalent instance where the size of the new instance
and the new parameter are both bounded by some function g(k). The new instance is called a
g(k) kernel for the problem. If g(k) is a polynomial in k then we say that the problem admits
polynomial kernels. The girth of a graph G is the length of a shortest cycle in G. It turns out that
CONNECTED DOMINATING SET is “hard” on graphs with small cycles, and becomes progressively
easier as the girth increases. More specifically, we obtain the following interesting trichotomy:
CONNECTED DOMINATING SET

does not have a kernel of any size on graphs of girth 3 or 4 (since the problem is W[2]-hard);

admits a g(k) kernel, where g(k) is kK9®) on graphs of girth 5 or 6 but has no polynomial
kernel (unless the Polynomial Hierarchy (PH) collapses to the third level) on these graphs;
has a cubic (O(k%)) kernel on graphs of girth at least 7.
While there is a large and growing collection of parameterized complexity results available for
problems on graph classes characterized by excluded minors, our results add to the very few
known in the field for graph classes characterized by excluded subgraphs.
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1 Introduction

In the DOMINATING SET (DS) problem, we are given a graph G and a non-negative integer
k, and the question is whether G contains a set of k vertices whose closed neighborhood
contains all the vertices of G. In the connected variant CONNECTED DOMINATING SET
(CDS), we also demand that the subgraph induced by the dominating set be connected. DS
and CDS, together with their numerous variants, are two of the most well-studied problems
in algorithms and combinatorics [22]. A significant part of the algorithmic study of these
NP-complete problems has focused on the design of parameterized algorithms. Informally, a
parameterization of a problem assigns an integer k to each input instance and a parameterized
problem is fized-parameter tractable (FPT) if there is an algorithm that solves the problem
in time f(k) - [I|°), where |I] is the size of the input and f is an arbitrary computable
function that depends only on the parameter k. CDS is W[2]-complete on general graphs and
therefore it cannot be solved by a parameterized algorithm, unless an unlikely collapse occurs
in the W hierarchy (see [15, 16, 27]). However, there are interesting graph classes where
FPT algorithms do exist for the DOMINATING SET problem. The project of widening the
? N. Niiisra,d(}. (l;hili}?, V(.j Raman, air?d S. S;ucralg)}]‘s;

Conference title on which this volume o baced on.

Editors: Billy Editor, Bill Editors; pp. 1-12

\\v Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, Dagstuhl Publishing, Germany


http://dx.doi.org/10.4230/LIPIcs.xxx.yyy.p
http://creativecommons.org/licenses/by-nc-nd/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de
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horizon where such algorithms exist spawned a multitude of ideas that made DS and CDS the
testbed for some of the most cutting-edge techniques of parameterized algorithm design. For
example, the initial study of parameterized subexponential algorithms for DS on planar graphs
[1, 10, 18] resulted in the creation of bidimensionality theory which characterizes a broad
range of graph problems that admit efficient approximation schemes and/or fixed-parameter
algorithms on a broad range of graphs [11, 12, 14].

Kernelization is a rapidly growing sub-area of parameterized complexity. A parameterized
problem is said to admit a polynomial kernel if there is a polynomial time algorithm, called
a kernelization algorithm, that reduces the input instance down to an instance with size
bounded by a polynomial p(k) in the parameter k, while preserving the answer. This reduced
instance is called a p(k) kernel for the problem. If p(k) = O(k), then we call it a linear
kernel. One of the first results on linear kernels is the celebrated work of Alber, Fellows, and
Niedermeier on DS, on planar graphs [2]. This work spurred the interest to prove polynomial
(preferably linear) kernels for other parameterized problems. The result from [2] (see also [8])
has been extended to much more general graph classes. More recently, Bodlaender et al. [5]
and Fomin et al. [17] obtained algorithmic meta-kernelization results which show that a
multitude of problems expressible in a certain logic (or are bidimensional) admit linear
kernels on (apex) H-minor free graphs.

Most of the kernelization results mentioned above are on graph classes excluding a
fixed graph as a minor. While there have been a lot of results obtained in the realm of
parameterized algorithms on graph classes excluding some graph as a minor, there have only
been a handful of such results on graph classes that are defined by excluding a fixed graph
as a subgraph. The first result of this kind was obtained by Raman and Saurabh [29] who
showed that DS and several of its variants are FPT on any class of graphs that forbids “short”
cycles — cycles of length 4. This can equivalently be thought of as excluding a K3 o, the
complete bipartite graph where each part has size exactly 2. Philip et al. [28] generalized
this result and showed that DS remains FPT on Kj; j-free graphs for any fixed ¢ and j, and in
fact has a polynomial kernel of size k" where h is a constant that depends on i and j. It is a
corollary of this result that the DS problem has polynomial kernels on graphs of bounded
degeneracy — a class which includes graphs defined by excluding a fixed graph H as a minor.
Alon and Gutner had shown previously that DS has a kernel of size O(k") on H-minor free
graphs, where the constant h depends on the excluded graph H [3, 21]. K, j-free graphs
remain the largest class of graphs for which DS is currently known to have a polynomial sized
kernel and is fixed-parameter tractable.

In this paper, we study the effect of girth on the kernelization complexity of CDS. Typically
the parameterized (or other) complexity of connected variants of a problem tend to be much
more than that of the problem itself. For example, VERTEX COVER has a 2k-sized vertex
kernel and an efficient fixed-parameter tractable algorithm [27], and its connected variant
is known not to have a polynomial sized kernel unless the Polynomial Hierarchy collapses
to the third level(which is widely believed to be unlikely) [13]. Similarly, while FEEDBACK
VERTEX SET has an O*(3.83%) FPT algorithm [7], the best known FPT algorithm for its
connected variant has an O*(c*) running time [25] where ¢ is more than 23.

The parameterized complexity of CDS has been extensively investigated, and many results
are known. Thus, it is known that CDS is W[2]-hard on general graphs [15], has a linear kernel
on planar, or more generally, on apex-minor-free graphs [17, 20, 24], and is FPT on graphs of
bounded degeneracy [19]. CDS is also unlikely to have polynomial sized kernels on graphs
of bounded degeneracy [9]. We obtain the complete kernelization complexity landscape for
the CDS problem based on the girth of the problem instance. More precisely, we show that
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CONNECTED DOMINATING SET

1. is W[2]-hard on graphs of girth 3 or 4, and hence does not have a kernel of any size on
these graphs unless FPT = W|[2];

2. has an FPT algorithm that runs in time k°®)n®® on graphs of girth 5 or 6, and hence
has a kernel of size k%) on these graphs;

3. has no polynomial kernel (unless PH collapses to the third level) on graphs of girth 5 or
6, and,

4. has a cubic (O(k3)) kernel on graphs of girth at least 7.

The first result follows directly from a construction in [29], and the second and fourth

results are obtained using nontrivial extensions of techniques from [29]. The main technical

contribution of this paper is the third result, to obtain which we introduce an intermediate,

seemingly unrelated problem (FCC), show that FCC has no polynomial kernels (unless PH

collapses to the third level) using the recent kernel lower bound machinery developed by

Bodlaender et al. [4], and then provide a parameter-preserving reduction [6] from FCC to CDS.

2 Preliminaries

We use V(G) and to E(G) denote, respectively, the vertex and edge sets of graph G. A graph
H is a subgraph of Gif V(H) C V(G) and E(H) C E(G). The subgraph H is called an induced
subgraph (induced by the vertex set V(H)) of G if E(H) = {{u,v} € E(G) | u,v € V(H)}.
For a subset S C V(@) the subgraph of G induced by S is denoted by G[S], and we use
G\ S to denote the subgraph induced by V(G) \ S. The open-neighborhood of a vertex v in
G, denoted N(v), is the set of all vertices that are adjacent to v in G. The elements of N (v)
are said to be the neighbors of v, and N[v] = N(v) U {v} is called the closed neighborhood
of v. For a set of vertices X C V(G), the open and closed neighborhoods of X are defined,
respectively, as N(X) = [J,cx N(u) \ X and N[X] = N(X) U X. A vertex v € V(G) is
said to be a pendant vertex of G if |[N(v)| = 1. The girth of a graph is the size (number of
vertices) of the smallest cycle in the graph. We use G, to denote the class of all graphs with
girth at least r € N.

A dominating set of graph G is a vertex-subset S C V(G) such that for each v € V(G)\ S
there exists v € S such that {u,v} € E(G). Given a graph G and A, B C V(G), we say that
A dominates B if every vertex in B\ A is adjacent in G to some vertex in A. A connected
dominating set of a graph G = (V, E) is a set S C V of vertices of G such that G[S5] is
connected and S is a dominating set of G. To describe the running times of algorithms
we sometimes use the O* notation. The O* notation suppresses polynomial factors in the
expression.

A parameterized problem 11 is a subset of I'* x N, where I is a finite alphabet. An instance
of a parameterized problem is a tuple (z, k), where k is called the parameter. A central
notion in parameterized complexity is fized-parameter tractability (FPT) which means, for a
given instance (z, k), decidability in time O(f(k) - p(Jz|)), where f is an arbitrary function
of k and p is a polynomial. The notion of kernelization is formally defined as follows.

» Definition 1. [Kernelization, Kernel] [16, 27] A kernelization algorithm for a parame-
terized problem IT C ¥* x N is an algorithm that, given (z,k) € ¥* x N, outputs, in time
polynomial in |z|+k, a pair (2, k') € 3* x N such that (1) (z, k) € Il if and only if (z/, k") € T
and (2) |2'], k" < g(k), where g is some computable function. The output instance z’ is called
the kernel, and the function g is called the size of the kernel. If g(k) = k°() then we say
that IT admits a polynomial kernel.



Connected Dominating Set : Girth and Kernelization Complexity

3 On Graphs of Girth 3 and 4 : W[2]-Hardness

In [29, Theorem 1], it is shown that the closely related DS problem is W[2]-hard on graphs
of girth 4. Their construction, reproduced below for completeness, suffices to show that CDS
is W[2]-hard on graphs of girth 4:

» Theorem 2. CDS is W[2]-hard on graphs of girth 3 and on graphs of girth 4.

Proof. Given an instance (G, k) of DS, we construct a bipartite graph H. We take two copies
of V(G) call it Vi = {uy | u € V(G)} and Vo = {ua | u € V(G)}. If there is an edge {u,v}
in E, then we add the edges {u1,v2} and {v1,us} to H. We also include edges of the form
{u1,us} for each u € V(G). We create two new vertices z; € V; and 2o € V3, and add an
edge from every vertex in V;j to zo. This completes the construction of H.

The girth of the reduced instance H is at least 4 because H is bipartite, and H has girth
exactly 4 because the reduction takes an edge in the original instance G to a cycle of length 4 in
H. If G has a dominating set S of size at most k, then S; = {s1 € V4 | s € S} and the vertex 2o
together form a connected dominating set of H of size at most k+ 1. For the reverse direction,
observe that z, is present in any minimal connected dominating set of H. If D’ is a connected
dominating set of H of size at most k + 1, then let D = {u | v € V(G),us or ug € D'}. It
can easily be shown that D forms a dominating set of G of size at most k. It follows that
the CDS problem restricted to graphs of girth 4 is W[2]-hard.

To see that CDS is W[2]-hard on graphs of girth 3 as well, add a new vertex z3 and the two
edges {z2, 23}, {21, 23} to H to form a triangle so that H has girth 3. The reduced instance
is (H,k+1). Essentially the same argument as above shows that this reduction is sound. <«

4  On Graphs of girth 5 or More: k°*) kernel or FPT

We now show that the CDS problem restricted to Gs is FPT with an algorithm that runs
in time k9®n®1) A folklore theorem of parameterized complexity [27] states that for
any computable function f, if a parameterized problem has an FPT algorithm that runs
in time f(k:)no(l) on inputs of size n and parameter k, then the problem has a kernel of
size f(k). It follows that CDS restricted to Gy has a kernel of size k©*). We show first that
a slightly more general problem is FPT on Gs. Following [29], we define the CONNECTED
RWB-DOMINATING SET (ColCDS) problem as:

CONNECTED RWB-DOMINATING SET(CoLCDS)

Input: A graph G = (V, E), and a positive integer k. The vertex set of G is parti-
tioned into three sets R, W, B of red, white, and blue vertices, respectively.
In addition, G has the following properties: (a) G has girth at least 5; (b)
every white vertex is the neighbor of some red vertex; (c) blue vertices have

no red neighbors; and (d) |R| < k.
Parameter: k

Question: Does G have a connected dominating set of size at most k that contains all
the red vertices?

The semantics of the colors are similar to those in [29]: A red vertex is one which is
definitely present in the connected dominating set D that our algorithm is trying to construct.
A white vertex is one that is not yet in D but is known to be dominated by some vertex in
D. All the remaining vertices are those yet to be dominated and are colored blue.
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We note that it is claimed in [29, Corollary 3] that CDS restricted to G5 has a kernel on
O(k?) vertices, and hence is fixed-parameter tractable. But the argument that they present
is incorrect; in fact, as we show later (Theorem 13), CDS restricted to Gs cannot have any
polynomial-sized kernel unless the Polynomial Hierarchy collapses to the third level. The
error in their argument is that they assume that the reduction rules they used for DS also
work for CDS — but rules like deleting a white vertex and edges between white vertices do not
apply to CDS. This is because such vertices and edges may be needed to provide connectivity
to a dominating set. However, the fixed-parameter tractability result still holds, as we prove
by a different argument in the following lemma.

» Lemma 3. ColCDS is FPT.

Observe that once we have Lemma 3, we can solve the CDS problem on Gs by simply coloring
all vertices blue and then solving the ColCDS problem using Lemma 3. Hence we have

» Theorem 4. CDS is FPT on graphs of girth at least 5.

Let (G, k) be an instance of ColCDS. If a vertex v in G has more than k neighbors, and
v is not in a dominating set S of G of size at most k, then there is a vertex u € S that
dominates at least two vertices z,y € N(v). Then u,v,z,y form a cycle of length at most 4,
a contradiction. So we have:

» Lemma 5. Let (G, k) be an instance of ColCDS. If a vertex v in G has more than k
neighbors, then v is present in every dominating set of G of size at most k.

Proof of Lemma 3. Let (G, k) be an instance of ColCDS and S be the set of white and blue
vertices in G that have at least k + 1 neighbors. By Lemma 5 we know that every vertex of
S is part of every dominating set of G size at most & whether connected or otherwise. Thus
if [RU S| > k then G does not have any connected dominating set of size at most k that
contains all the vertices of R and hence we return NO. So we assume that |[RU S| < k.

We first obtain an equivalent instance of ColCDS by coloring all the vertices of S red
and all its blue neighbors white. Now we bound the size of the set B. Observe that in the
equivalent instance every blue or white vertex has at most k& neighbors and no red vertex
has any blue neighbor. Thus the remaining ¥’ = k — |R| white and blue vertices can only
dominate at most k’(k + 1) blue vertices and hence |B| < k% + k if (G, k) is a YES instance
of the problem. So if |B| > k? + k, then we return NO.

Let W’ be the set of white vertices that are neighbors to blue vertices. From Lemma 5,
|W'| < |B|k < k® + k2. Observe that every connected dominating set D of G of size at most
k containing all the red vertices contains a minimal dominating set D' of size at most k such
that D’ € BUW'UR. This is because all the neighbors of B are in W’. We use this property
to check whether G has a connected dominating set D of size at most k that contains all
the red vertices. We enumerate all the minimal dominating sets D’ of G of size at most k
such that R € D' € BUW’U R. Given such a set D', we only need to check whether we
can make it connected by adding at most k — |D’| vertices. To do so we use an algorithm for
the STEINER TREE problem. In the STEINER TREE problem we are given a graph G and a
subset T of the vertex set called the terminal set, and the objective is to find a smallest set of
vertices N C V(G) \ T such that G[T'U N] is connected. Nederlof [26] gave an algorithm for
STEINER TREE that runs in time 2:n®™) where t = |T|. Given D’ we use this algorithm and
check whether we can make D’ connected by adding at most k — |D’| vertices. If there is at
least one D’ such that we can connect it by adding at most k — |D’| vertices, then we return
YES, else we return NO. Note that £ = |[BUW' UR| < (k2 + k) + (k> + k%) + k = O(K?).
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Thus the running time of our algorithm is bounded by O*(ZleRl (e) -2%) = O*(2¥k3k). This

i

concludes the proof of theorem. <

5 On Graphs of girth 5 and 6: No Polynomial Kernels

In the last section we saw that CDS is FPT on graphs with girth at least 5, with an algorithm
of running time k°®nP1)  This immediately implies that the problem has a kernel of size
k;o(k)[27]. A natural question to ask is whether CDS has polynomial kernels on these graph
classes. We now show that the CONNECTED DOMINATING SET problem restricted to graphs
of girth 5 or 6 does not have a polynomial kernel unless the Polynomial Hierarchy collapses
to the third level.

5.1 Known Lower Bound Machinery

To prove our lower bound, we need a few notions and results from the recently developed
theory of kernel lower bounds [4, 6, 13]. We use a notion of reductions, similar in spirit to
those used in classical complexity to show NP-hardness results, to show this kernelization
lower bound. We recall the required definitions and theorems:

» Definition 6. [Derived Classical Problem)] [6] Let II C ¥* x N be a parameterized
problem, and let 1 ¢ ¥ be a new symbol. We define the derived classical problem associated
with II to be {x1*| (z, k) € IT}.

» Definition 7. [Composition Algorithm, Compositional Problem] [4] A composition
algorithm for a parameterized problem II C ¥* x N is an algorithm that takes as input a
sequence ((x1, k), (z2,k), ..., (x¢, k)) where each (x;, k) € ¥* x N, runs in time polynomial in
S, |zil + k, and outputs an instance (y, k') € £* x N where (y,k') € L <= (2;,k) € L
for some 1 < i < t, and k' is polynomial in k. We say that a parameterized problem is
compositional if it has a composition algorithm.

» Theorem 8. [4, Lemmas 1 and 2] Let L be a compositional parameterized problem whose
derived classical problem is NP-complete. If L has a polynomial kernel, then the Polynomial
Hierarchy collapses to the third level.

» Definition 9. [6] Let P and @Q be parameterized problems. We say that P is polynomial
parameter reducible to @, written P <,,; @, if there exists a polynomial time computable
function f: ¥* x N — ¥* x N, and a polynomial p: N — N, and for all x € ¥* and k € N, if
f(x, k) = («/, k), then (x,k) € P if and only if (z/,k') € Q, and ¥’ < p (k). We call f a
polynomial parameter transformation (or a PPT) from P to Q.

» Theorem 10. [6, Theorem 3] Let P and Q be parameterized problems whose derived
classical problems are P¢,Q°, respectively. Let P¢ be NP-complete, and Q° € NP. Suppose
there exists a PPT from P to Q. Then, if Q has a polynomial kernel, then P also has a
polynomial kernel.

5.2 Kernel lower bounds

We begin our reductions by defining the FAIR CONNECTED COLORS problem, which is a
variant of the CONNECTED COLORS problem recently introduced by Cygan et al. [9]:
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Figure 1 Reduction from CNF SAT to FAIR CONNECTED COLORS. The color of each vertex is
indicated within angled brackets.

FAIR CONNECTED COLORS
Input: A graph G, where the vertices V(G) are properly colored with k colors in

such a way that all neighbors of each vertex have distinct colors.
Parameter: k

Question: Does G contain a tree T' on k vertices as a subgraph, where each vertex of
T has a distinct color?

This problem differs from CONNECTED COLORS in that for CONNECTED COLORS, the
given graph is arbitrarily colored with k colors. For FAIR CONNECTED COLORS we restrict
the coloring to be proper and fair (all neighbors of a vertex get different colors) as we need
this restriction for the reduction we give in Theorem 13.

» Lemma 11. The FAIR CONNECTED COLORS problem is NP-complete.

Proof. A tree on k vertices with all its vertices colored with distinct colors is a polynomial-
time verifiable witness to a YES-instance of the problem, and so FAIR CONNECTED COLORS
is in NP. To show hardness, we reduce from the NP-complete CNF SAT problem [23]. Let
¢ be a Boolean formula in CNF on the variables z1,...,x, and clauses Ci,...,C,,. We
assume without loss of generality that there is no clause that contains both a variable and its
negation. We construct a graph G on m + 2n + 3 vertices colored using m + n + 3 colors as
follows: We define the vertex set to be V(G) := {r,a,b,x1,...,2n,T1,...,Tn,C1,...,Cp}.
We add the edges {r,a},{r,b} and {a,z1},{a,z2},...,{a, 20}, {b, 71}, {b, T2}, ..., {b,Tn};
and for each vertex C;, we add an edge from C; to vertex y € {z1,...,2,,T71,..., Ty} if and
only if the literal y appears in clause C; in the formula ¢. This completes the construction
of the graph GG. We assign the colors 0,4+, — to vertices r, a, b, respectively. For 1 < i < n,
we assign color ¢ to vertices x; and T3, and for 1 < j <'m, we assign color n + j to vertex Cj.
This completes the construction; see Figure 1.

Note that the vertices of G are properly colored with n 4+ m + 3 colors in such a way
that no vertex v is adjacent to two other vertices u, w where u and w are of the same color.
The instance of FAIR CONNECTED COLORS is (G,n + m + 3). It remains to show that ¢ is
satisfiable if and only if G contains an m + n + 3-vertex tree as a subgraph whose vertices
are all colored distinctly.

Suppose ¢ is satisfiable, and let S be the set of literals (negative as well as positive) that
are set to true by a satisfying assignment A of ¢. Notice that A sets at least one literal in
each clause of ¢ to true. Also, for each variable x;, A sets exactly one of z;, ; to true. Thus
each vertex C;;1 < i < m is adjacent to at least one of vertex in .S, and S contains exactly
one vertex with each of the colors {1,2,...,n}. It follows that the subgraph H of G induced
on the vertex set {r,a,b,C1,Cs,...,C,,} US is connected and has one vertex from each of
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the n +m + 3 colors {0,4,—,1,2,...,n+ m}. Therefore G contains an m + n + 3-vertex
tree as a subgraph whose vertices are all colored distinctly: indeed, any spanning tree of H
serves as a witness.

Now suppose G contains an m + n + 3-vertex tree 1" as a subgraph whose vertices are all
colored distinctly. Then the vertex set V(T') of T must consist of {r,a,b,C1,...,Cp}, and
exactly n vertices from the set X = U ,{x;,7;} where exactly one vertex is chosen from
{z;,7;};1 < i < n. The unique path from any vertex C;;1 < i < n to r in T must use a
vertex in S = X NV(T). Consider the assignment A of the formula ¢ which sets to true
exactly those literals that appear in S. Since |SN{z;,7;}| =1 for 1 <i <n, A is a valid
assignment. Since each vertex C; is adjacent to at least one vertex in S, the assignment
satisfies every clause in ¢, and so ¢ is satisfiable. |

The FAIR CONNECTED COLORS problem is easily seen to be compositional: taking the
disjoint union of input graphs suffices for the composition. That is, given k colored graph
Gi,...,Gy, return U!_;G; and k. Hence from the Lemma 11 and Theorem 8 we have:

» Lemma 12. The FAIR CONNECTED COLORS problem does not have a polynomial kernel
unless the Polynomial Hierarchy collapses to the third level.

We now prove our main result by giving a polynomial parameter transformation (PPT)
from FAIR CONNECTED COLORS to CDS on graphs with graph 5 or 6.

» Theorem 13. The CDS problem restricted to graphs of girth 5 or 6 does not admit a
polynomial kernel unless the Polynomial Hierarchy collapses to the third level.

Proof. Note that by Theorem 10 and Lemma 12 it is sufficient to show that there is a
polynomial parameter transformation (PPT) from FAIR CONNECTED COLORS to each of
these problems. We first describe a PPT from FAIR CONNECTED COLORS to CDS in graphs of
girth six. Given an instance (G, k) of FAIR CONNECTED COLORS, we construct an instance
(H, k") of CDS where H has girth six and %’ is bounded by a polynomial in k.

We start with a copy of G. For each color class (set of vertices of the same color) C; of
G, we add a new vertex v; adjacent to all vertices of C;, and a new vertex g; adjacent to v;.
The vertex g; is essentially a guard vertex that will force v; to be selected in our solution.
We add a new vertex uv for each edge {u,v} of G, and replace the edge {u,v} by two new
edges {u,uv}, {uv,v}. That is, we split each edge of G once. For every two color classes
Ci,Cj;i < j of G,

1. We add two new vertices v;; and g¢;; and the edge {v;j, g:;}-
2. For each edge {u,v} in G where u € C;,v € C;, we add the edge {uv, v;;} where uv is the
new vertex that splits {u, v}.
3. For each vertex u € C; that has no neighbor in C;, we add a new vertex u;; and the edges
{u,u;;}, {uij, vi;} where v;; is the vertex added in step 1.
4. Symmetrically, for each vertex v € C; that has no neighbor in C;, we add a new vertex
Ujg and the edges {u, Uji}, {’(,sz', Uij}~
This completes the construction of H; see Figure 2. For later reference, let S be the set
of vertices of the form wv introduced in H to split the edges of G, C = C; U --- U Cy,
X = {gz,l <1< k}, Y = {vij S V(H)}, Z = {’L/l,l@,...,l}k}, W = {g”,l <i<y Sk}, and
let U be the set of all new vertices added in steps (3) and (4) above.
Observe that H is bipartite, with one part being A = C U X UY. Hence every cycle in
H is of even length, and the smallest cycle has length at least 4. Also, H contains a 4-cycle
if and only if there are two vertices in A which have two common neighbors in V(H) \ A.
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Vk

8k

Figure 2 Reduction from FAIR CONNECTED COLORS to CONNECTED DOMINATING SET.

But no two vertices in A can have two common neighbors: the vertices in X are all of degree
exactly one, and so they are not part of any cycle, and in each of the remaining ways of
forming a pair a,b of vertices from A, it is easy to verify that ¢ and b have at most one
common neighbor. It follows that H does not contain a 4-cycle, and so the smallest cycle in
H has length at least 6. To see that the girth of H is indeed 6, note that we can assume
without loss of generality that C; contains at least two vertices, say a,b. Observe that there
is a path of length two from a to vi2, and a path of length two from w15 to b. These paths
meet only at v12, and together with the two edges {b,v1}, {v1, a} they form a cycle of length
6. Thus let (H,k? + k) be the reduced instance. Now we argue that the reduction is indeed
sound.

Forward direction. Suppose G contains a tree T on k vertices, where each vertex of
T has a distinct color. Let V(T') = {t1,t2,...,tx}, where t; € C; for all i. Let T' be the
“corresponding” tree in H: the vertex set of 7" consists of V(T') and all the new vertices in H
that split the edges of T', and the edge set consists of all the new edges formed by splitting
the edges of T. Thus T” is a tree on 2k — 1 vertices. We now add more vertices and edges to
T’ to obtain a tree on k? + k vertices that dominates all of H.

For 1 <4 < k, we add the vertex v; and the edge {v;,¢;} to T'. This adds k vertices.
For 1 <i < j <k, if the vertex t;t; is present in T”, then we add the vertex v;; and the
edge {t;t;,v;j} to T'. This adds k — 1 vertices to T”. Otherwise, let a = t;. We add the
vertices a;;,v;; and the edges {a,a;;},{a;j,vi;} to T”. This adds two vertices for each
“non-edge” in T, for a total of 2((’2“) — (k— 1)) new vertices added to T".

This completes the construction of T7”. Note that 7" is a tree on 4k —2+ 2((’;) —(k-1)) =
k? + k vertices. In H, (1) the set {v; | 1 <i < k} C V(T") dominates all the vertices copied
over from G, and the new vertices {g1,...,gx}, and (2) the set {v;; | 1 <i<j <k} CV(T")
dominates all the other newly added vertices. Thus T’ is a connected dominating set of H
on k% + k vertices.

Reverse direction. Let D be a minimal connected dominating set of H with 1 <
|D| < k2 4+ k. Observe first that vertices in X U W are all pendant vertices, and all of their
neighbors have degree at least 2. So N(X UW) = (Y U Z) C D, and since D is minimal,
DN (XUW) =10. Now since G[D] is connected and |D| > 2, at least one neighbor of each
vertex in D must also be in D. Observe that for any two vertices u,v € YUZ, N[u]NN[v] = 0,
and so each vertex in D can be the neighbor of at most one vertex in Y U Z C D. Thus for
each vertex v € Y U Z, D contains at least one distinct vertex v € (N(v) \ (Y U Z)), and so
|ID| >2[YUZ| = 2((;) +k) = k* + k. But |D| < k? + k by assumption, and so |D| = k% + k.
Thus exactly one neighbor of each vertex in Y U Z is in D. In particular, D contains exactly
one vertex from each set C;;1 < i < k. Further, D = (Y UZ)UN(Y U Z).
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Let Ty be a spanning tree of H[D]. From the above arguments we see that all vertices in
Y U Z are leaves in Ty, and so To, = T7 \ (Y U Z) is also a tree. Observe that all the vertices
in V(T2) N U are leaves in Ty, and so T3 = Ty \ U is also a tree. Observe that T3 consists
of (1) exactly one vertex from each set C;;1 < ¢ < k, and (2) some vertices from the set
S. Let T, be the tree obtained from 73 by removing all those vertices in .S that are leaves
in T3. Note that each vertex in R = S NV (Ty) has degree exactly two in Ty, and no two
vertices in R are adjacent in T;. So the graph T obtained from T, by replacing each vertex
u € R with an edge between the two neighbors of u is also a tree. From the construction, T'
is (isomorphic to) a subgraph of G. But T is a tree on k vertices where each vertex has a
distinct color, and so (G, k) is a YES instance of FAIR CONNECTED COLORS.

A small modification to the above reduction suffices to show that the CONNECTED
DOMINATING SET problem has no polynomial kernel in graphs of girth 5 as well, unless PH
collapses: Add three new vertices a, b, c and the four new edges required to complete the
5-cycle vy, a,b,c, g1 so that H has girth 5. The reduced instance is (H, k% + k + 2). In the
argument to show that this reduction is sound, both the directions go through exactly as
before once we observe that exactly one of the sets {v1, a, g1}, {v1, a, b}, {v1, g1, ¢} is contained
in any minimal connected dominating set of H. <

6 On Graphs of girth 7 or More: A Cubic Kernel

We now show that CDS has a cubic kernel on graphs of girth at least 7. As before, our
reduction rules color the vertices of G red, white, and blue. Red vertices are those that must
necessarily be in any connected dominating set of G of size at most k. White vertices are
those non-red vertices that are dominated by the red vertices, and blue vertices are the rest.
Initially we color every vertex blue. We have the following four reduction rules.

(R1) Let S be the set of blue vertices in G that have at least k + 1 blue neighbors. Color all
the vertices of S red and all the blue neighbors in N(S) white.

(R2) If |R| > k or |B| > k? + k, then say NO and stop.

(R3) If G contains an isolated blue vertex, then say NO and stop.

(R4) If G contains a pendant blue or white vertex u adjacent to a vertex v, then remove u
from G. If v is not red, then color v red and color all the remaining blue neighbors of v
white.

Note that the class Gr is a subclass of Gs. Hence the correctness of reduction rule (R1)

is justified by Lemma 5. The bound obtained on |B| in the proof of Lemma 3 justifies

reduction rule (R2). Rule (R3) is justified as we need to include the isolated blue vertex
in the dominating set (to dominate that vertex), but as it is isolated the dominating set
will not induce a connected graph. Rule (R4) is justified as without loss of generality the
vertex v can be in the minimal dominating set we are constructing (as w or v must be in any
minimal dominating set to dominate u, and u is a pendant vertex).

From Rule (R2) we have that |R| < k and |B| < k% + k. Now using the two additional
rules and the fact that G has no cycles of length 5 or 6, we bound |W]|.

» Lemma 14. Let G be reduced with respect to the reduction rules (R1) to (R4) and let (G, k)
be a YES instance of the CONNECTED DOMINATING SET problem. Then |W| < k3 + 5k* — 3k.

Proof. We divide W into three parts, W = W U Wgr U Wy, where

Wg is the set of all white vertices that have at least one blue neighbor,
W is the set of all white vertices in W \ W that have only red neighbors, and
Wy is the set of all white vertices W \ Wg that have at least one white neighbor.
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We now bound each of these sets.

By rule (R1) we know that any blue vertex v has degree at most & and hence can have at
most k white neighbors. Thus |Wg| < k|B| < k(k* + k).

Since G is reduced with respect to rule (R4) each vertex in Wx has at least two red
neighbors. From this and the fact that no two vertices have more than one common neighbor,
it follows that [Wg| < (lgl) < (g) Note that we cannot just remove the vertices in Wg
from G, since they could be useful in providing connectivity in some smallest connected
dominating set.

Let Ew be the set of all edges e € E where both end vertices of e are white. Each
white vertex is adjacent to some red vertex. For any pair of red vertices x,y, there is at
most one edge (u,v) € Ey such that u is adjacent to x and v is adjacent to y. For, if there
is another edge (v/,v') € Ew where u’ is adjacent to x and v’ is adjacent to y, then the
vertices x,y,u,v,u’,v" form a cycle of length at most 6, a contradiction. It follows that
[Ew| < (1) < (%), and so [Wiw| < 2|Ew| < k% — k.

Putting all the bounds together, if G has a connected dominating set of size at most k,
then the number of white vertices in G is at most k3 + gk2 — %k <

To obtain an (uncolored) instance of CDS, we now attach a new pendant vertex to each
red vertex, and remove all colors to obtain an instance (G’, k). This last step essentially
“forces” all red vertices to be picked in any dominating set of G’ of size at most k; it is easy
to verify that this step is sound. From Lemma 14 and the bounds |B| < k? + k and |R| < k,
we get

» Theorem 15. The CONNECTED DOMINATING SET problem has a kernel on at most
k3 + %k2 + 3—2]“ = O(k3) vertices on the class of graphs of girth at least 7.

7 Conclusion

In this paper we studied the effect of excluding short cycles on CDS from the kernelization
perspective. We obtained a very diverse kernelization landscape. The problem became
progressively easier as the size of the girth increased with no kernels to polynomial kernels.
It would be interesting to study other problems and excluding some other subgraphs. An
interesting problem in this direction is whether CDS is FPT on claw-free graphs.
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