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Goals of historical linguistics

• To understand how languages change, and 
how they have changed historically

• To identify relations among languages due to 
common ancestry or cultural contact

• To reconstruct the languages of past speakers

• To contribute to an understanding of human 
populations and migrations

• To understand what is possible in language as 
a window on cognitive constraints



The interaction of history with process

• History-dependent phenomena combine lawful 
dynamics with historical accident

• Accidents make branching processes -- 
help us infer diachronic relations from 
synchronic variability

• Diachronic relations assign the 
correct weights to processes 
which act probabilistically



The classical comparative method of 
historical linguistics: to interpret innovations

• A hypothesis of relationship among a set of languages.
• Cognate identification to correctly group elements (word roots or 

other morphemes) that have a common origin as evidenced by sound 
structure and meaning.

• Regular sound correspondences that describe relations among 
phonological segments in different languages across the lexicon; these 
may depend on phonetic context.

• Reconstruction of the ancestral sounds, morphemes and lexical items of 
a protolanguage that serves as a model of the ancestor of the proposed 
group.

• Establishing the innovations that created the descendant languages from 
the protolanguage.

• Classification of the languages within the family, using shared 
innovations to identify a structure of subfamilies.

• Construction of an etymological dictionary that traces semantic shifts 
and borrowings.



Language structure: many kinds of innovation can 
motivate hypotheses of relatedness • Phonology:

• the sound system used by a language (“phones” or un-analyzed segment)

• the sound sets (phonemes) recognized as carrying distinctions in meaning

• Lexicon:

• the map from root meanings to words (strings of phones or phonemes)

• the overlap structure of meanings (so, what’s in a word)

• Morphology:

• “word shape”: modifications to indicate case, tense, aspect, etc. 

• Syntax:

• word categories and composition rules to determine phrase structure, etc.

• Typology:

• major structure categories of languages: word order, implicational groups

Helpful glossary at <http://www.sil.org/linguistics/GlossaryOfLinguisticTerms/>

http://www.sil.org/linguistics/GlossaryOfLinguisticTerms/
http://www.sil.org/linguistics/GlossaryOfLinguisticTerms/


Rare innovations versus clusters of 
common innovations

• Rare innovations: single features with ~0 probability 
to occur by chance

• Imply common descent or borrowing, even w/o mathematics

• Only seen once: hard to assign probabilities from frequencies

• Common in morpho-syntactic features

• Useless for dating; do not support induction

• Common variations: 

• Examples: sound shift and meaning shift in core lexicon

• Individually uninformative, but can assign probabilities from data

• Require math to handle, but do support induction, and can be 
informative about dates if change processes are regular



Morphology, syntax, typology:
regular functions; differing representations

nom
nomnar
nomnaram
nomnaramnung

a book
books
my books
of my books

ajtyr
ajtyrar men
ajtyryp tur men
ajtyrbas tur men

to ask
I will ask
I am asking
I am not asking

nom
inek
nomnar
inekter

a book
a cow
books
cows

Case

Tense

Case

Vowel harmony

Oglum shkolada oe:renip turar
my-son at-school  is studying-3

Word order

(Russian 
borrowing)

Turkic family: examples of 
“inflectional” and 
“agglutinating” language TYPES

(S             O                 V)



Word lists as the key to lexical 
(=  phonological / semantic) reconstruction

http://starling.rinet.ru/cgi-bin/response.cgi?root=config&morpho=0&basename=\data\alt\turcet&first=1

http://starling.rinet.ru/cgi-bin/response.cgi?root=config&morpho=0&basename=
http://starling.rinet.ru/cgi-bin/response.cgi?root=config&morpho=0&basename=


Fundamental object is the history of a 
given word’s sound and meaning

• n.b., word forms are attested; meanings are 
indirectly inferred, and often ambiguous

• easy to trace a form; but inadequate to infer 
history from forms alone

(n.b.: red deer) (n.b.: bete noir)



Representing sound and meaning 
“innovation” in the comparative method

• Suppose that some stable meaning 
categories can be identified

• Identify primary words for each meaning

• Try to exclude “borrowed” terms; 
suppose that what is left has been 
transmitted through vertical descent 

• Identify systematic sound relations and 
try to infer historical sound changes

• Associate semantic innovations with in-
language substitutions within meaning 
categories



Preserved meanings suggest sound maps

(Numbers give an example in 
which we can treat primary 
meanings as language-universal 
and historically relatively stable)

(Innovation)

(Sound similarity) (Sound similarity)

Use preservation of 
meaning to infer regular 
relations of sounds: here, 
e.g., thr <> tr



Sound maps help identify meaning shifts



But sound changes can depend on context

• Even if true, not uniformly available, and 
unrealistic to rely on at larger time depths

• Eventually context discovery requires more 
information than the language pattern yields

From R.L. Trask, 
“Language change”



And the nature of meaning shift is not 
mathematically understood

• Phonological and semantic constraints interact 
with polysemy and synonymy to structure 
sound and meaning change

• Semantic categories, split, join, and move in 
some “space” which we do not know



Attempts at long-range reconstruction:
lexicostatistics and glottochronology

PPreserve(word) = e−t/τ

∆tsep = −τ log (frac. preserved)

• Assign any sound map without penalty, 
but require regularity

• Exclude borrowed items in either 
language from consideration

• Identify fraction preserved cognates; 
convert to separation time (penalty)

• Attempt to fit separation times to an 
ultrametric structure (tree)



Example: the Nostratic Hypothesis

• Coined by Holger Pedersen (1903)

• Modern form of the hypothesis by 
Vladislav Ilitch-Svitych and Aharon 
Dolgopolsky (1960s -- present)

• Estimated 12,000-15,000 BCE

http://starling.rinet.ru/maps/maps.php?lan=en

http://en.wikipedia.org/wiki/Nostratic_languages

http://starling.rinet.ru/maps/maps.php?lan=en
http://starling.rinet.ru/maps/maps.php?lan=en
http://en.wikipedia.org/wiki/Nostratic_languages
http://en.wikipedia.org/wiki/Nostratic_languages


Sub-families within Nostratic
Indo-Hittite Uralic

Altaic

Uralic

Afro-Asiatic

Dravidian

Kartvelian



New quantitative observations: finer 
process models for language change

• Rates of change in semantics, phonology, 
morphology

• “Point processes” associated with branching



Typology I: frequency of use and rates of change



Linguistic punctuated equilibrium: an interaction 
of phylogeny with underlying process?



Our work to quantify the comparative 
method

• Alignment

• Regular sound correspondence

• Minimum-bias methods for unexplained 
variation

• Context-dependence and information criteria

• Attempts to map the semantic space



Maximum-likelihood estimation of 
history and process

• Align words in daughter languages

• Propose phoneme assignments to aligned 
positions in the ancestor (with probabilities)

• Estimate regular correspondence of ancestor to 
daughter phonemes (w/ or w/o probabilities)

• Estimate random violations (with probabilities)



Alignments inferred without prior knowledge



Sound correspondences among the languages



Sound relations inferred from sound changes



Inferring polysemy with English as a 
meta-language



Network of polysemes in 81 diverse languages
Data and Graph courtesy 
Bill Croft, Logan Sutton, 
and Hyejin Youn



Some concluding comments

• Historical linguistics has been a “rule-based” system, 
something like formal logic

• Can we re-derive such rule-based systems within 
principles of statistical inference?

• New high-volume data sources and new data types: a 
huge opportunity for computational analysis

• Languages provide another window on evolution and 
historical inference from molecular sequences

• BUT: Good quantitative linguistics will require 
collaboration, patience, and work


