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“The more complicated the system 

considered, the more simplified must 

its theoretical description be. . . .   

A good theory of complicated 

systems should represent only a good 

‘caricature’ of these systems, 

exaggerating the properties that are 

most difficult, and purposely ignoring 

all the remaining inessential 

properties.”
Yakov Il’ich Frenkel 

Frenkel (1946)

Image: prabook.com



Modeling Complex systems a la Markov

Image: Brian Hayes

Modeling the process by which a 

system switches from one possible 

state to another at discrete time 

steps

Stochastic perspective

Treating the time-evolution of 

complex systems as a 

probabilistic process

Andrey Andreyevich Markov (1856 –1922)



Classical probability

Principle of independence

Joint probability of A (p) and B (q) = pq

Law of large numbers

Markov

Principle of independence

Joint probability of A (p) and B (q) = pq

Law of large numbers

Markov chain describes a set of states and transitions 

between them

❑System belongs to any one of a set of states at a given time

❑System evolution occurs as transitions between states.

❑Future depends on the present.

❑Future does not depend on the past (Memory-less).
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Outcome of next coin toss ?

Without memory

Remember…
Limited memory

The probability of each flip is 

independent of the probability of the 

previous flips

The weather tomorrow may depend 

a bit on the weather today, but not 

what it was two weeks earlier

Tomorrow’s weather ?

vs



Let’s take a fun example!



Monopoly or “The Landlord’s Game”

Image: Brian Hayes
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Lizzie Magie

Originally designed to 

show the economic ill 

effects of monopoly



Monopoly

Image: Brian Hayes

Roll two die to decide 

how far to move

Begin here



Monopoly

Image: Brian Hayes

Possibilities

1,1 = 2

1,2 or 2,1 = 3

1,3 or 2,2 or 3,1 = 4

…

6,6 = 12



Monopoly

Image: Brian Hayes

Possibilities

1,1 = 2

1,2 or 2,1 = 3

1,3 or 2,2 or 3,1 = 4

…

6,6 = 12

11 possible moves 

from each square



❑System has at least 40 states

❑There can be at least 40 × 11 transitions 

between states

❑Fate depends on where one is on the board at 

present

❑Fate does not depend on how one got there

Monopoly  Markov chain



A Simple Markovian model of the weather

Image: Brian Hayes



Markov transition matrix

Image: Brian Hayes

Each row sums to 1

Matrix entries are probabilities

Largest eigenvalue λmax=1

with left eigenvector π  such that 

π P = π
and

lim n→∞ P n = π



Image: Brian Hayes

Evolving the matrix
Following all two-step paths through the 

transition diagram produces a 2-day forecast –

equivalent to multiplying the matrix by itself.



Image: Brian Hayes

Evolving the matrix
Raising the matrix to higher powers produces longer term forecast – i.e., 

probabilities of longer sequences of transitions .

After just a few 

iterations, matrix 

converges to a 

stationary distribution 

where all rows are 

identical

1-day forecast 2-day forecast 3-day forecast

4-day forecast 5-day forecast 7-day forecast



Markov and Poetry

Image: Brian Hayes



A machine called Pushkin

Part of Markov’s experiment on the statistics of 

language repeated with an English translation of 

Pushkin’s Eugene Onegin 

(by Brian Hayes)

Image: Brian Hayes

a single stanza (canto 2, verse 7)

Fragment of text without punctuation & spaces

Learning the bigram statistics



Image: Brian Hayes

Random text by Markov Chain
having statistical properties matching those in Eugene Onegin

In a nth-order random-text Markov model the states are n-grams, 

i.e., sequential blocks of n characters



Shannon and English

Claude Shannon (1916-2001)
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Shannon: Predicting an English text

Original text

Each letter correctly 

guessed replaced by -

Typically we possess an implicit knowledge of the statistics of a language we 

are familiar with, e.g., English – such that we can correctly predict subsequent 

letters in a sequence 

Do the sentences (1) contain more information than the 

sentences (2) because they have more letters filled in ? NO

Original text

Each letter correctly 

guessed replaced by -

Original text

Each letter correctly 

guessed replaced by -



Autocorrect and predictive text

Autocomplete or word completion : when the 

writer writes the first letter or letters of a word, 

the program predicts one or more possible words 

as choices. 

Image: www.iphonelife.com

Autocorrection, also known as text replacement 

or replace-as-you-type is an automatic data 

validation function commonly found in word 

processors and text editing interfaces for 

smartphones and tablets



Autocorrect and Autocomplete 

via Markov chains

Image: towardsdatascience.com
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WORDLE
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Strong correlations between letters in a given word underlies our ability to solve

An online 5-letter word guessing game 

which a player will have to correctly 

guess within 6 attempts
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https://www.nytimes.com/games/wordle/index.html

Without correlations, would require 

265 (~ 10 7 ) guesses in worst case


