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Machine Learning

TASK 

Classification [Classify whether a sentence expresses positive or negative sentiment] 

Annnotated Data  
 
Given a sentence --> +ve, -ve, neutral 

The food is not worth the price  - -ve sentiment 

It is a total Paisa Wassool - + ve sentiment 

The lunch costs 400 bucks – neutral sentiment

ML Model

Sentence

Label



Deep Learning/Machine Learning
TASK 

Classification [Classify whether a sentence expresses positive or negative sentiment] 

Prediction [Predict after how much time maintenance of a machine needs to be initiated] 

Deep Learning is data-intensive 

In order to perform certain tasks like classification, prediction, DL requires a lot of annotated data 
which may not be present in different situations 

 Sentence(1) — +ve sentiment, Sentence(2) — -ve sentiment Sentence(3) — +ve sentiment.  



Classification

Deep Learning is data-intensive 

In order to perform certain tasks like classification, prediction, DL requires a lot of annotated data 
which may not be present in different situations 

 Sentence(1) — +ve sentiment,  Sentence(2) — -ve sentiment  Sentence(3) — +ve sentiment.  

ML Model

Sentence

Label

Acquiring 
Labeled 
(annotated) data 
is costly
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Domain-specific Datasets are often  
○ small in size 
○ costly to make, as heavy domain-expertise is needed 
○ Unreliable when annotated on a large-scale (e.g. crowdsourced datasets) 



Deep Learning/Machine Learning

Can we circumvent such a situation? 

 Can we leverage related unannotated dataset to reduce the need of annotated data.  
  
 If we can understand the semantics of unannotated data, it may help in quickly  
perform a specific task (classification, prediction, sentiment analysis)  

Example:  

 Read a lot of story books to enable write good essays [Note: the first task is 
completely independent of the second task]



How to Leverage Unannotated Dataset 

Perform a simple task of SELF-SUPERVISION 

Example: The quick brown fox jumps over the lazy dog. 

 



How to Leverage Unannotated Dataset 

Perform a simple task of SELF-SUPERVISION 

Example: The quick brown fox jumps over the lazy dog. 

Perform this on millions and billions of dataset and some sorts of understanding of the language 
emerge.  

[Pretraining -   Masked Language Models] 

Use this understanding to perform specific tasks. [Domain Specific Tasks] 



Classification

ML Model  
Initialized  by Pre-training

Sentence

Label



……..

How can I encrypt my SD Card?

Question Answering over Electronic Devices Statement

F’EMNLP’21



How can I save my selfies 
without flipping them?

Technical Challenges 
Questions  

 Complex;  multi- aspect 

Answers  

 Multi-sentence 
 Non-contiguous multi-spans 

 

Problem StatementQuestion Answering over Electronic Devices Statement



Multi-Task 
Learning 

+Unsupervi
sed IR 

Techniques

E-Manual Question Answering Pipeline (EMQAP)
From 
Random 
Weights

Architecture - EMQAP



Domain- 
specific 
continual 

pre-training

E-Manual Question Answering Pipeline (EMQAP)

The defroster can be found at the XXX end of the refrigerator. 

The defroster can be found at the TOP end of the refrigerator.

From 
Weights 
obtained from 
Pretraining

Architecture – with Pretraining - EMQAP



E-Manual Question Answering Pipeline (EMQAP)Experimental Results

Model EM P R F

DPR 0 0.64 0.17 0.25

TAP 0.133 0.44 0.46 0.42

Multi-Span 0 0.94 0,14 0.22

EMQAP 0.311 0.80 0.54 0.60

EM stands for Exact Match. P(Precision), R(Recall) 
and F1 scores correspond to ROUGE-L.

Dense Passage Retrieval (DPR) (Karpukhin et al., 
2020)  
Technical  Answer  Prediction  (TAP) (Castelli et al 
2020) 
MultiSpan (Segal  et  al.,  2020)



Domain Specific Pretraining Fine-Tuning Model significantly improves 
performance 

NEXT 

It takes a lot of time.

Summary of ContributionsSummary



Domain-Specific Transformer Pre-training - ISSUES

Fine-tune on domain-
specific downstream 
datasets

BIO-MEDICAL 
DOMAIN



Domain-Specific Transformer Pre-training - ISSUES

Fine-tune on domain-
specific downstream 
datasets

LARGE AMOUNT OF 
PRE-TRAINING DATA

(1)



Fine-tune on domain-
specific downstream 
datasets

LARGE AMOUNT OF 
PRE-TRAINING DATA

LARGE AMOUNT OF PRE-
TRAINING COMPUTE

Domain-Specific Transformer Pre-training - ISSUES

(1)

(2)



Agenda 
A compute and data efficient pre-training architecture to solve sentence and 

token-level tasks 

What are the assumptions of Masked Language Models?  

 Each sentence and the documents hosting them are independent entity. 
  
 In practice it is not so.  
  [there are several documents which are very similar to each 

other] 
  
 Examples: E-Manuals of a Phone Series,  Movie review by different 

newspapers on  a particular movie,  scientific articles on pre-training 

So can we leverage Document Level Similarity and their Categorization for pre-
training



Agenda 

Using Document metadata and taxonomy as potent supervision signals during pre-
training

Comparison Supervision 



Major Contribution - Drastic Reduction in Pre-training 
Compute

1300x 
less!

1000x 
less!

4500x 
less!

480x 
less!



Summary
Frugal Pre-training leveraging Document Level Semantics shows dramatic 

improvement 

Solves the requirement of huge compute infrastructure  

Next  

What do we do where semantics is not available – Non-Language Strings 
(Genes)  



24ECAI’23

GeneMask: Fast Pretraining of Gene Sequences to Enable Few-shot Learning



Image: Ji et al. (2021) DNABERT: pre-trained Bidirectional Encoder Representations from Transformers 
model for DNA-language in genome, Bioinformatics, pp. 1-9
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Genomic Pre-training 

Randomly Select m mask center – Following the MLM model
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Pitfall of Random Masking 

The quick brown fox jumps over the lazy dog. 

The quick brown fox jumps over the lazy dog.  

The quick brown fox jumps over the lazy dog.

Training steps are wasted for either too  “easy”  or too “difficult” 

predictions 

Easy – other example New York 
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Pitfall of Random Masking 

Alternate to  ! I live in  New York 

Mask entirely ! I live in New York 
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PMI-Based Masking 

Alternate to  ! I live in  New York 

Mask entirely ! I live in New York 

PMI-based Technique to identify such frequent co-occurrence [Pointwise Mutual Information] 
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Pretraining Steps:  DNABert and LOGO
Both DNABert and LOGO is (pre)trained for 120K steps 

GeneMask is (pre)trained for 10K steps

Downstream Tasks [Few Shot Setting]
● Promoter Region Prediction - binary classification 
● Enhancer prediction - 500 bp 
● Splice Donor and Acceptor Site Prediction - predict whether donor, acceptor or non-

splice site (3-way classification) - 40 bp



GeneMask ensures substantial speedup of 10x and performance improvement over 
random masking strategy of SoTA models (DNABert and LOGO) in few-shot settings 

Incorporating domain knowledge while pretraining needs to be more explored

30

Summary
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