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Transformers - The building blocks of LLMs
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Teasing apart the transformer architecture
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Transformer encoder and decoders
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Encoder embeddings
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Idea of self attention
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When the model is processing the word “it”,
self-attention allows it to associate “it” with

“animal’.
As the model processes each word (each position
in the input sequence)
e self attention allows it to look at other

because

positions in the input sequence for clues
e help lead to a better encoding for this word.
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Self-attention calculation

Create three vectors - query, key and value for each word
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Attention score - dot product of query & key vectors
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Self-attention calculation

Attention score X softmax, sum up the
value vectors at each word position

Normalize and softmax the attention score Input Thinking Machines
Embedding xi LT T T ] x[ T T 1]
Input Thinking Machines
Queries o [T e [T
Embedding 0 o O Y 5 - o OEE | - DEm
Queries o [N ¢ (NI Values v [ v. [
Keys ki O k2 [ Score qi e ki=112 qi e ko =96
Divide by 8 ( dy. ) 12
Values vi [ v. [T k
Softmax
Score gi* ki=112 qi * k2 =96
Softmax
¢ 2 id i X vi [ V2
Divide by 8 (Vdx. ) 14 valiia
Softmax o e Sum z 1] zz R




Calculation using matrices
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Multi-head attention
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Thinking
Machines
Calculating attention separately in
X eight different attention heads
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1) Concatenate all the attention heads 2) Multiply with a weight
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3) The result would be the ~ matrix that captures information
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Putting it altogether

1) This is our 2) We embed 3) Split into 8 heads. 4) Calculate attention  5) Concatenate the resulting ~ matrices,
input sentence* each word* We multiply X or using the resulting then multiply with weight matrix W° to
R with weight matrices  Q/K/V matrices produce the output of the layer
X Wo®
K
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Finally self-attention for “it”"
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Time sequence using positional encoding
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Encoder in a nutshell
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Decoder in a nutshell

Decoding time step:@Z 3456

EMBEDDING
WITH TIME
SIGNAL

EMBEDDINGS

INPUT

OUTPUT

f

Decoding time step: 1 2 3 4@6

OUTPUT I am a student <end of sentence>

= =N t
Kencdec  Vencdec ( Linear + Softmax ) Kencd Vencd ( Linear + Softmax )
_—
ENCODER DECODER ENCODERS DECODERS
) )
( ENCODER ] [ DECODER ) EMBEDDING ¥ ¥ ¥ ¥ ¥ ¥ ¥
L ) witHTiMe [T OO OO0 0
SIGNAL
b o b EMBEDDINGS [EEEE [FEEE EEEE NN N (N S
INPUT Je suis  étudiant Pc;‘j_l‘{:)%l_:: am a student
[HEEE [EEEE HEEE Which word in our vocabulary S5
is associated with this index?
Je suis étudiant Get the index of the cell
with the highest value >
(argmax)
log_probs
812345 .~ vocab_size
4
( Softmax )
4
logits
012345 . vocab_size
4
( Linear )
4
Decoder stack output i i |



Types of transformers

Architecture Types | Examples Use cases
Encoder-onl Sentence classification, named entit
Y BERT (Google) 0 : . v
transformers \ recognition, extractive question answering
Encoder-decoder . . . .
T5 (Google) Summarization, translation, question answering
ransformers
Decoder-only GPT Series Text eeneration
transfogmers (OpenAI) &
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Probing LLMs for hate speech detection:
strengths and vulnerabilities

- A case study —




Hate speech in social media

Hate speech: Direct and serious attacks on any protected
category of people based on their race, ethnicity, national origin,
religion, sex, gender, sexual orientation, disability or disease

.

Effects in real life Effects on psyche

Plttsburg shooting RohlngyaGenoc'lde Psychological trauma




Role of Al in preventing spread of hate speech
e Filtering out hateful or abusive _
contents [l
e Training language models on
human annotated data
e Need huge labour and expertise %=‘ =
for annotation
e Physically and mentally taxing 3
e Zero shot detection using LLMs -
is a “welcome” alternative




How effective are LLMs for this task?

e Design prompt injections

O

©)

©)

Craft prompts that manipulate the LLM into revealing sensitive
information.

Bypass filters or restrictions by using specific language patterns or
tokens.

Exploit weaknesses in the LLM's tokenization or encoding
mechanisms.

Mislead the LLM to perform unintended actions by providing
misleading context.



Objectives

e Craft prompts to employ LLMs to detect hateful, toxic and abusive
content in a zero shot setting

e Compare the performance of different proprietary and open-source LLMs

e Automatically identify data points to which these LLMs are vulnerable
thus constituting the most natural candidates for prompt injections

EMNLP 2023, Findings



Overall workflow




Datasets

° ° M 2 ° 3
Implicit Hate" HateXplain!?! ToxicSpans!®!
Explicit Hate Text Dad should have told the [iliZratwhoie
t , and ti
#jews & #n*ggers destroy & pervert everything they o I and went in anyway
touch #jewfail # n*ggerfail Label Hate Text Spans
Targets  Islam s : T
Implicit Hate ...anidiot - just an embarrassingly un-  idiot, ignorant
v s Mt i lhes davi? eoii 9 Text A HigFeSS iO0NAUBITOIIEK has a scant informed, ignorant,...
ow is Mexico doing these days? people come here ; : :
because you couldn& build it.y PR J chance of understanding anything beyond Question Context Answer
T the size of a dick offense ...an idiot - just an embarrass- idiot
) Label ~ Hate ingly uninformed, ignorant,...
[Meximns Mexicans are incompetent W Targets ~ Women, African offense ...an idiot - just an embarrass-  ignorant
Target Implied Text Twitter is full of tween @iK§ who think ingly uninformed, ignorant,...

Statement they’re superior because of FiiOPPIEsSIon:

News flash: No one gives a shit.
Label Offensive
Targets LGBTQ

[1] EISherief, Mai, et al. "Latent hatred: A benchmark for understanding implicit hate speech." arXiv preprint arXiv:2109.05322 (2021).

[2] Mathew, Binny, et al. "Hatexplain: A benchmark dataset for explainable hate speech detection." Proceedings of the AAAI conference on artificial
intelligence. Vol. 35. No. 17. 2021.

[3] Chhablani, Gunjan, et al. "NLRG at SemEval-2021 task 5: toxic spans detection leveraging BERT-based token classification and span prediction
techniques." arXiv preprint arXiv:2102.12254 (2021).




Prompting strategies

= Vanilla

\7

Definitions

- Explanation
¢ Atoutput
¢ Atinput

-> Target
¢ Atoutput
¢ Atinput

-> Combinations



Prompting strategies

List of labels for each dataset:

Dataset list_of labels

HateXplain normal, offensive or hate speech

Implicit hate explicit_hate, implicit_hate, or
not_hate

ToxicSpans toxic or non_toxic




Vanilla Prompts

- (lassify the given post into one label out of the list of labels
- A few example outputs (one class per line)
- Prompt template
€ Classify the post delimited by three backticks as list of labels.

Provide the answer as either list of labels only.
example outputs

A\ \post\\ \



Definitions

= We provide the definitions of hate speech (as used in the datasets) as an
additional context to the LLMs
= Prompt template

€ Consider the following definitions.
list of defintions

Based on this classify the post delimited by three backticks as
list of labels

Provide answer in the format : either list of labels only.
example outputs

A\Y \post\\ \



Explanations

-> Two types:
€ Explanation as input: Provide explanations to LLMs as inputs to predict the labels
€ Explanation as output: Ask LLMs to provide an additional text explanation for its
labelling decision

= Prompt template (explanation as input) - Prompt template (explanation as output)
€ Classify the post delimited by € Classify the post delimited by

three backticks as list of labels three backticks as
taking into account the list of labels and
explanation explanation_type.
for why a post should be Provide answer in the format
considered list of labels. either list of labels only
Provide answer in the format : followed by explanation format
either list of labels only. example outputs
example outputs “'‘post™'

A\ \post\\ \
s



Targets/Victims

= Two types:

€ Target as input: Provide target/victim information to LLMs as additional inputs
€ Target as output: Ask LLMs generate the target information along with the labels

- Prompt template (target as input) > Prompt template (target as output)
€ Classify the post delimited by € Classify the post delimited
three backticks as by three backticks as
list of labels with respect to list_of labels and
the victim community targets . target_type
Provide answer in the format : Provide answer in the format
either list of labels only. : either list of labels only

followed by target format
example outputs

example outputs
W\ pos t\\ \

A\ \Post\\ \



Combinations

Definition + Explanation as input
Definition + Explanation as output

Definition + Target as input

N 2 2

Definition + Target as output



Models used for experiments

1. Gpt-3.5-turbo - improved version of text-davinci-003, optimized for chat

2. Text-davinci-003 - GPT-3 optimized on code completion tasks and

instruction fine-tuned

3. flan-T5-large - open source instruction fine-tuned variant of T5 model



Metrics used for evaluation

Performance

Explainability

- @ m @ " score
Accuracy
Score




Results

Best model across all prompt types
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Results

Best model for
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Results

Macro F1

Best model across all prompt types

Toxic Span
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Error analysis

Misclassifications: Implicit Hate: Misclassifications: HateXplain: Misclassifications: ToxicSpan

= GPT-3.5-non-hate —» implicit =» GPT-3.5-normal/hate — = GPT-3.5 - non-toxic — toxic
hate offensive => Davinci - non-toxic — toxic

= Davinci - implicit hate — = Davinci - normal/hate — = Flan-T5 - non-toxic — toxic
explicit hate offensive

= Flan-T5 - implicit hate — = Flan-T5 - offensive/hate —
non-hate/explicit hate normal



Typology induction algorithm

Misclassified data

Induced typology

sort the data points

in non-decreasing

order based on
BERT/BLEU score

the

80 data points with
least BERT/BLEU score
is passed through LDA
(# of topics = 3)

for each topic, four

words which have the

highest probability

of association with
the topic
manually code with

topic names



Typology

Dataset | Topic cluster Examples GT| PR Type
m:nmt(lﬁ;ls erlef, umi?::’ r:)gvl:;;:nrzi’t rts,a bring back huac rt : you can be racist all {n_h [ imp_hate racist
Implicit hate e '8 y 58y you want but socialism is another beast N
these are the same people who yell about {n_h| imp_h racist
how they’re not ragist . this thread is so |
sad i \j
SWE TpCUH B ROT Ario RS, not enough power to make a white lol  |n_h| imp_h ro-white
right, chief, staff, south, cruz gnp - %’ P
n_h{~tp_h pro-white

how is appreciating your heritage white
privilege ? we’re the only ones ndj al-
lowed to do it

racist, white, america, make, people,
americans, know, really, trump, new

yeah but who is defining intolerance . an-
tifa are intolerant .

stmt_with_sensitive_words

black #unemployment rate : 9.2 % more
thall double white unemployment of 4.4
% via #hirggmerican

stmt_with_sensitive_words




Typology

HateXplain

toxic, talk, men, masculinity, freakin,
attack, nigger, slut, people, women

white, like, line, did, large, muzzies,
women, tactics, scarf, counter

common, kike, christian, better, stick,
prefer, pissing, discussion, sure, provide

tbtc take back the country toxic masculin-| o n negation
ity patriarchy harm men noxious female-
ness and plblic slut postu'ng empower \J
women neither feminism nor now could
have pulled this off this is the doing of
taxpayer supported state university sys-
tem maga
note no nigger was harmed during the| h n negation
makintof this film. \J
why he can not get a hoe that work minus| o n vocab_gap
the crazy ; \J
massive muZrat espionage vocab_gap
additionally furries can ajjo transmit the K j polysemy
infectious disease of furfafgotry to others
0 n polysemy
NS

a dyke puts the mannish moves on a
fen*e at a lesbian bar in paris <num-
ber> photograph by george brassai




Typology

ToxicSpans

trump, right, good, man, state,
like, stupid, don, money, did

those live broadcasguring the primaries|
Then they altered everything Trump sai
during the campaign. Do you have Twit
ter running 24/7 to keep up with Donald’
latest rants?

Right Charlie the @;dia fabricated al

ideology

The Liberals leasing the Trudeau nam
for their leadersip is turning out to be
big, fat, failed eXPeriment!!

people, trump, just, know, tax,
like, think, don, vote, need

The headline for this article has change
at least twice since it was originall
posted yesterday. Here’s the latest update

first month in White House,

ideology

fact_check_pol_news

Unhinged Trump re-emergl'defendin

This article is entirely WRONG! An on
going deficit will disintegrate the finan
cial system AND THE COUNTRY in les
than 30 years. . . . Computer projection:
by more than one analyst suggest a "ki
netic" outcome within 15 years. ..

fact_check_pol_news

just, like, make, stupid, sure, don,
person, people, trump, does

Oh, gay and black, you just caused al
our white christian friends here to st:
salivating at the same time, for what I’
not sure.

implicit_semantics




Model functionalities

e Functionality — How many functions a8 machine/model can perform?
e Each functionality — related test cases — share a gold-standard label.

Test cases Label Expected Label
T fEgeii ¥ Twa 8 Hate Hate
T Tl & TH § Non hate Non hate

e Models: mMBERT, Perspective Api (P), chatGPT
e Test datasets: H-21 (HASOC 2021), C-21 (CONSTRAINT 2021)

LREC 2022




Functionality

Example test case

Label n

Accuracy (%)

H21 C21 P
F1: Expression of strong nega- | 331 [IDENTITY] & Thd &. H 170 | 7352 5352 7117
tive emotions (explicit)
F2: Description using very neg- | &t [IDENTITY] UfiwR® 81 & | H 190 | 6736 7052 70.52
ative attributes (explicit)
F3: Dehumanisation (explicit) | [IDENTITY] & 2. H 180 [ 7222 5555 83.33
F4: Implicit derogation QT[f);é\ITITY] # Rfgaer § @& | °H 200 | 66.0 430  55.00
F5: Direct threat Faft [IDENTITY] Bt AR =@ | H 190 | 6947 26.84 93.15
4
F6: Threat as normative state- | ¥t [IDENTITY] P AR ST AR, | H 200 | 780 5050 92.50
ment
F7: Hate expressed using slur @« g ﬁv Th <&t St H 148 | 36.48 3445 3175
F9: Reclaimed slurs & oAl o '@ 5 AW | NH 60 | 550  66.66 100.0
F10: Hate expressed using pro- | 7 IR [IDENTITY] P g R-| °H 200 | 77.5  65.00 90.00
fanity Eng o
F11: Non-hateful use of profan- | /& FeTae! a1 R o NH 90 | 6888 77.77 50.00
ity
F12: Hate expressed through ref- | 7$ @1t [IDENTITY] A e g3k | H 200 | 70.5 5450 82.00
erence in subsequent clauses F I A &R U & TR DRl i
F13: Hate expressed through ref- | [IDENTITY] 3t & 1t 3 @1 | H 200 | 655 6450 70.50
erence in subsequent sentences 2 ﬂ?ﬁ ST B .
Fl4: Hate expressed using | 3R 79 % @7 S [IDENTITY] & | H 200 | 670 60.00 67.00
negated positive statement oy &g sar Tt €.
F15: Non-hate expressed using ﬂ?} wE FwA ar [IDENTITY] F | NH 250 [ 196 376  86.40
negated hateful statement AHRT el B,
F16: Hate phrased as a question | 3T 78 € & & & To¥ | H 200 | 81.0 7200 78.50
[IDENTITY] & ot &2
F17: Hate phrased as an opinion | 3! &+ [IDENTITY] d@R & €. | H 200 | 63.0 3650 9150
F18: Neutral statements using | ¥ & [IDENTITY] S WA @@, | NH 210 [ 2619 8142 96.66
protected group identifiers
F19: Positive statements using | J3 [IDENTITY] & @R &, NH 300 | 2733 69.00 96.33
protected group identifiers
F20: Denouncements of hate | af¥ 37 @edt & ¥ [1DENTITY] F | NH 150 | 14.66 44.66 30.00
that quote it AHRT Pl ﬁ", ar 3 ‘[@ &
F21: Denouncements of hate | I @& f&5 3ma [IDENTITY] & | NH 180 | 1555 4333 58.88
that make direct reference to it YT B &, T8 qaTfar & b 3ma
e TE €1
F22: Abuse targeted at objects | T HI & T 2. NH 50 | 80.00 94.00 92.00
F23: Abuse targeted at individ- | 7§ roRifdra &t fiiar awar § NH 51 [8039 588 6078
uals (not as member of a prot.
group)
F24: Abuse targeted at nonpro- | 7§ 3TfEwe &t et awam & NH 75 |[7866 96.00 62.66
tected groups (e.g. professions)
F25: Swaps of adjacent charac- | T3t [IDENTITY] & 7wl 2. H 170 [ 7352 4411 4352
ters
F26: Missing characters =+t [IDEnTITY) Sf@w BT €. | H 190 | 6526 67.89 42.10
F27: Missing word boundaries | [IDENTITY] evT. H 190 | 5894 4894 65.26
F28: Added spaces between | T3 [IDENTITY] ¥ T H YT & H 160 | 77.50 5562 56.25
chars
F29: Leet speak spellings T2 [IDENTITY] % g2 2. H 150 | 76.66 5333 50.66

| Label | n

[H21 [ C21 | P

J

H

4468

55.14 | 51.32 | 5§9.78

Overall | NH

1416

33.26 | 61.86 | 76.83

All

5884

4988 | 53.87 | 63.88

HATECHECK (Rottger et al., 2021)

Functionality Example test case Label n :o;u;raciv: (20/;) P
- : »
f MF1: Hate expressed usingiﬁ Mujhe [IDENTITY] se nafrat hai. | H 310 [ 00 59.03 2548
man Hindi
MF?2: Slur represented in Hindi, |JTum mere liye ek St jaiseho. | H 160 | 0.0 58.75 9.37
rest in Roman Hindi
MF3: Complete sentence is in §GF ™R fAIT T randi SR &1 H 160 | 325 3437 1937
Hindi except slur
MF4: English written using |N37T$ @ic ¢ fover a7t [IDENTITY] | H 190 | 1263 105 2368
Hindi characters
MF5: Code-mixed sentence [§l totally agree with vyou, | H 150 | 4933 46.66 66.00
with Hindi part in Devanagari %IDENTITY] TN & oIy oRefidt
MF6: Code-mixed sentence (il totally agree with you, | H 160 | 5.0 65.00 46.25
with Hindi part in Roman text [IDENTITY] samaj ke liye
\ parajibi hai.
-
Hindi specific functions
Target n H-21 C-21 P
Hindu 532 | 60.15 71.61 63.15
Muslim 582 | 64.15 71.18 7049
Bangladeshi 532 | 2443 4661 62.21
Pakistani 571 | 4535 6234 68.82
Eunuch 532 | 2894 3872 69.36
Dalit 583 | 61.92 56.60 53.68
Women 653 | 47.16 41.19 63.39
Lower caste 646 | 5232 40.86 58.51
British 493 | §5.17 53.75 S51.11
Homosexual 494 | 4412 4392 79.55



https://aclanthology.org/2021.acl-long.4.pdf

chatGPT results

e Accuracy (%)
Language % F1(h) % F1(nh) | % Mac. F1 Functiouality GLN—aR NL FR DE Wl 1T ZH PL PT S
English/EN il 8.9 S0 S . Abusc | F20: Abuse targeted at objects | [Nl 100 873'71) 96.9 (91358) %9 SN 969 969 923 93 915';)
Arabic /AR 9.3 i 40 agarist o ' (323) 446 508 e
(2.8) (5.3) (3.5) non- F21: Abuse targeted at in- | nh| 58.5 22;1) 538 600 462 ¥o 585 (1'5) (46) 56.9  44.6
"""""""" e ——————ed " protected | dividuals (not as member of a (48 ¢ i :
Dutch / NL 02) 71.4 0.1) targets protected group)
"""""""" 990 654 | 82 T F22: Abuse targeted at non- | nh| 75.8 ?;)22) 446 508 462 (395;) 523 462 492 554 446
French / FR 02) 0.1) 0.2) protected groups (e.g., pro-
................. fessi
German I DE 995 67.8 83.6 o)
(0.0) 02) 0.1) - _ _ _
I ES i 96.3 38.3 67.3 | e ChatGPT exhibits diverse performances across the investigated
(1.2) (3.6) (1.9)
Y B ST B A onavoges. .
________________ (90727) SR g;;) .. e English attained the highest macro F1 score of 89.2%.
Mandarin / ZH (0.5) (0.5) (0.5) e In contrast, the model exhibits inferior performance for Hindi
Polish / PL (915'(?) (6]7'12) ?11'15) (67.3%) and Arabic (71.6%).
Porivgiest/PT|TT 085 sg e e When chatGPT fails
Spanish / ES 99.2 (63'23) ?3.12) o Responses start with '| am sorry, but | cannot determine...’
EMOJI/ EMO 88.6 (706.16) f02.16) o Declares — language model trained for English — not able

Performance across multilingual functionality. Percentage of data

points that ChatGPT could not label in (parenthesis).

to label instances in other languages.
o Recognizes the script — presents a requirement for a
translation to English



Native Language Identification with
Large Language Models

— A case study —




The NLI task
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Zhang & Salle 2023 (arXiv)



Dataset and models

e Dataset
o TOEFL11
o 1100 English essays written by native speakers
o 11 diverse languages - Arabic (ARA), Chinese (CHI), French (FRE), German (GER), Hindi
(HIN), Italian (ITA), Japanese (JPN), Korean (KOR), Spanish (SPA), Telugu (TEL), and Turkish
(TUR)
o 100 essays from 11 L1 language groups
o Individuals with varying levels of English proficiency (low, medium, and high)
o Average length of essays: 348 words
e Models

o GPT3.5-Turbo
o GPT4



Prompts

You are a forensic linguistics expert that reads English texts written by non-native authors in

"ARA" :
"CHI":
"FRE" :
"GER" :
"HIN":
ETARE:
LI PNE-
"KOR" :
"SPA" :
STEIS:
"TUR" :

Arabic
Chinese
French
German
Hindi
Italian
Japanese
Korean
Spanish
Telugu
Turkish

order to classify the native language of the author as one of:

Use clues such as spelling errors, word choice, syntactic patterns, and grammatical errors to
decide.

DO NOT USE ANY OTHER CLASS.

IMPORTANT: Do not classify any input as "ENG" (English). English is an invalid choice.

Valid output formats:
Class:
Class:
Class:
Class:

”ARAII
"CHI n
"FRE"
"GER"

<TOEFL11 ESSAY TEXT>

Classify the text as one of ARA, CHI, FRE, GER, HIN, ITA, JPN, KOR, SPA, TEL, or TUR. Do not
output any other class - do NOT choose "ENG” (English). What is the closest native
language of the author of this English text from the given list?




Key results

Model TOEFL11 Test Set
Random Guess Baseline 9.1%
SVM + Meta-Classifier (Malmasi and Dras, 2018) 86.8%
BERT + Meta-Classifier (Steinbakken and Gambéck, 2020) 85.3%
GPT-2 (Lotfi et al., 2020) 89.0%
Ours - GPT-3.5 (Zero-shot) 74.0%
Ours - GPT-4 (Zero-shot) 91.7 %




Confusion matrix

ARA

FRE

Key observations
- Hindi and Telugu are
confused most
- Some confusion in the
Chinese, Japanese,
Korean cluster

SPA

ITA

GER

CHI

True label

JPN

KOR

HIN

TEL

TUR

ARA FRE SPA ITA GER CHI JPN KOR HIN TEL TUR
Predicted label



Confusion matrix

ARA

FRE

Key observations
- Hindi and Telugu are
confused most
- Some confusion in the
Chinese, Japanese,
Korean cluster

SPA

ITA

GER

CHI

True label

JPN

KOR

HIN

TEL

TUR

ARA FRE SPA ITA GER CHI JPN KOR HIN TEL TUR
Predicted label



Open-set experiments

Prompt

You are a forensic linguistics expert that reads texts written by non-native authors in order
to identify their native language.

Analyze each text and identify the native language of the author.

Use clues such as spelling errors, word choice, syntactic patterns, and grammatical errors to

decide.
Model TOEFL11 Test Set
Ours - GPT-3.5 (Open-set, Zero-shot) 73.4%
Ours - GPT-4 (Open-set, Zero-shot) 86.7%




Out-of-set L1

GPT-3.5 Predicted L1 ARA CHI FRE GER HIN ITA JPN KOR SPA TEL TUR

| English
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Tamil
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Dutch
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Vietnamese
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GPT-4 Predicted L1

CHI

FRE HIN ITA KOR SPA

:
:
el

Russian

Persian (Farsi)
Dutch

Indian Language
Ambharic

Bengali

Malay (Malaysian)
Portuguese
Romanian

Tamil
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GPT3.5

- English is mispredicted as
L1 for many languages

- Linguistically or
geographically close
languages are sometimes
mispredicted

GPT4

- English is never
mispredicted as L1

- Linguistically or
geographically close
languages are still
mispredicted



Parting remarks

Ashish Harshvardhan

Hate Alert

Hate-Alert CNeRG IIT KGP
@hate alert @cnerg



https://www.linkedin.com/in/ashish-harshvardhan-meta-ai/overlay/about-this-profile/

