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ABSTRACT

Let G be a split semisimple group over a finite field Fq, let F = Fq(t), and let A

denote the adèles of F . For all the irreducible representations of G(A) occurring

in the discrete part of L2(G(F )\G(A)) which have vectors invariant under Iwahori

subgroups at two places of F and maximal compact subgroups at all other places, we

describe the local constituents at those two places in terms of the irreducible square

integrable representations of an Iwahori Hecke algebra. We include proofs of certain

well known results about the classification of principal G-bundles on the projective

line which we use in our calculations.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Let F be a global field and let G be a reductive group defined over F . Let AF

denote the ring of adèles of F . Let L2(G(F )\G(A))χ denote the space of functions

on G(F )\G(A) which are square integrable modulo the center of G(A) and which

transform under the center by a fixed character χ. The adèlic group G(A) acts on

this space by right translations. By a discrete automorphic representation of G(A),

we mean an irreducible representation of G(A) that occurs in the discrete part of

L2(G(F )\G(A))χ for some χ. A fundamental problem in the theory of automor-

phic forms is to describe the discrete automorphic representations of G(A) and the

multiplicities with which they occur (see [2] and [3]). Any discrete automorphic rep-

resentation ρ has a decomposition

ρ = ⊗vρv, (1.1.1)

where for each valuation v of F , ρv is an irreducible representation of G(Fv). Here

Fv denotes the completion of F with respect to v. We call ρv the local constituent of

ρ at v.

By Langlands’ theory of Eisenstein series, discrete automorphic representations

are either cuspidal or arise from the residues of Eisenstein series that are associated to

cuspidal automorphic representations of proper Levi subgroups. For example, when

F is a number field, Mœglin and Waldspurger [20], by analyzing certain normalized

intertwining operators, describe the discrete automorphic representations of GLn in

terms of cuspidal representations of GLd, where d|n. When G is a split classical

group and F is a number field, then Mœglin [18] shows that the representations in

the unramified discrete spectrum have multiplicity one, and are parameterized by

1
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those unipotent orbits in the Langlands dual group which do not intersect the Levi

factor of any proper parabolic subgroup. When G is a split symplectic or orthogonal

group, Mœglin [19] describes all the automorphic representations that arise from

residues of Eisenstein series of unramified characters of a maximal split torus that are

of the form (a1, . . . , an) ∈ An 7→ |a1|s1 . . . |an|sn where n is the rank of G, and the

parameters s1, . . . , sn are arbitrary complex numbers.

In the case of function fields, the simplest non-trivial example is that of F = Fq(t)

and G = PGL2. This is studied by Efrat in [10], where he describes the local

constituents of unramified discrete automorphic representations by realizing the space

of unramified automorphic forms as a space of functions on a tree. Furthermore,

Anspach [1] describes the unramified discrete automorphic representations for F =

Fq(t) and G = PSp4.

In this thesis, we take F to be Fq(t) and G to be any split semi-simple group over

Fq. Let ρ be a discrete automorphic representation whose local constituents at two

places have non-zero vectors fixed by Iwahori subgroups and which are unramified at

all but these two places. We describe the local constituents at these two places of

any such representation ρ. Our techniques are completely independent of the group

G and provide results, for the first time, for all exceptional groups.

We would like to point out that our results do not explicitly describe the local

constituents at the other places of the automorphic representations whose local con-

stituents we describe at two places.

1.2 Statement of the Main Theorem

Let Fq be the finite field with q elements and let G be a split semisimple group defined

over Fq. Fix a maximal Fq-split torus T of G and a Borel subgroup B defined over Fq

containing T . Let F = Fq(t). Let A denote the ring of adèles of F . For each valuation

v of F , let Fv (resp. Ov) denote the local field (resp. the ring of integers of the local

field) of F at v. The pre-image of B(Fq) under the natural map G(Ov)→ G(Fq) is

an Iwahori subgroup of G(Fv), which we denote by Iv. Consider the compact open
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subgroup

K ′ = I∞ × I0 ×
∏

v 6=∞,0
G(Ov) (1.2.1)

ofG(A). LetM be the space of functions in L2(G(F )\G(A)) which are right-invariant

under K ′. These form a representation (r,M) of the tensor product H∞ ⊗ H0 of

Iwahori Hecke algebras (§5.1) at ∞ and 0. Let (r,Md) denote the subrepresentation

of M generated by vectors in the closed irreducible representations of H∞⊗H0 that

occur in M . Our main results describe the irreducible representations of H∞ ⊗ H0

that occur in (r,Md) and, furthermore, show that they occur with multiplicity one.

Let H denote the abstract extended Iwahori Hecke algebra associated to the data

(G,B, T ) (in the sense of §4.2). The algebra H admits automorphisms κ and I, both

of order two (§4.4). I is commonly known as the Iwahori-Matsumoto involution. Also,

we have an isomorphism φv : Hv → H for each degree one valuation v of F (§5.1).

Theorem 1.2.2 (Main Theorem). There is an isomorphism of H∞⊗H0-modules

(r,Md)−̃→
⊕

(ρ,V )∈Ĥ

(ρ ◦ I ◦ φ∞ ⊗ ρ̃ ◦ κ ◦ I ◦ φ0, V ⊗ Ṽ ).

Here Ĥ denotes the set of isomorphism classes of irreducible square integrable repre-

sentations of H (see §4.3).

When the derived group of G is adjoint, Kazhdan and Lusztig have described the

set Ĥ in [16] (restated here as Theorem 4.3.1). Moreover, in this case, (ρ̃ ◦ κ ◦ I, Ṽ )

is isomorphic to (ρ ◦ I, V ) as an H-module (Theorem 4.4.3). This simplifies the

statement of the main theorem to

Theorem 1.2.3 (Main Theorem for groups of adjoint type). When the derived

group of G is adjoint, then there is an isomorphism

(r,Md)−̃→
⊕

(ρ,V )∈Ĥ

(ρ ◦ I ◦ φ∞ ⊗ ρ ◦ I ◦ φ0, V ⊗ V ).
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1.3 A Guide to the Reader

Chapter 2 is expository in nature. The goal is to prove Theorem 2.1.1, which is a

version of the well known fact that any vector bundle on the projective line P1 can

be decomposed into a direct sum of line bundles. This was proved in the special case

of the direct image of the structure sheaf of a curve mapping to the projective line

by Dedekind and Weber (who did not know about vector bundles) in [9], but their

argument works for all vector bundles. Suppose that G is a group defined over Fq

and X is any irreducible smooth curve over Fq. Let AX denote the adèles of Fq(X),

and Ov the ring of integers at a place v of X. Then the double coset space

G(Fq(X))\G(AX)/
∏
v

G(Ov)

classifies the principal G-bundles on X. When G = GLn and X = P1, the assertion

that vector bundles split is equivalent to saying that the map

T (Fq(X))\T (AP1)/
∏
v

T (Ov)→ G(Fq(X))\G(AX)/
∏
v

G(Ov)

induced by inclusion is surjective. Here T is the group of diagonal matrices in GLn.

The line bundles on P1 are determined, up to isomorphism, by their degrees, and the

decomposition into a direct sum of line bundles is unique up to permutations. The

proof that we give is an adaptation of arguments of Godement [12] and Weil [21].

Over the complex numbers, a proof of this result may be found in [13].

Chapter 3 proves an important refinement of the results in Chapter 2, which is

exploited in our computation of automorphic representations. In the case where G is

GLn, the double coset space discussed here classifies the vector bundles on P1 with

affine flags specified at two rational places.

In Chapter 4, we describe Iwahori and Matsumoto’s presentation [15] of the ex-

tended Iwahori Hecke algebra. We describe the classification of irreducible square

integrable representations due to Kazhdan and Lusztig [16]. Finally, we introduce

two involutions, I and κ, which appear in our description of the discrete spectrum.
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We prove that when the derived group of G is of adjoint type, then κ takes an irre-

ducible representation of H to its contragredient.

Chapter 5 derives formulas (5.1.1)-(5.1.4) that describe the action of generators

of the Hecke algebras H∞ and H0 on M in terms of a chosen basis for M . The

computation is first reduced to evaluating certain integrals on groups over the local

field (as opposed to the adèlic group). These integrals are computed using techniques

from the Theory of Tits systems. Besides the main formulas (5.1.1)-(5.1.4), none of

Chapter 5 is necessary to understand the rest of this thesis.

In Chapter 6 we describe the discrete spectrum of (r,M) in terms of Ĥ. This

is done by using a Peter-Weyl type spectral decomposition (Theorem 6.2.1) for a

module (ν, N) over H ⊗ H, and then relating it to the spectral decomposition of

(r,M), thereby proving Theorem 1.2.2.



CHAPTER 2

REDUCTION THEORY FOR THE PROJECTIVE LINE

2.1 The Statements

Let G be a split reductive group defined over Fq. Fix a Borel subgroup B defined

over Fq with unipotent radical N , and a maximal Fq-split torus T contained in B.

Let F = Fq(t). For a valuation v of F , we denote the corresponding local field by

Fv and its ring of integers by Ov. Let A denote the adèles of F . For each v, fix

a uniformizing element πv ∈ F ∩ Ov. In particular, fix π∞ = t−1 and π0 = t as

uniformizing elements at the places ∞ and 0 whose local fields are Fq((t
−1)) and

Fq((t)) respectively. Let K be the maximal compact subgroup
∏
v G(Ov) of G(A).

Let X∗(T ) denote the lattice Hom(Gm, T ) of algebraic cocharacters of T . Given

η ∈ X∗(T ), and a valuation v denote by π
η
v the element η(πv) ∈ T (Fv) ⊂ T (A). The

main result of this chapter is the following

Theorem 2.1.1. Every double coset in

G(F )\G(A)/K

has a unique representative of the form (t−1)η, where η ∈ X∗(T ) is antidominant.

In §2.6, we will deduce Theorem 2.1.1 from the following local result which is

proved in §2.5. Let F• be the local fields Fq((π)) of Laurent series in π with coefficients

in Fq. It contains, as its ring of integers, the discrete valuation ring O = Fq[[π]], and

as a discrete subring, the polynomial ring R = Fq[π
−1]. Let Γ = G(R).

Theorem 2.1.2. Every double coset in

Γ\G(F•)/G(O)

has a unique representative of the form πη, where η ∈ X∗(T ) is antidominant.

6
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2.2 Normed Local Vector Spaces

Let V be a vector space defined over Fq. Let e1, . . . , en be a basis of the free O-

module V (O) (so that V (O) is isomorphic to the free O-module generated by the

ei’s). Given a vector x ∈ V (F•), we may write x = x1e1 + . . .+ xnen, uniquely, with

xi ∈ F•. Define

‖x‖ = sup{|x1|, . . . , |xn|}. (2.2.1)

Lemma 2.2.2. If g ∈ GL(V (O)), then ‖xg‖ = ‖x‖.

Proof. Let (gij) be the matrix of G with respect to the basis chosen above. Let

y = xg. If y = y1e1 + . . .+ ynen, then

yj =
n∑
i=1

xigij

and
‖y‖ = sup1≤j≤n |

∑n
i=1 xigij |

≤ sup1≤j≤n sup1≤i≤n |xigij | [ultrametric inequality.]

≤ sup1≤j≤n sup1≤i≤n |xi| [since gij ∈ O.]

= ‖x‖.

Hence

‖y‖ ≤ ‖x‖.

We may apply the same reasoning to g−1 to show that

‖x‖ ≤ ‖y‖.

Therefore,

‖y‖ = ‖x‖. �

Corollary 2.2.3. The norm ‖ · ‖ is independent of our choice of basis of V (O).

Proof. The coordinates of a vector with respect to two different bases differ by a

matrix with entries in O. The argument in the proof of Lemma 2.2.2 shows that the

norms with respect to two different bases are equal.
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Lemma 2.2.4. The norm ‖ · ‖ satisfies the ultrametric triangle inequality, i.e., for

vectors x, y in V (F•),

‖x + y‖ ≤ sup{‖x‖, ‖y‖}.

Proof. Write x = x1e1 + . . .+ xnen and y = y1e1 + . . .+ ynen.

‖x + y‖ = sup{|x1 + y1|, . . . , |xn + yn|}

≤ sup{sup{|x1|, |y1|}, . . . , sup{|xn|, yn|}}

= sup{|x1|, |y1|, . . . , |xn|, |yn|}

= sup{‖x‖, ‖y‖}. �

Lemma 2.2.5. For a scalar λ ∈ F• and a vector x ∈ V (F•),

‖λx‖ = |λ|‖x‖.

Lemma 2.2.6. If g ∈ GL(V (F•)), then there is a constant Cg > 0, such that for any

vector x ∈ V (F•),

‖xg‖ ≤ Cg‖x‖.

Proof. Suppose that g has matrix (gij), and x has coordinates (x1, . . . , xn) with

respect to the basis e1, . . . , en. Then

‖xg‖ = sup{|
n∑
i=1

xigi1|, . . . , |
n∑
i=1

xigin|}

≤ sup
1≤j≤n

sup
1≤i≤n

|gij |‖x‖.

Therefore, we may let

Cg = sup
1≤j≤n

sup
1≤i≤n

|gij |. �

Lemma 2.2.7. If x ∈ V (R) is a non-zero vector then ‖x‖ ≥ 1.

Proof. By Corollary 2.2.3, we may assume that the elements ei of a basis used to

define ‖ · ‖ lie in V (Fq). Then at least one coordinate of x is non-zero in R. But any

non-zero element in R has norm at least one. Therefore, ‖x‖ ≥ 1.
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Proposition 2.2.8. For any non-zero vector x ∈ V (Fq) and any g ∈ GL(V (F•)),

there is a positive constant E such that for all γ ∈ GL(V (R))

‖xγg‖ ≥ E.

Consequently, for any subset S of GL(V (R)), the set {‖xsg‖ : s ∈ S} has a positive

minimal element.

Proof. Applying Lemma 2.2.6 to g−1, and Lemma 2.2.7 to xγ (which lies in V (R)),

we have

‖xγg‖ ≥ Cg−1‖xγ‖ ≥ Cg−1 > 0.

The second part of the assertion follows by noting that the values taken by the norm

‖ · ‖ are of the form qj , where j is an integer.

2.3 Fundamental Representations

Let α1, . . . , αr be the simple roots with respect to B in the root system Φ(G, T ) of G

with respect to T . Let W = NG(T )/T be the Weyl group of G with respect to T . To

each simple root αi, we associate an element si of order two in W in the usual way.

Given a subset D of {1, . . . , r}, let WD denote the subgroup of W generated by

{sj |j ∈ D}, and let PD denote the parabolic subgroup BWDB of G containing B.

This group has a Levi decomposition

PD = LDUD,

where LD is a reductive group of rank |D| and UD is the unipotent radical of PD.

LD ∩ B is a Borel subgroup for LD containing the split torus T . The set of simple

roots of LD with respect to LD ∩ B is {αj |j ∈ D}. Denote by Pi (resp., Li, Ui) the

parabolic subgroup (resp., Levi subgroup, unipotent subgroup) corresponding to the

set {1, . . . , i− 1, i+ 1, . . . , r}. These are the maximal proper parabolic subgroups of

G containing B.
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Theorem 2.3.1 (Chevalley [8]). There exist irreducible finite dimensional rep-

resentations (ρi, Vi) of G, vectors vi ∈ Vi(Fq) that are unique up to scaling, and

characters ∆i : Pi → Gm, for i = 1, . . . , r all defined over Fq, such that

1. Pi is the stabilizer of the line generated by vi and viρi(p) = ∆i(p)vi for each

p ∈ Pi for i = 1, . . . , r.

2. The restrictions µi to T of ∆i’s are antidominant weights of T with respect to

B, which generate X∗(T )⊗Q as a vector space over the of rational numbers.

Moreover, for any subset D of {1, . . . , r}, the maximal parabolic subgroups of LD

are Pi ∩ LD, where i ∈ D, and the representations of LD provided by the preceding

assertions applied to LD may be taken to be the restrictions of the representations

(ρi, Vi) from G to LD.

2.4 Ordering by Roots

Lemma 2.4.1. Let L be a Levi subgroup of G associated to a parabolic subgroup P

containing B. Then there is a canonical surjection

G(F•)/G(O)
ΦGL // L(F•)/L(O).

If Q = MN is a parabolic subgroup of G containing B and contained in P , then M

is a Levi subgroup for L corresponding to the parabolic subgroup L ∩ Q of L, and

ΦLM ◦ ΦGL = ΦGM .

Proof. Given g ∈ G(F•), we may use the Iwasawa decomposition to write g = luk,

where l ∈ L(F•), u ∈ U(F•) and k ∈ G(O). Moreover, if g = l′u′k′ is another such

decomposition, then, setting l0 = l′−1l, and k0 = k′k−1,

u′−1l0u = k0 ∈ G(O).

On the other hand,

k0 = u′−1l0u = l0l
−1
0 u′−1l0u.
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Since L normalizes U , l−1
0 u′−1l0 ∈ U(F•), and hence, setting u0 = l−1

0 u′−1l0u ∈
U(F•),

l0 = k0u0 ∈ G(O)U(F•) ∩ L(F•).

Therefore l0u
−1
0 = k0 ∈ G(O) ∩ P (F•) = P (O), so that l0 ∈ L(O). This shows that

luk 7→ l induces a well defined map ΦGL : G(F•)/G(O)→ L(F•)/L(O). It is clear that

this map is surjective. To see that ΦLM ◦ΦGL = ΦGM , note that we may write g = muk

with m ∈ M(F•), u ∈ N(F•) and k ∈ G(O). But N(F•) = (N(F•) ∩ L(F•))U(F•),

so we may write u = u1u2, where u1 ∈ N(F•) ∩ L(F•) and u2 ∈ U(F•). Therefore,

we see that mM(O) = ΦLM (mu1) = ΦGM (g).

In the sequel we denote ΦGT simply by Φ. Define

ΩG := {g ∈ G(F•) : |αi ◦ Φ(g)| ≥ 1 for i = 1, . . . , r}. (2.4.2)

Proposition 2.4.3. G(F•) = ΓΩG.

Proof. The rank one case. Here G has one simple root α1, and one fundamental

representation (ρ1, V1) and a vector v1 ∈ V1(Fq) such that for any element p in the

parabolic subgroup B = TN , where N is the unipotent radical of B,

v1ρ1(b) = ∆1(b)v1, (2.4.4)

where the character ∆1 : B 7→ Gm (defined over Fq) restricts to a dominant weight

µ1 on the maximal split torus T . Let g ∈ G(F•). We wish to show that g ∈ ΓΩg. To

this end, by Proposition 2.2.8, by replacing g, if necessary by an appropriate element

of Γg, we may assume that g has the property that

‖v1ρ1(γg)‖ ≥ ‖v1ρ1(g)‖ for all γ ∈ Γ. (2.4.5)

Write g = tnk, where t ∈ T (F•), n ∈ N(F•) and k ∈ G(O). By Theorem 2.3.1 and

Lemma 2.2.2,

‖v1ρ(g)‖ = |∆1(t)|‖v1‖ = |µ1(t)|. (2.4.6)
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Fix an isomorphism uα1 : Ga → N defined over Fq, and let x ∈ F• be such that

n = uα1(x). Choose σ in the nontrivial T (Fq)-coset of NGT (Fq). Note that if S ∈ R,

then σuα1(S) ∈ Γ, therefore, using Proposition 2.2.8,

|µ1(t)| = ‖v1ρ1(g)‖

≤ ‖v1ρ1(σuα1(S)tuα1(x))‖

= ‖v1ρ1(σtσuα1(α1(t)−1(S + α1(t)x)))‖

= |µ1(t)|−1‖v1ρ1(u−α1(α(t)−1S + x))‖.

Here u−α1 = σuα1σ
−1, and its image is the root subgroup for −α1. The element

u−α1(α(t)−1S + x) lies in the derived group of G which is isomorphic to either SL2

or PGL2 in the rank one case. When the derived group of G is isomorphic to SL2,

we may take V1 to be the right action of SL2 on the space of 1× 2-matrices by right

multiplication. One may take the torus T to consist of diagonal matrices in SL2, B

the upper triangular matrices in SL2 and v1 to be the vector (0, 1). Calculating with

matrices, one may verify that

‖v1ρ1(u−α1(α(t)−1S + x))‖ ≤ sup{1, |α(t)−1S + x|}.

Therefore,

sup{1, |α1(t)−1S + x|} ≥ |µ1(t)|2. (2.4.7)

Choose S in R such that |S +α(t)x| < 1. Then |α1(t)−1S + x| < |α1(t)|−1. Suppose

that |α1(t)−1S + x| ≥ |µ1(t)|2. Then |α1(t)|−1 > |µ1(t)|2. This is impossible, since

α1(t)−1 = µ1(t)2. It follows that |α1(t)−1S + x| < |µ1(t)|2. Therefore, (2.4.7) can

hold only if 1 ≥ |µ1(t)|2, which is the same as |α1(t)| ≥ 1. This completes the proof

of Proposition 2.4.3 when the derived group of G is isomorphic to SL2.

In the case where the derived group of G is isomorphic to PGL2, choosing once

again the upper triangular Borel and diagonal torus, we may take V1 to be the sub-

space of the vector space of 2×2 matrices (on which PGL2 acts by right conjugation)

generated by any non-zero nilpotent upper-triangular matrix with entries in Fq, which
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we may take to be v1. In this case, a calculation with matrices shows that

‖v1ρ1(u−α1(α1(t)−1S + x))‖ ≤ sup{1, |α1(t)−1S + x|, |α1(t)−1S + x|2}.

Therefore,

sup{1, |α1(t)−1S + x|, |α1(t)−1S + x|2} ≥ |µ1(t)|2. (2.4.8)

As before, choose S in R such that |S + α(t)x| < 1. Suppose that |α1(t)−1S + x|2 ≥
|µ1(t)|2. Then |α1(t)|−2 > |µ1(t)|2. This is impossible, since α1(t)−1 = µ1(t).

Therefore, (2.4.8) implies that either 1 ≥ |µ1(t)|2, or |α1(t)|−1 > |µ1(t)|2. In either

case, it follows that |µ1(t)| ≤ 1, so that α1(t) ≥ 1. This takes care of the case when

the derived group of G is isomorphic to PGL2, completing the proof of Proposition

2.4.3 in the rank one case.

The general case. Let G be a group of rank r, and g ∈ G(F•). By modifying g on

the left by an element of Γ, we may, for the purposes of this proof, assume, using the

second assertion of Proposition 2.2.8, that

‖v1ρ1(g)‖ ≤ ‖v1ρ1(γg)‖ for all γ ∈ Γ. (2.4.9)

Note that if γ ∈ P1(F•)∩Γ, then v1ρ1(γg) = ∆1(γ)v1ρ1(g). Since ∆1(γ) ∈ Fq[π
−1]×,

|∆1(γ)| = 1. Therefore, ‖v1ρ1(γg)‖ = ‖∆1(γ)v1ρ1(g)‖. We may use the second

assertion of Proposition 2.2.8 again, to assume, for the purposes of this proof, that

‖v2ρ2(g)‖ ≤ ‖v2ρ2(γg)‖ for all γ ∈ Γ ∩ P1(F•). (2.4.10)

while preserving (2.4.9). Continuing in this manner, we may assume that

‖vjρj(g)‖ ≤ ‖vjρj(γg)‖ for all γ ∈ Γ ∩ P1(F ) ∩ . . . ∩ Pj−1(F ), (2.4.11)

for j = 1, . . . , r. Therefore, it suffices to prove that

Lemma 2.4.12. If an element g ∈ G(F•) satisfies the inequalities (2.4.11) for each

integer 1 ≤ j ≤ r, then g ∈ ΩG.
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The proof of Proposition 2.4.3 in the rank one case shows that Lemma 2.4.12 is

true when G is of semisimple rank one. We proceed to prove it by induction on the

semisimple rank of G.

The Levi subgroup Lr has semi-simple rank r − 1, therefore, if we write g = luk,

where l ∈ Lr(F•), u ∈ Ur(F•), and k ∈ G(O), then by the induction hypothesis,

|αj ◦ ΦLT (l)| ≥ 1, for j = 1, . . . , r − 1. But

|αj ◦ Φ(g)| = |αj ◦ ΦLT (l)| ≥ 1.

Therefore,

|αj ◦ Φ(g)| ≥ 1 for j = 1, . . . , r − 1.

It remains to see that |αr ◦ Φ(g)| ≥ 1. In order to do this, we may repeat the above

argument replacing Lr by the rank one Levi subgroup L{r}.

2.5 Local Reduction Theory

In order to prove the existence part of Theorem 2.1.2, it suffices to show that every

element g in ΩG may be written as g = γπηk, where γ ∈ Γ, η ∈ X∗(T ) is antidominant

and k ∈ G(O). To this end, we may assume (using the Iwasawa decomposition) that

we are given g ∈ ΩG, with g = tn, with t ∈ T (F•) and n ∈ N(F•). Since g, and

hence t, is in ΩG, |αi(t)| ≥ 1, so that αi(t)
−1 ∈ O, for i = 1, . . . , r. For each root

α ∈ Φ(G, T ), let Uα denote the corresponding root subgroup. Fix an isomorphism

uα : Ga → Uα defined over Fq. Then for x ∈ F•, we have

tuα(x) = (tuα(x)t−1)t = uα(α(t)x)t.

Therefore, if we write α(t)x = P + h, where P ∈ R and h ∈ O, then

tuα(x) = tuα(α(t)−1P )uα(α(t)−1h) = uα(P )tuα(α(t)−1h).

Given two positive roots α and β, the commutator [Uα, Uβ ] is contained in the product

of root subgroups Uα′ where the α′ are roots which can be written as positive linear
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combinations of α and β and are distinct from either α or β. Moreover, we may

enumerate the positive roots as β1, β2, . . . so that if j > i, then βi can not be written

as a sum of βj and any other positive roots.

Write n as
∏
i uβi(xi). Then

tn = tuβ1
(x1)

∏
i>1

uβi(xi)

If we write β1(t)x1 = P1 + h1, where P1 ∈ Fq[π
−1] and h ∈ O, then

tn = uβ1
(P1)tuβ1

(β1(t)−1h1)
∏
i>1

uβi(xi)

Since uβ1
(P1) ∈ Γ, β1(t)−1 ∈ O, and the image of uβ1

normalizes all the subsequent

roots subgroups whose elements appear in the above expression, we may assume for

the purpose of proving Theorem 2.1.2, that

tn = t
∏
i>1

uβi(x
′
i),

for x′i ∈ F•. We may continue in this manner to reduce tn to t. It is then easy to see

(using the decomposition F×• = πZO×) that t may be replaced by πη for η ∈ X∗(T ).

Since |αi(πη)| ≥ 1, it follows that η is antidominant, proving the existence part of

Theorem 2.1.2.

We now prove the uniqueness part of Theorem 2.1.2. In order to do this, it

suffices to show that if η and ν are two dominant coweights, and πν = γπηk for some

γ ∈ Γ and k ∈ G(O), then ν = η. Since the weights µ1, . . . , µr corresponding to the

fundamental representations in Theorem 2.3.1 generate the vector space X∗(T )⊗Q,

it suffices to show that 〈µi, ν〉 = 〈µi, η〉 for each i. In order to do this, we need the

following

Lemma 2.5.1. For any non-zero vector v ∈ Vi(F•) and any antidominant coweight

µ ∈ X∗(T ),
‖vρi(πµ)‖
‖v‖

≥ ‖viρi(π
µ)‖

‖vi‖
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Proof. Since T is an Fq-split torus and ρi is defined over Fq, V has a decomposition

(over Fq) into root subspaces

V =
⊕
λ

Vλ,

where T acts on Vλ by the character λ : T → Gm. It is easy to see that µi is the

lowest weight of T occurring in (ρi, Vi), so that 〈µi, µ〉 ≥ 〈λ, µ〉 for any weight λ of T

occuring in (ρi, Vi) and any antidominant coweight µ. Given any vector v ∈ V (F•),

we may write

v =
∑

xjuj , where xj ∈ F• and uj ∈ Vλj (Fq) for each j,

where xj ∈ F• and uj ∈ Vλj (Fq) for each j and the λj ’s are not necessarily distinct.

‖vρi(πµ)‖ =
∥∥∥∑λj(π

µ)xjuj

∥∥∥
= sup

j
{|λj(πµ)xj |}

= sup
j
{q−〈λj ,µ〉|xj |}

≥ q−〈µi,µ〉 sup
j
{|xj |}

= ‖viρi(πµ)‖ ‖v‖

Since ‖vi‖ = 1, this completes the proof of Lemma 2.5.1.

Lemma 2.5.1 allows us to compare 〈µi, ν〉 and 〈µi, η〉:

q−〈µi,η〉 =
‖viρi(πη)‖
‖vi‖

≤ ‖viρi(γπη)‖
‖viρi(γ)‖

≤ ‖viρi(γπη)‖
‖vi‖

=
‖viρ1(πν)‖
‖vi‖

= q−〈µi,ν〉.



17

The first inequality is Lemma 2.5.1 applied to v = viρi(γ). The second inequality

follows from Lemma 2.2.7 with x = viρi(γ). Interchanging the roles of η and ν in the

above arguments shows that 〈µi, η〉 = 〈µi, ν〉 for each i. This completes the proof of

the uniqueness part of the assertion of Theorem 2.1.2.

2.6 Global Reduction Theory

If g = (gv)v is an element of G(A) then, since gv ∈ G(Ov) for all but finitely many

places v of F , we may assume, for the purpose of proving Theorem 2.1.1 that g is a

finite product g = g∞gv1gv2 . . . gvk , with g∞ ∈ G(F∞) and gvj ∈ G(Fvj ), vj 6= ∞,

for 1 ≤ j ≤ k. By Theorem 2.1.2, there is a decomposition

gvk = γkπ
ηk
vkκk,

where γk ∈ G(Fq[π
−1
vk

]), ηk ∈ X∗(T ), and κk ∈ G(Ovk). Now γk and π
ηk
vk are

contained in G(F ) and in G(Ov) for all v 6= ∞. Therefore, by multiplying g on the

left by π
−ηk
vk γ−1 we get an element of the subset

G(F∞)×
k−1∏
j=1

G(Fvj )×
∏

all other v

G(Ov).

of G(A).

We have now reduced g to an element with non-trivial entries at only at most k−1

places and ∞. We may continue in this manner until the entries at all places except

∞ are trivial. Finally, the use of Theorem 2.1.2 to v = ∞ gives us a representative

each double coset of type asserted by Theorem 2.1.1.

The uniqueness part of the theorem follows from the corresponding assertion in

the local situation, because two elements g and h of G(F∞) lie in the same double

coset if and only if g = γhk, with γ ∈ G(Fq[t]) and k ∈ G(O∞).



CHAPTER 3

THE BIRKHOFF DECOMPOSITION

3.1 The Statement

We use the notation introduced in Chapter 2. Moreover, for a degree one valuation

v (such as ∞ or 0), let Iv denote the pre-image of B(Fq) under the natural map

G(Ov)→ G(Fq). Consider the compact, open subgroup

K ′ = I∞ × I0 ×
∏

v 6=0,∞
G(Ov).

Let W denote the Weyl group NG(T )/T of G with respect to T . Fix a function

φ : W → G(Fq) (which is not necessarily a group homomorphism) such that φ(w) ∈
B(Fq)wT (Fq)B(Fq) for each w ∈ W . For each valuation v of F , our choice of a

uniformizing element πv ∈ Ov ∩ F gives us a function

W nX∗(T )→ G(Fv) ↪→ G(A)

which we denote by φv, defined by the formula

φv(wη) = φ(w)π
η
v .

Theorem 3.1.1 (Birkhoff decomposition). The map φt−1 induces a bijection

W nX∗(T )→̃G(F )\G(A)/K ′.

K ′ is a subgroup of finite index in K. Theorem 2.1.1 gives us the structure of

G(F )\G(A)/K. We prove Theorem 3.1.1 by studying the fibers of the function

Ψ : G(F )\G(A)/K ′ → G(F )\G(A)/K.

18
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3.2 Structure of the Fiber

Fix a dominant coweight η ∈ X∗(T ). For convenience in notation, let u denote t−1.

Any element k ∈ K gives us an element G(F )uηkK ′ in the fiber of Ψ over G(F )uηK.

Clearly, two elements of K give the same element in the fiber if they lie in the same

double coset of K ∩ u−ηG(F )uη\K/K ′. Since K and K ′ differ only at the places ∞
and 0,

K/K ′ ∼= G(O∞)/I∞ ×G(O0)/I0 ∼= G(Fq)/B(Fq)×G(Fq)/B(Fq).

The latter identification is obtained via the natural map qv : G(Ov) → G(Fq).

Moreover, k ∈ K acts on the left of G(Fq)/B(Fq)×G(Fq)/B(Fq) as componentwise

left multiplication by (q∞(k∞), q0(k0)), where kv denotes the component of k at the

place v.

Let Kη denote the subgroup K ∩ u−ηG(F )uη of K. For each root α, fix an

isomorphism uα : Ga → Uα, where Uα is the root subgroup for α.

Lemma 3.2.1. For each adèle x = (xv)v of F , uα(x) lies in uηKηu
−η if and only if

x is a polynomial in t of degree at most v∞(α(uη))) (a rational function, and hence

a polynomial in t is identified with the adèle whose entries at all places equal this

function). In particular, if 〈α, η〉 < 0, then uα(x) lies in uηKηu
−η if and only if

x = 0.

Proof. The lemma follows from the observation that the following conditions are

imposed upon x:

1. x ∈ F ⊂ A.

2. xv ∈ Ov for all v 6=∞.

3. (α(u−η)x)∞ ∈ O∞.

The first two conditions imply that x is a polynomial in t, and the third condition

implies that this polynomial is of degree at most v∞(α(uη)).
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Let D denote the set of simple reflections s in W such that s(uη) = uη. Then

we may associate a parabolic subgroup PD with unipotent radical UD and Levi com-

ponent LD to D as in §2.3. Let L be the group LD(Fq) ⊂ LD(F ) ⊂ LD(A) and

U the subgroup of G(A) generated by elements uα(x), where x ∈ F ⊂ A is a

polynomial in t of degree at most v∞(α(uη)). It follows, from Lemma 3.2.1, that

Kη = u−ηLUuη. Moreover, this group acts on the first and second components of

G(Fq)/B(Fq)×G(Fq)/B(Fq) (which we have identified with K/K ′) via its the con-

stant term of its constituents at ∞ and 0 respectively, viewed as polynomials in the

uniformizer. The constituents at ∞ and 0 of L are the same, because conjugation by

uη fixes L. On the other hand, u−ηuα(x0 + x1t+ . . .+ xv∞(α(uη))t
v∞(α(uη)))uη acts

on the first component by uα(xv∞(α(uη))) and on the second component by uα(x0).

Let ∆ : G(Fq) → G(Fq) × G(Fq) denote the diagonal inclusion, and ji denote the

inclusion of G(Fq) into G(Fq)×G(Fq) along the ith coordinate. We have shown that

the fiber of Ψ over G(F )uηK is in bijective correspondence with

S = ∆[LD(Fq)]j1[UD(Fq)]j2[UD(Fq)]\[G(Fq)/B(Fq)×G(Fq)/B(Fq)]. (3.2.2)

Let ∆ : W →W ×W denote the diagonal inclusion.

Proposition 3.2.3. The map ∆(WD)\(W ×W ) → S which takes ∆(WD)(w1, w2)

to the double coset of (φ(w1), φ(w2)) in S is a bijection.

Proof. Let

WD = {w ∈ W | l(ws) > l(w) for all s ∈ D}.

This is the set consisting of the unique longest elements of the left (or right) WD-

cosets. As an L(Fq)-space,

U(Fq)\G(Fq)/B(Fq) =
∐

w∈WD

L(Fq)/BD(Fq),
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where BD = B ∩ LD. Therefore,

L(Fq)\[U(Fq)\G(Fq)/B(Fq)× U(Fq)\G(Fq)/B(Fq)] =

= L(Fq)\
∐

WD×WD

[L(Fq)/BD(Fq)× L(Fq)/BD(Fq)] =
∐

WD×WD

WD.

This shows that the sets S and ∆(WD)\(W ×W ) have the same cardinality.

To show that the map in the assertion is surjective, it suffices to show that every

double coset in (3.2.2) has a representative in the image of φ× φ. For the remainder

of this section, we will, for convenience, write w instead of φ(w).

Given (g1, g2) ∈ G(Fq)
2, we may write

gi = liuiwibi ; li ∈ LD(Fq), ui ∈ UD(Fq), wi ∈ W and bi ∈ B(Fq), for i = 1, 2.

Since LD normalizes UD, it follows that the double coset of (g1, g2) contains the

element (lw1, w2), where l = l−1
2 l1. Let Φ+ (resp. Φ+

D) denote the positive roots in

Φ(G, T ) (resp. Φ(LD, T ) with respect to B (resp. B ∩ LD). Then,

Lemma 3.2.4. For any w ∈ W , there exists w̃ ∈ WD such that w̃Φ+
D ⊂ wΦ+.

Proof of lemma. We may write w = wD(wD)−1, with wD ∈ WD, and wD ∈ WD [14,

p. 123]. Moreover, wDΦ+
D ⊂ Φ+ [14, p. 111]. Therefore, if we set w̃ = wD = wwD,

w̃Φ+
D = wwDΦ+

D ⊂ wΦ+. �

Let w̃i be the element of WD provided by the above lemma when it is applied to

w = wi, for i = 1, 2. Use the Bruhat decomposition for LD to write

w̃−1
2 lw̃1 = b1wb2, where bi ∈ B(Fq) ∩ L(Fq) and w ∈ WD.

Then, using ∼ to denote the equivalence relation of belonging to the same double
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coset,

(lw1, w2) = (w̃2b1wb2w̃
−1
1 w1, w2)

∼ (wb2w̃
−1
1 w1, b

−1
1 w̃−1

2 w2)

= (ww̃−1
1 w1w

−1
1 w̃1b2w̃

−1
1 w1, w̃

−1
2 w2w

−1
2 w̃2b

−1
1 w̃−1

2 w2)

∼ (ww̃−1
1 w1, w̃

−1
2 w2)

proving surjectivity (the last step uses the fact that w̃i conjugates B(Fq)∩L(Fq) into

wiB(Fq)w
−1
i ).

Let X∗(T )++ denote the set of dominant coweights. Define a function q : W n

X∗(T )→ X∗(T )++ by mapping wη ∈ W nX∗(T ) to the unique dominant weight in

the W -orbit of η. Clearly, the diagram

W nX∗(T )
φ
t−1

//

q
��

G(F )\G(A)/K ′

Ψ
��

X∗(T )++ ∼ // G(F )\G(A)/K

commutes. The lower horizontal arrow is a bijection. We have shown that the fibers

of the vertical arrows are in bijective correspondence. Therefore, the upper horizontal

arrow is also a bijection.

This completes the proof of Theorem 3.1.1.



CHAPTER 4

EXTENDED IWAHORI HECKE ALGEBRAS

4.1 The Extended Affine Weyl Group

Let G be a split semi-simple group over Fq, with a simple root system. As before, fix

a maximal split torus T and a Borel subgroup B containing T defined over Fq. Let

F• be the local field of Laurent series in one variable π with coefficients in Fq, and

denote its ring of integers by O.

The extended affine Weyl group of G is the group

W̃ = NG(T )(F•)/T (O).

The Weyl group W of G acts on the lattice X∗(T ) of algebraic cocharacters of T .

Moreover, the map taking a cocharacter η to η(π) ∈ T (F•) induces an isomorphism

X∗(T )→ T (F•)/T (O). The extended affine Weyl group W̃ is the semidirect product

W nX∗(T ). Let Q denote the sublattice of X∗(T ), known as the root lattice, which

is generated by the set of roots Φ = Φ(G, T ) of G with respect to T . The subgroup

Wa = W nQ is called the affine Weyl group of G.

Let X∗ = X∗(T ) ⊗ R. Φ is a root system in the dual vector space X∗. Let

α1, . . . , αr denote the set of simple positive roots with respect to the Borel subgroup

B. Let si denote the reflection about the hyperplane αi = 0 in X∗. Then s1, . . . , sr

generate W . Let α̃ denote the highest root, and s0 denote the reflection about the

hyperplane α̃ = 1. Then Wa is generated by the simple reflections s0, s1, . . . , sr,

subject to the relations that s2
i = 1 for each i, and for every pair of distinct simple

reflections si and sj , a braid relation:

sisjsi . . . = sjsisj . . . (mij factors on each side) .

23
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for some integer mij > 1.

Let α0 denote the affine linear functional 1− α̃. Let

C = {x ∈ X∗ | αi(x) > 0 for i = 0, . . . , r}.

The closure of C is a fundamental domain for the action of Wa on X∗.

The quotient Π = X∗(T )/Q is a finite abelian group, and W̃ = Wa o Π. The

group Π may be realized as a subgroup of Wa, whose elements map C into itself,

acting on X∗ via symmetries of C. We say that G is of simply connected type if Π is

trivial. Since G is semi-simple, the Killing form gives a non-degenerate W-invariant

bilinear form (·, ·) on the vector spaces X∗ and X∗. For each α ∈ Φ let α̌ be the

linear functional on X∗ given by

α̌(λ) =
(2α, λ)

(α, α)
.

The set of coroots of G with respect to T is the subset

Φ̌ = {α̌ | α ∈ Φ}

of X∗. The sublattice of X∗(T ) generated by Φ̌ in X∗ is known as the coroot lattice.

We say that G is of adjoint type if the coroot lattice equals the lattice X∗(T ).

As in §3.1, fix a map φ : W → G(Fq). Define φ̃ : W̃ → G(F•) by φ̃(w, η) =

φ(w)πη, where πη denotes π(η) ∈ T (F•). Let I• denote the Iwahori subgroup of

G(F•) corresponding to B. Then the affine Bruhat decomposition asserts that φ̃

induces a bijection W̃ → I•\G(F•)/I•. For the remainder of this section we will

abuse notation and denote φ̃(w) simply by w for all w ∈ W̃ .

4.2 The Extended Iwahori Hecke Algebra

Consider the convolution algebra H of compactly supported complex valued measures

on G(F•) which are left and right invariant under translation by elements of I• with
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the convolution product;∫
G(F•)

f(g)d(µ1 ∗ µ2)(g) =

∫
G(F•)×G(F•)

f(g1g2)d(µ1 ⊗ µ2)(g1g2).

This algebra is known as the extended Iwahori Hecke algebra.

The affine Bruhat decomposition yields a vector space isomorphism

C[W̃ ]→ H

taking the basis element 1w of C[W̃ ] to 1I•wI•dg, for each w ∈ W̃ , where, for any

subset S of G(F•), 1S denotes the characteristic function of S, and dg is the Haar

measure on G(F•) which assigns unit measure to I•. Let Ti denote the image of 1si

under the above isomorphism. Let Ha (known as the affine Hecke algebra) be the

sub-algebra of H generated by the Ti’s, for i = 0, . . . , r. Then Iwahori and Matsumoto

have shown that Ha has a presentation with generators Ti, i = 0, . . . , r, with relations

T 2
i = q + (q − 1)Ti for i = 0, . . . , r (4.2.1)

TiTjTi . . . = TjTiTj . . . (mij factors), for each pair i 6= j. (4.2.2)

and the algebra H is an extension of Ha by C[Π], acting by

1aTi1
−1
a = Ta(i), (4.2.3)

where a(i) is such that asia
−1 = sa(i), for a ∈ Π.

4.3 Square Integrable Representations

Given a representation (ρ, V ) of H, we define its contragredient representation to be

the representation (ρ̃, Ṽ ), where Ṽ is the vector space HomC(V,C) and the action of

H on Ṽ is defined by

(ṽρ̃(h))(v) = ṽ(vρ(hop)) for all ṽ ∈ Ṽ , v ∈ V and h ∈ H.
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Here hop is the image of h ∈ H under the anti-involution (i.e., algebra homomorphism

H → Hop) which takes each generator Ti of H to itself. Note that on the level of

measures, ∫
G(F•)

f(g)dµop(g) =

∫
G(F•)

f(g−1)dµ(g)

for every compactly supported locally constant function f on G(F•).

The representation theory of extended affine Hecke algebras has been studied in

terms of the Langlands dual group of G. This is a complex Lie group Ǧ with a

maximal split torus Ť that is identified with the set of unramified complex characters

of T , so that the lattice, X∗(Ť ), of algebraic characters of Ť is identified with X∗(T ),

and such that its root system with respect to Ť is identified with Φ̌.

Let (ρ, V ) be an irreducible representation of H and let (ρ̃, Ṽ ) denote its contra-

gredient. Fix non-zero vectors v ∈ V and ṽ ∈ Ṽ . We define the matrix coefficient of

(ρ, V ) with respect to the vectors v and ṽ as the C-linear function H → C given by

cv,ṽ : h 7→ 〈ṽ,vρ(h)〉.

This corresponds, in a natural manner, to a complex valued function on I•\G(F•)/I•,

which we will also denote by cv,ṽ. We say that an irreducible representation V is a

square integrable representation of H if for any pair of vectors (v, ṽ) ∈ V × Ṽ , the

function cv,ṽ is square integrable with respect to a Haar measure on G(F•).

Let Ĥ denote the set of irreducible square integrable representations of H. Kazh-

dan and Lusztig describe Ĥ in terms of Ǧ in [16]:

Theorem 4.3.1 (Kazhdan-Lusztig). Assume that G is of adjoint type and H is the

associated extended Iwahori Hecke algebra. The irreducible square-integrable represen-

tations of H are parameterized by the set of conjugacy classes of triples (s, u, σ), where

s is a semisimple element of Ǧ, u a unipotent element of Ǧ such that sus−1 = uq and

such that both s and u are not contained in the Levi subgroup of any proper parabolic

subgroup of Ǧ, and σ is a representation of the group of connected components of the

simultaneous centralizer of s and u in Ǧ which occurs in H∗(Bs,u,Q), where Bs,u is

the variety of Borel subgroups of Ǧ containing both s and u.
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4.4 Involutions

We discuss here two involutions that appear in our description of discrete automorphic

representations.

The Iwahori-Matsumoto Involution

The Iwahori-Matsumoto involution is an algebra homomorphism I : H → H of order

two. We first define it on the subalgebra Ha in terms of the generators Ti by the

formula

I(Ti) = −qT−1
i (4.4.1)

Firstly, observe that (4.2.1) may be used to compute

T−1
i = (q−1 − 1) + q−1Ti. (4.4.2)

In particular, T−1
i is well defined. Also,

[I(Ti)]
2 = (−qT−1

i )2

= q2[(q−1 − 1) + q−1Ti]
2

= [(1− q) + Ti]
2

= (1− q)2 + q + (1− q)Ti.

On the other hand

I(T 2
i ) = I[q + (q − 1)Ti]

= q + (q − 1)(−q)[(q−1 − 1) + q−1Ti]

= (1− q)2 + q + (1− q)Ti,

showing that I preserves the relations (4.2.1). It is clear that I preserves the braid

relations (4.2.2). Therefore, (4.4.1) gives a well defined algebra homomorphism (ob-

viously of order two) Ha → Ha. The automorphism I commutes with the action of
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C[Π] on Ha, and hence lifts to an automorphism I : H → H. We call the resulting

automorphism the Iwahori-Matsumoto involution on H.

The Involution κ

The finite Weyl group W of G contains a unique element w0 of maximal length in

terms of the generators s1, . . . , sr. Define an involution κ : W̃ → W̃ by

κ(wπη) = w0ww
−1
0 π−w0(η) for all w ∈ W and η ∈ X∗(T ).

It is easily verified that the above formula defines an automorphism on W̃ . Moreover,

if i is such that si = w0siw
−1
0 for i = 1, . . . , r, then κ(si) = si If we view W̃ as a

subgroup of the group of affine automorphisms of X∗, then

κ(w)(x) = w(−w0(x))

Since w0(α̃) = −α̃, we have:

κ{x|α̃(x) = 1} = {−w0(x)|α̃(x) = 1}

= {x|α̃(x) = 1}.

This shows that κ(s0) = s0. Since κ fixes C, it also maps Π into itself.

We now define an automorphism of H, which we also denote by κ, by requiring

that

Ti 7→ Ti for i = 1, . . . , r,

T0 7→ T0, and

1a 7→ 1κ(a) for all a ∈ Π.

Since κ maps generators, to generators, it preserves the relations (4.2.1). Since it

comes from an automorphism of Wa, it preserves the relations (4.2.2) and (4.2.3).
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Clearly, the automorphism κ is of order two. It has a simple interpretation in terms

of the representations of H when G is of adjoint type:

Theorem 4.4.3. Suppose that G is of adjoint type, and (ρ, V ) is an irreducible rep-

resentation of H. Then (ρ ◦ κ, V ) and (ρ̃, Ṽ ) are isomorphic as representations of

H.

Proof. For any dominant cocharacters η1 and η2,

(1I•πη1I•dg) ∗ (1I•πη2I•dg) = 1I•πη1+η2I•
dg.

These elements, therefore, generate a commutative subalgebra S of H that is canon-

ically isomorphic to C[X∗(T )]. By [11, Theorem 5.5], the isomorphism class of an

irreducible finite-dimensional H-module is determined by the weights of S on it. The

weights of S on (ρ, V ) coincide with the weights of S on the normalized Jacquet

module (ρN , VN ), where N ⊂ B is the maximal unipotent subgroup [7, Section 3].

By [5, Lemma 4.7], it suffices to show that the weights of S on (ρ ◦ κN , VN ) are the

same as those on ((ρ̃)N , (Ṽ )N ). By [7, Corollary 4.2.5], ((ρ̃)N , (Ṽ )N ) is isomorphic

to the contragredient of (ρN , VN ), where N is the maximal unipotent subgroup of B.

But µ is a weight of (ρN , VN ) if and only if wl(µ) is a weight of (ρN , VN ). Therefore

the weights of S on ((ρ̃)N , (Ṽ )N ) are of the form −wl(µ). However, κ induces the

involution µ 7→ −wl(µ) on X∗(T ).



CHAPTER 5

FORMULAS FOR CONVOLUTIONS

5.1 Bases and Generators

Let Mc be the space of compactly supported complex-valued functions on G(F )\G(A)

that are invariant under right translation by K ′ (K ′ is defined in (1.2.1). We endow

Mc (and all other functions spaces in this chapter) with the usual L2-norm. The

complex vector space Mc has a basis consisting of the characteristic functions of the

K ′-orbits on G(F )\G(A). By Theorem 3.1.1, these orbits are indexed by the elements

of W̃ . Let tw denote the indicator function of the orbit of φt−1(w), for each w ∈ W̃ .

For each degree one valuation v of F , let Hv denote the convolution algebra of

Iv-biinvariant measures on G(Fv). The choice of a uniformizing element πv gives us

an isomorphism φv : Hv → H. We have seen, in §4.2, that the algebra H is generated

by elements Ti, I = 0, . . . , r and C[Π]. Let T vi ∈ Hv be such that φv(T vi ) = Ti, for

i = 0, . . . , r, and 1va be such that φv(1
v
a) = 1a, for each a ∈ Π.

In the remainder of this chapter, we will prove the following formulas for the ac-

tions of the generators of H∞ and H0 described above in terms of the basis {tw}w∈W̃
of Mc:

tw · T∞i =



(q − 1)tw + qtwsi

if l(w0wsi) > l(w0w),

twsi

if l(w0wsi) < l(w0w)

i = 0, . . . , r (5.1.1)

tw1∞a = twa, a ∈ Π, (5.1.2)

30
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tw · T 0
i =



(q − 1)tw + qtκ(si)w

if l(siκ(w0w)) > l(κ(w0w)),

tκ(si)w

if l(siκ(w0w)) < l(κ(w0w))

i = 0, . . . , r (5.1.3)

tw10
a = tκ(a)−1w, a ∈ Π (5.1.4)

Here κ is the involution defined in Lemma 5.4.1.

5.2 Reformulation

It turns out that the calculations are easiest when, instead of K ′, we work with

K
′

= I∞ × I0 ×
∏

v 6=∞,0
G(Ov),

where I0 = w0T0w
−1
0 . Instead of Mc, we may consider the module Mc of compactly

supported functions on G(F )\G(A) that are constant on K
′
-orbits. The vector space

Mc is then a module over H∞⊗H0, where H0 is the convolution algebra of measures

on G(F0) that are biinvariant under translations in I0.

We now describe how one may pass between Mc and Mc. In what follows, we

denote by (g∞, g0), the element φt−1(g∞)φt(g0) of G(A), where g∞, g0 ∈ G(F•).

Then Mc = Mc ∗ δ(1,w0) (as a subspace of L2(G(F )\G(A)), and H0 = δw0 ∗H0 ∗ δw0 ,

where δ(1,w0) (resp. δw0 is the unit delta measure on G(A) at (1, w0) (resp. on G(F0)

at φt(w0)). Set

θw = tw0w ∗ δ(1,w0), for all w ∈ W̃ , (5.2.1)

T
0
i = δw0 ∗ T

0
i ∗ δw0 , for all i = 0, . . . , r and (5.2.2)

1
0
a = δw0 ∗ 10

a ∗ δw0 for all a ∈ Π. (5.2.3)
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Then (5.1.1)-(5.1.4) are equivalent to

θw ∗ T∞i =



(q − 1)θw + qθwsi

if l(wsi) > l(w),

θwsi

if l(wsi) < l(w),

i = 0, . . . , r, (5.2.4)

θw1∞a = θwa, a ∈ Π, (5.2.5)

θw ∗ T
0
i =



(q − 1)θw + qθκ(si)w,

if l(siκ(w)) > l(κ(w))

θκ(si)w

if l(siκ(w)) < l(κ(w)),

i = 0, . . . , r, (5.2.6)

θw10
a = θκ(a)−1w, a ∈ Π. (5.2.7)

These formulas are equivalent to Theorems 5.4.10 and 5.4.11 put together. The

remaining sections of this chapter are devoted to proving these formulas and the

asserted equivalence.

5.3 Reduction to local calculations

Fix a G(A)-invariant measure on G(F )\G(A) such that G(F )K
′

has unit measure.

Consider the subgroup Γ∞ of G(F ) consisting of elements whose image (under the

completion map) in G(F0) lies in I0, and whose image in G(Fv) lies in G(Ov) for all

v 6=∞, 0. Fix a G(F∞)-invariant measure on Γ∞\G(F∞) such that Γ∞I∞ has unit

measure.

Analogously, define Γ0 to be the subgroup of G(F0) consisting of elements whose

image (under the completion map) in G(F∞) lies in I∞, and whose image in G(Fv)

lies in G(Ov) for all v 6=∞, 0. Then, we also have

Lemma 5.3.1. 1. The map φt−1 : G(F∞)→ G(A) induces an isometry

φt−1 : Γ∞\G(F∞)/I∞ → G(F )\G(A)K
′
.
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2. The map φt : G(F0)→ G(A) induces an isometry

φt : Γ0\G(F0)/I0 → G(F )\G(A)K
′
.

Proof. It is clear from the definition of Γ∞ that the map is well defined. It is surjective

because every double coset in G(F )\G(A)K
′

has a representative in G(F∞), by

Theorem 3.1.1. That it is an isometry is evident from our normalization of measures.

This proves part (1). The proof of part (2) is similar.

Define

M
∞
c = Cc(Γ∞\G(F∞)/I∞),

M
0
c = Cc(Γ0\G(F0)/I0).

The former is an H∞-module and the latter an H0-module.

Proposition 5.3.2. 1. The map φt−1 between double cosets defined in Lemma

5.3.1 induces an isometry of H∞-modules

L∞ : Mc →M
∞
c .

2. The map φ0 between double cosets defined in Lemma 5.3.1 induces an isometry

of H0-modules

L0 : Mc →M
0
c .

Proof. By Lemma 5.3.1, it only remains to check that L∞ (resp. L0) preserves the

H∞ (resp. H0)-module structure. Indeed, given µ∞ ∈ H∞ and f ∈Mc,

L∞(f · µ∞)(x∞) = (f · µ∞)(φt−1(x∞))

=

∫
G(F∞)

f(φt−1(x∞g−1
∞ ))dµ∞(g∞)

=

∫
G(F∞)

L∞(f)(x∞g−1
∞ ))dµ∞(g∞)

= (L∞(f) · µ∞)(x∞),
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for each x∞ ∈ G(F∞). This completes the proof of part (1). The proof of (2) is

similar.

5.4 Local Calculations

For each w ∈ W̃ , let τ∞w ∈ M
∞
c (resp. τ0

w ∈ M
0
c) be the characteristic function of

Γ∞φt−1(w)I∞ (resp. Γ0φt(w)I0).

Lemma 5.4.1. Let κ : W̃ → W̃ be the automorphism wπη 7→ wπ−η, for w ∈ W and

η ∈ X∗(T ). Then the following diagram commutes:

W̃
κ //

φ
t−1 ""EE

EE
EE

EE
E W̃

φt||yy
yy

yy
yy

y

G(F ).

Proof. It is clear that the diagram commutes when restricted to either W or X∗(T ),

from which the proposition follows.

A simple corollary is the following

Lemma 5.4.2. For each w ∈ W̃ ,

τ∞w = L∞(θw),

τ0
κ(w−1) = L0(θw).

The action of H∞

For each root α ∈ Φ(G, T ), fix an morphism uα : Ga → G (defined over Fq), which

is an isomorphism onto the root subgroup corresponding to α.

Given a root α′ ∈ Φ(G, T ), we may think of it as a linear functional X∗ → R. In

addition, given an integer n, denote by α′ + n the affine linear map x 7→ α′(x) + n

from X∗ to R. The set of affine roots is defined as

Φ̌(G, T ) = {α = α′ + n : X∗ → R | α′ ∈ Φ(G, T ), n ∈ Z}.
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Let α0 be the affine root −α̃+ 1 where α̃ is the highest positive root in Φ(G, T ) with

respect to our choice {α1, . . . , αr} of simple roots. The affine roots {α0, . . . , αr} are

called the simple affine roots. We say that an affine root α is positive, and write

α > 0, if it can be written as a linear combination of the simple affine roots with all

coefficients positive. Then for each affine root α, either α > 0 or −α > 0.

Given an affine root α = α′ + n, define Uα to be uα′(t
−nFq) ⊂ G(F∞).

Lemma 5.4.3. 1. Uα ⊂ I∞ if and only if α > 0.

2. Uα ⊂ Γ∞ if and only if α < 0.

Lemma 5.4.4. For each i ∈ {0, . . . , r},

I∞siI∞ = siI∞
∐ ∐

ξ∈F×q

uαi(ξ)siI∞


= siI∞

∐ ∐
ξ∈F×q

siuαi(ξ)siI∞

 .

Proof. Since [I∞ : I∞ ∩ siI∞si] = q, I∞siI∞ consists of q right I∞-cosets. Clearly,

siI∞
∐ ∐

ξ∈F×q

uαi(ξ)siI∞

 ⊂ I∞siI∞.

Moreover, no non-trivial element of Uαi fixes siC0. Hence the right cosets appearing

above are distinct. Since Uαi fixes the hyperplane αi(x) = 0 in A, each of the

chambers uαi(ξ)C0 shares a face contained in this hyperplane with C0. Now siuαi(ξ)si

fixes siC0, but not C0 for ξ ∈ F×q . Therefore, for non-zero ξ, siuαi(ξ)siC0 are the

alcoves sharing a face with C0 which is contained in αi(x) = 0.

Let dx denote the Haar measure on G(F∞) which assigns unit measure to I∞.

This determines an identification of H∞ with the convolution algebra of functions
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Cc(I∞\G(F∞)/I∞). For φ ∈M∞c , and f(x) in H∞,

(φ ∗ f)(t) =

∫
G(F∞)

φ(tx−1)f(x)dx. (5.4.5)

Specifically, taking f(x) to be the characteristic function 1I∞siI∞ , so that f(x)dx =

T∞i and φ = τ∞w to be 1ΓwI∞ (recall that w here represents φt−1(w)),

(τ∞w ∗ T∞i )(t) =

∫
G(F∞)

τ∞w (tx−1)T∞i (x)dx

=
∑

gI∞∈(I∞siI∞)/I∞

∫
gI∞

τ∞w (tx−1)dx

= τ∞w (tsi) +
∑
ξ∈F×q

τ∞w (tuαi(ξ)si) (5.4.6)

= τ∞w (tsi) +
∑
ξ∈F×q

τ∞w (tsiuαi(ξ)si) (5.4.7)

The last two steps use Lemma 5.4.4.

Relation to lengths. From the theory of Tits systems (see, for example [6, Chapitre

IV]) , we know that

Lemma 5.4.8. If w ∈ W̃ , then l(wsi) = l(w) + 1 if and only if wαi > 0.

Lemma 5.4.9. Let w ∈ W̃ , with w ∈ Wa. Then

1. wsiuαi(ξ)siw
−1 ∈ Γ for all ξ ∈ F×q if and only if wαi > 0, i.e., l(wsi) =

l(w) + 1.

2. wuαi(ξ)w
−1 ∈ Γ for all ξ ∈ F×q if and only if wαi < 0, i.e., l(wsi) = l(w)− 1.

Proof. The lemma follows from lemma 5.4.8, proposition 5.4.3 and the fact that

siUαisi = U−αi .

Evaluation of τ∞w ∗ T∞i . Case 1: l(wsi) = l(w) + 1. Then

τ∞w (wsiuαi(ξ)si) = τ∞w (wsiuαi(ξ)siw
−1w) = 1.
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since wsiuαi(ξ)siw
−1 ∈ Γ by lemma 5.4.9, part 1. Substitute t = wsi in equation

(5.4.6) to get:

τ∞w ∗ T∞i (wsi) = τ∞w (w) +
∑
ξ∈F×q

τ∞w (wsiuαi(ξ)si)

= q − 1.

Substitute t = w in equation (5.4.7) to get:

τ∞w ∗ T∞i (w) = τ∞w (wsi) +
∑
ξ∈F×q

τ∞w (wsiuαi(ξ)si)

= q − 1.

Case 2: l(wsi) = l(w)− 1. Then

τ∞w (wuαi(ξ)si) = τ∞w (wuαi(ξ)w
−1wsi) = 0 for ξ 6= 0.

since wuαi(ξ)w
−1 ∈ Γ by lemma 5.4.9, part 2. Proceeding as in Case 1, we see that

τ∞w ∗ T∞i = 0 and τ∞w ∗ T∞i (wsi) = 1. This proves the first part of the following

Theorem 5.4.10. For each w ∈ W̃ , and i = 1, . . . , r,

τ∞w ∗ T∞i =

(q − 1)τ∞w + qτ∞wsi if l(wsi) = l(w) + 1

τ∞wsi if l(wsi) = l(w)− 1.

and for each a ∈ Π,

τ∞w ∗ 1∞a = τ∞wa.

The second formula in the statement above follows from the fact that Π normalizes

I∞. Formulas (5.2.4) and (5.2.5) follow from the above theorem, Proposition 5.3.2

and Lemma 5.4.2.
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The action of H0

Similarly, we may prove

Theorem 5.4.11. For each w ∈ W̃ , and i = 1, . . . , r,

τ0
w ∗ T

0
i =

(q − 1)τ0
w + qτ0

wsi
if l(wsi) = l(w) + 1

τ0
wsi

if l(wsi) = l(w)− 1.

and for each a ∈ Π,

τ∞w ∗ 10
a = τ0

wa.

Formulas (5.2.6) and (5.2.7) follow from Theorems 5.4.10 and 5.4.11, Proposition

5.3.2 and Lemma 5.4.2.



CHAPTER 6

SPECTRAL DECOMPOSITIONS

6.1 The Local Module

Let H be as in §4.2. Consider the right H ⊗H module (ν, N), where

N = L2(G(F•)\[G(F•)×G(F•)]/(I• × I•)),

and the action is given by

nν(µ1, µ2)(x1, x2) =

∫
G(F•)\[G(F•)×G(F•)]

n(x1g
−1
1 , x2g

−1
2 )d(µ1 ⊗ µ2)(g1, g2),

for all n ∈ N , µ1, µ2 ∈ H, and (x1, x2) ∈ G(F•)×G(F•).

Consider the H ⊗H module (ν̃, H), with action

hν̃(µ1, µ2) = µ
op
2 ∗ h ∗ µ1.

The isometry

G(F•)\[G(F•)×G(F•)]/(I• × I•)→ I•\G(F•)/I•

induced by (g1, g2) 7→ g−1
2 g1 induces and isometry of H ⊗ H-modules (ν, N) and

(ν̃, H). For each w ∈ W̃ , let τw denote the characteristic function of the double coset

G(F•)(w0w, 1)(I• × I•). Then one may use [15, §3] and the above isomorphism to

39



40

compute the action of H ⊗H in terms of the basis elements {τw}w∈W̃ :

τwν(Ti, 1) =

τwsi if l(w0wsi) > l(w0w)

qτwsi + (q − 1)τw if l(w0wsi) < l(w0w)
, (6.1.1)

τwν(1a, q) + τwa, (6.1.2)

τwν(1, Ti) =

τsiw if l(siw0w) > l(w0w)

qτsiw + (q − 1)τw if l(siw0w) < l(w0w)
, (6.1.3)

τwν(1, 1b) = τb−1w. (6.1.4)

6.2 The Discrete Spectrum of the Local Module

The following theorem is a form of the Peter-Weyl Theorem. Since this form is not

standard, we sketch a proof. Let (ν, Nd) denote the discrete part of (ν, N) (i.e., the

submodule generated by eigenvectors for the center of H ⊗H).

Theorem 6.2.1. The map

Φ :
⊕

(ρ,V )∈Ĥ

V ⊗ Ṽ → Nd

defined by setting

Φ(v ⊗ ṽ)(g1, g2) = 〈vρ(1
I•g−1

1 I•
dx), ṽρ(1

I•g−1
2 I•

dx)〉

for (ρ, V ) ∈ Ĥ, v ∈ V and ṽ ∈ Ṽ is an isomorphism.

Proof. One may check, from the definition that Φ(v ⊗ ṽ), is left invariant under the

left diagonal action of G(F•) and the right action of I• × I•). It is square integrable

because Φ(v⊗ṽ)(g−1
2 g1, 1) is a matrix coefficient of a square-integrable representation

of H.

Let f be an eigenvector for the center of H ⊗H in (ν, N). In order to prove the

surjectivity of Φ, it suffices to show that f lies in the image of Φ. Consider the module

Vf = fν(H ⊗ {1}).
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Lemma 6.2.2. The vector space Vf is finite dimensional.

Proof. It follows from [4] that H is a finitely generated module over its center Z(H).

Let h1, . . . hk be generators of H over Z(H). Given h ∈ H, write h =
∑
aihi, with

ai ∈ Z(H). Then fν(h⊗1) is then a linear combination of the fν(aihi, 1)’s. However,

each fν(aihi, 1) is a scalar multiple of fν(h1, 1) since the center of H ⊗ H acts by

scalars on f . This means that Vf is generated by the fν(hi, 1)’s as a complex vector

space.

The Hecke algebra H admits complex antilinear antiinvolution h 7→ h∗, where

h∗(x) = h(x−1). The complex vector space Vf inherits a Hermitian inner product

(·, ·) from the usual Hermitian inner product on N . For f1 and f2 in Vf and h ∈ H,

(f1ν(h, 1), f2) = (f1, f2ν(h∗, 1)),

It follows that the orthogonal complement of an H-submodule of Vf is also an H-

module. Therefore, Vf is a semisimple H module. Write Vf as a finite direct sum

Vf = V
⊕m1
1 ⊕ . . .⊕ V ⊕mnn ,

where V1, . . . Vn are pairwise non-isomorphic irreducible H-modules. Let

V f = V1 ⊕ . . .⊕ Vn.

The natural maps V
⊕mi
i → Vi induced by summation induce a map p : Vf → V f .

Similarly, we have a map p̃ : Ṽf → Ṽ f on contragredients. These maps have the

property that

〈v, ṽ〉 = 〈p(v), p̃(ṽ)〉 for all v ∈ Vf and ṽ ∈ Ṽf .

Let ṽ be a vector in Ṽf defined by requiring that

〈ṽ,v〉 = v(1) for all v ∈ Vf .
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A vector in Vf is viewed as a complex-valued function in the above definition. Then

〈ṽν(1
g−1
2
, 1), p(f)ν(1

g−1
1
, 1)〉 = f(g1, g2),

for any g1, g2 ∈ G(F•). Therefore, f lies in the image of Φ.

In order to see that Φ is injective, note that the V ⊗ Ṽ are irreducible and pair-

wise non-isomorphic modules. The kernel of Φ, being an H ⊗ H-submodule, must

consist of a direct sum of a subset of these constituent modules. But no non-trivial

representation could lie in the kernel. Therefore, the kernel must be trivial.

6.3 Comparison of Modules

We compare the H ×H module (ν, N) with the H∞ ⊗H0-module (r,M). Both M

and N have bases indexed by elements of the extended affine Weyl group. We use

this bijection to construct an isomorphism of vector spaces. In the first part of this

section we discuss how this isomorphism relates the module structures. In the second

part we verify that it is in fact, an isometry.

Algebra

Define a vector space isomorphism J : N →M by requiring

J : τw 7→ (−q)l(w0w)tw, for each w ∈ W̃ .

Then, using the formulas (5.1.1)-(5.1.4), we may verify that

J(τwν(Ti ⊗ Tj)) = J(τw)r(φ−1
∞ ◦ I(Ti)⊗ φ−1

0 ◦ I ◦ κ(Tj)) (6.3.1)

for all w ∈ W̃ , 0 ≤ i, j ≤ r, and

J(τwν(1a ⊗ 1b)) = J(τw)r(φ−1
∞ ◦ I(1a)⊗ φ−1

0 ◦ I ◦ κ(1b)) (6.3.2)
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for all w ∈ W̃ , a, b ∈ Π. It follows that for every h1, h2 ∈ H and n ∈ N ,

J(nν(h1 ⊗ h2)) = J(n)r(φ−1
∞ ◦ I(h1)⊗ φ−1

0 ◦ I ◦ κ(h2)). (6.3.3)

Measures

First, we compute the L2-norm of τw ∈ N , which is the same as the measure of the

double coset G(F•)(w0w, 1)(I•× I•). If we normalize the measure so that I•× I• has

unit measure, the measure of the double coset in question is equal to the number of

right I•×I•-cosets that occur in this double coset, i.e., the index [I• : w0wI•w−1w0∩
I•].

Lemma 6.3.4. Let α be an affine root. Then Uα ⊂ wI•w−1 if and only if w−1α > 0.

Proof. Uα ⊂ wI•w−1 if and only if w−1Uαw ⊂ I•, or, Uw−1α ⊂ I•. By Lemma

5.4.3, this is equivalent to w−1α > 0.

Now, as a set,

I• = A(F•)×
∏
α>0

Uα

and by Lemma 6.3.4,

I • ∩wI•w−1 = A(F•)×
∏

α>0, w−1α>0

Uα.

Consequently, the index

[I• : I• ∩ wI•w−1] = q#{α<0 such that w−1α>0} = ql(w).

Therefore,

‖τw‖ = ql(w0w) (6.3.5)

Now let us calculate the L2-norm of tw. By Proposition 5.3.2 and Lemma 5.4.2, this

is the same as the norm of τ∞w0w
. This is the measure of the double coset Γ∞w0wI∞.

The group Γ acts transitively on the set of right I∞ cosets in Γ∞w0wI∞ with finite
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stabilizers. Therefore, if we normalize our measure so that ΓI∞ has unit measure, then

the double coset in question has measure inverse to the cardinality of the stabilizers.

Again, as a set,

Γ = A(F ∩
∏
v 6=∞

Ov)×
∏
α<0

Uα.

Therefore, by Lemma 6.3.4,

#{γ ∩ wI∞w−1} = q#{α<0 such that w−1α>0} = ql(w).

Therefore,

‖tw‖ =
1

ql(w0w)
. (6.3.6)

Proposition 6.3.7. The linear map J is an isometry of Hilbert spaces.

Proof. This is evident from (6.3.5) and (6.3.6):

‖J(τw)‖2 = ‖(−q)l(w0w)tw‖2

= q2l(w0w)‖tw‖

= q2l(w0w) × q−l(w0w)

= ‖τw‖.

Since the τw’s and tw’s form orthogonal bases for N and M respectively, it follows

that J is an isometry.

Theorem 1.2.2 now follows from Theorem 6.2.1, equation (6.3.3) and Proposition
6.3.7.
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