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Preface

We consider some problems in the homogenization of partial differential equations. The subject of homogenization deals with the process of obtaining the macroscopic or effective properties of materials having heterogeneities on a scale much smaller compared to the material dimensions. The following discussion, from the introduction of Bensoussan, Lions and Papanicolaou [6], is illustrative of the theory of homogenization. Consider a generic, well-posed boundary value problem, having coefficients which are rapidly oscillating (periodically), depending on a small parameter $\varepsilon$,

$$A_\varepsilon u_\varepsilon = f \text{ in } \Omega$$  \hspace{1cm} (0.0.1)

subject to appropriate boundary conditions. The presence of high frequency oscillations is troublesome. For example, in the numerical solution of this problem a very fine mesh has to be used, leading to costly numerical computations. Thus, the need arises for an asymptotic expansion of the solution. One such expansion is the two-scale asymptotic expansion,

$$u_\varepsilon = u^0 + \varepsilon u^1(x, \frac{x}{\varepsilon^2}) + \varepsilon^2 u^2(x, \frac{x}{\varepsilon}) + ...$$ \hspace{1cm} (0.0.2)

which is modelled on two separate scales, the macroscopic scale $x$, and the microscopic scale $x/\varepsilon$ capturing the high frequency periodic oscillations. One, now, hopes that the $u^i$'s in the asymptotic expansion can be obtained by solving some numerically friendly equations where these high frequency oscillations are absent. Usually, it is seen that $u^0$ satisfies a homogenized equation

$$A u^0 = f \text{ in } \Omega$$  \hspace{1cm} (0.0.3)

with appropriate boundary conditions. The most important aspect of the passage from (0.0.1) to (0.0.3) is the explicit analytical construction of $A$ and not merely the assertion that it exists $^1$. The construction requires, typically, the solution

$^1$However, in problems which lack a periodic structure, it is not always possible to construct $A$ explicitly. In this case, one is satisfied with showing the existence of a homogenized operator and with obtaining bounds for coefficients of this operator.
of a boundary value problem within a single period cell, usually called the cell problem. The problem of computing $A$ from the cell problem and also the problem of calculating $u^0$ from $(0.0.3)$ are, usually, numerically stable and cheap. The solution of the cell problem is also used to obtain the second term in the asymptotic expansion of $u_\varepsilon$. Thus, for example, if it is now shown that $u_\varepsilon(x) - u^0(x)$ or $u_\varepsilon(x) - u^0(x) - \varepsilon u^1(x; \frac{x}{\varepsilon})$ converges to zero in an appropriate sense, we will have obtained an approximation of $u_\varepsilon$ by the terms in its asymptotic expansion. Also, this approximation is numerically cheap to compute.

To sum up, problems in homogenization are of the nature of obtaining the global behaviour of solutions of problems in partial differential equations having rapidly oscillating coefficients. The aim is always to identify a suitable homogenized problem whose solution approximates the solution of the original problem, for small oscillations.

The theory of homogenization has developed over the last three decades and is used systematically in solving many problems coming from Mechanics of Solids and Fluids, Geology, Engineering, and many other branches of Physics and Chemistry. The books by Bensoussan, Lions and Papanicolaou [6], Sanchez-Palencia [35], Bakhvalov and Panasenko [4] are classical treatises and treat a broad range of problems having a periodic structure, while that of Jikov, Kozlov and Oleinik [22] is a recent, comprehensive monograph on problems and methods in homogenization. Dal Maso [16] gives a detailed introduction to $\Gamma$-convergence. The appendix of his book is a comprehensive guide to the literature on homogenization. Oleinik, Shamaev and Yosifian [32] treat homogenization problems in elasticity theory, Hornung (ed.) [21] treats problems on flow and transport through porous media, and Conca, Planchard and Vanninathan [15] treat spectral problems in the asymptotic analysis of fluid-solid structures and also give an extensive bibliography on homogenization.

This thesis consists of two parts: the first, concerns the homogenization of a class of optimal control problems; in the second, we justify the second term in the asymptotic expansion for a flow in a partially fissured medium.
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Part I

Homogenization of some optimal control problems
Chapter 1

Introduction

1.1 Introduction

We study the homogenization of a class of optimal control problems, under several situations, in this part of the thesis. To begin with, we introduce the class of optimal control problems and briefly review the existing literature on the homogenization of such problems. Following this, we list the various contexts in which we study these problems in the thesis and give an overview of the results obtained.

Let $\Omega$ be a bounded open set in $\mathbb{R}^n$. Let $0 < a < b$, $0 < c < d$, $N > 0$ be given constants. We denote by $M(a, b, \Omega)$ the set of all $n \times n$ matrices, $A = (a_{ij})$, whose entries are functions on $\Omega$ such that,

$$a |\xi|^2 \leq A(x)\xi \cdot \xi \leq b |\xi|^2 \text{ a.e. } x,$$

for all $\xi = (\xi_i) \in \mathbb{R}^n$. Let $A \in M(a, b, \Omega)$ and $B \in M(c, d, \Omega)$ with $B$ symmetric. Let $U_{ad}$ be a closed convex subset of $L^2(\Omega)$ and let $f \in L^2(\Omega)$ be a given function. The basic optimal control problem is the following: Find $\theta^* \in U_{ad}$ such that,

$$J(\theta^*) = \min_{\theta \in U_{ad}} J(\theta), \quad \text{(1.1.1)}$$

where the cost functional, $J(\theta)$, is defined by

$$J(\theta) = \frac{1}{2} \int_{\Omega} B \nabla u . \nabla u \, dx + \frac{N}{2} \int_{\Omega} \theta^2 \, dx , \quad \text{(1.1.2)}$$
and the state \( u = u(\theta) \) is the weak solution in \( H^1_0(\Omega) \) of the boundary value problem,

\[
\begin{align*}
-\text{div}(A\nabla u) &= f + \theta & \text{in } \Omega, \\
u &= 0 & \text{on } \partial \Omega.
\end{align*}
\]  

(1.1.3)

It can be shown (cf. Lions [28]) by direct methods in the calculus of variations that there is a unique optimal control, \( \theta^* \in U_{ad} \), minimizing \( J \) over \( U_{ad} \).

We will consider situations where the coefficients of this problem or the domain begin to vary rapidly with a parameter, \( \varepsilon > 0 \), which tends to zero. For example, let \( A_\varepsilon \in M(a, b, \Omega) \) and \( B_\varepsilon \in M(c, d, \Omega) \) be two sequences of matrices, where the \( B_\varepsilon \)'s are assumed to be symmetric. For each \( \varepsilon \), the optimal control problem whose coefficients are \( A_\varepsilon \) and \( B_\varepsilon \) has a unique optimal control \( \theta^*_\varepsilon \). From the assumptions on \( A_\varepsilon \) and \( B_\varepsilon \), it can be shown that \( \theta^*_\varepsilon \) is a bounded sequence in \( L^2(\Omega) \) and so, for a subsequence, \( \theta^*_\varepsilon \rightharpoonup \theta^* \) weakly in \( L^2(\Omega) \) for some \( \theta^* \in U_{ad} \). The question of interest is, can \( \theta^* \) be shown to be the optimal control of a \textit{homogenized problem}, i.e. an optimal control problem of the same type, say, with coefficients \( A^* \) and \( B^* \)? If the answer is yes, then identify the homogenized problem by an appropriate limiting procedure.

Kesavan and Vanninathan [27] consider the periodic case where the coefficients \( A_\varepsilon \) and \( B_\varepsilon \) oscillate periodically and obtain explicit expressions for the coefficients \( A^* \) and \( B^* \) of the homogenized problem. For the general case, i.e. when \( A_\varepsilon \in M(a, b, \Omega) \) and \( B_\varepsilon \in M(c, d, \Omega) \), with \( B_\varepsilon \) symmetric, are arbitrary sequences, Kesavan and Saint Jean Paulin [24] obtain the homogenized problem in the framework of \( H \)-convergence. The extension of this problem, in the case of perforated domains and where the states satisfy a Neumann condition on the boundary of holes, was solved by Kesavan and Saint Jean Paulin [25] in the framework of \( H_0 \)-convergence. Here, one also needs to identify the correct space of controls \( U_{ad}^* \) for the homogenized problem, as for each \( \varepsilon \) the space of admissible controls \( U_{ad}^\varepsilon \) is different, being dependent on the domain \( \Omega_\varepsilon \).
1.2 Thesis Summary

Chapter 2 and Chapter 3 are devoted to the study of the problems considered in [24] and [25], and [27] respectively, but from new points of view which allow us to obtain some generalizations of the existing results. Chapters 4 and 5 are devoted to the study of the homogenization of the class of optimal control problems in two new situations, viz. those governed by elliptic systems and Dirichlet boundary value problems in perforated domains, respectively.

In Chapter 2, we first try to get to the essence of the two seemingly different homogenization procedures adopted in the papers [24] and [25] for a domain without holes and with holes, respectively. Essentially, we have a sequence of functionals $J_\varepsilon$ each having a minimizer $x_\varepsilon^*$ in a set $K_\varepsilon \subset L^2(\Omega)$ and $x_\varepsilon^* \rightharpoonup x^*$ weakly in $L^2(\Omega)$. Is $x^*$ the minimizer of a functional $J$ over a set $K \subset L^2(\Omega)$, where $J$ and $K$ can be chosen in a natural way? The question, in this generality, forms the subject of study of the theory of $\Gamma$-convergence. However, for the problems in question, the special nature of the $J_\varepsilon$’s and $K_\varepsilon$’s allows us to formulate and prove a lemma, which is in the spirit of $\Gamma$-convergence, giving an answer to this question. Then, the problems considered in [24] and [25] can be homogenized, again, in the framework of this lemma. Subsequently, the same lemma will be used as the framework in which to homogenize the optimal control problems considered in Chapters 3, 4 and 5.

A crucial step in the verification of the hypotheses of the lemma is the characterization of the limit of some energies associated with the state equations. This question of characterization was taken up by Kesavan and Saint Jean Paulin in [24] and [25], as a matter of independent interest. This is solved by first introducing an adjoint state equation, which is coupled to the state equation, and then homogenizing the resulting system. The characterization of the limit of energies is obtainable from a knowledge of the homogenized state-adjoint state system of equations. We ask the question, “can we, from a characterization of the limits of such energies, say what the homogenized state-adjoint system of equations is going to be?” We show that this is possible and interestingly, the uniqueness of the coefficient $B^*$ in
the homogenized cost follows from this, with the knowledge that it is symmetric. Next, we give another expression for the matrix $B^*$ obtained by Kesavan and Saint Jean Paulin [25]. In fact, we show that $B^*$ is the distribution limit of $M^t B_\epsilon M_\epsilon$, where the matrices $M_\epsilon$ are the corrector matrices of Murat [29] corresponding to the matrices $A_\epsilon$. This has the advantage that it gives an upper bound for the matrix $B^*$, a question left open in [24]. Also, the symmetry of $B^*$ is got for free, while, previously, it needed a careful proof. This new description is also simple as it does not involve too many test functions.

In Chapter 3, we recover the results of Kesavan and Vanninathan [27] in the periodic case, directly, using two-scale convergence. We show that the adjoint formulation can be bypassed by using a corrector result, which allows us to use the first two terms in the asymptotic expansion of the states instead of the states themselves in the computation of the limits of energies. This reduces the computation to one of taking limits of integrals of the form $\int_\Omega g(x, \frac{x}{\epsilon}) \, dx$ for functions, $g$, periodic in the second variable. This is easily done and an explicit formula for $B^*$ is obtained, which agrees with the formula of Kesavan and Vanninathan [27] in the non-perforated case. Going further, we consider the case of a domain which is periodically perforated on several microscopic scales and having coefficients which have periodic oscillations on all these scales. The homogenized problem is identified, and explicit formulas for $B^*$ and $A^*$ are found using the method of multi-scale convergence introduced by Allaire and Briane [2].

In Chapter 4, we study the homogenization of optimal control problems governed by elliptic systems in perforated domains. The principal difficulty is to pass to the limits in the state equation which is now an elliptic system. $H_0$-convergence cannot handle this. To the best of our knowledge, the little literature on this problem that is available deals with the periodic case and that too, for non perforated domains (cf. [6]). The problem is resolved by developing the theory of $H_0$-convergence for block matrices, whose order exceeds the space dimension, in analogy with the usual $H$-convergence and $H_0$-convergence. Then, using the framework of $H_3$-convergence,
the homogenization of the optimal control problem can be completed, by following the procedure outlined by Kesavan and Saint Jean Paulin [25] in the scalar case.

In Chapter 5, we obtain some results for the homogenization of the optimal control problem governed by Dirichlet boundary value problems in perforated domains. The nature of this problem is different from the one considered in [25], since we require the states to satisfy the homogeneous Dirichlet condition on the boundary of the holes. As a result, while dealing with the states during the process of homogenization it is enough to extend them by zero in the holes. However, the requirement that the states vanish on the boundary of the holes contributes to a lower order term, with a measure $\mu$ as coefficient, in the operator corresponding to the homogenized state equation, when the holes have a critical size and distribution, as was discovered by Cioranescu and Murat [12]. Under the same assumptions on the domain and with the assumption that the coefficients appearing in the state equation and cost functional are independent of $\varepsilon$, we show that the cost functional of the homogenized optimal control problem also picks up a lower order term which corresponds to a different measure. This measure is identified.
Chapter 2

General Results

2.1 Introduction

In this chapter, we first discuss the results of Kesavan and Saint Jean Paulin concerning the homogenization of some optimal control problems considered in [24], [25]. An analysis of the steps involved in homogenizing the problems provides us the inspiration for Lemma 2.1.1 which deals with the limits of minimizers of a sequence of functions. The role of the lemma is to identify crucial steps in the homogenization procedure. By using the framework of this lemma and by verifying the hypotheses involved, the homogenized problem can be found. This applies to the other cases/problems considered in the subsequent chapters as well. Next, we consider a question concerning the limit of energies which is of independent interest. Solving this question also leads to a proof of the uniqueness of the coefficients appearing in the cost functional of the limit problem. Finally, some properties of the coefficients appearing in the cost functional of the homogenized problem are discussed.

We now discuss the results of Kesavan and Saint Jean Paulin [24] concerning the homogenization of the optimal control problem over non perforated domains. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$. Let $\varepsilon$ be a parameter which tends to zero. $A_\varepsilon \in M(a, b, \Omega)$, $B_\varepsilon \in M(c, d, \Omega)$ are two sequences of matrices and it is assumed that $B_\varepsilon$'s are symmetric. $U_{ad}$, the space of admissible controls, is a given closed
convex subset of $L^2(\Omega)$. Let $f \in L^2(\Omega)$ be a given function and let $N$ be a positive constant. For $\varepsilon > 0$ fixed, let $\theta^*_\varepsilon$ be the optimal control minimizing the functional,

\[
(P_\varepsilon)
J_\varepsilon(\theta) = \frac{1}{2} \int_\Omega B_\varepsilon \nabla u_\varepsilon \nabla u_\varepsilon \, dx + \frac{N}{2} \int_\Omega \theta^2 \, dx
\]

over $U_{ad}$, where $u_\varepsilon = u_\varepsilon(\theta)$ is the solution of the state equation,

\[
\begin{align*}
-\text{div}(A_\varepsilon \nabla u_\varepsilon) &= f + \theta \quad \text{in } \Omega, \\
u_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\tag{2.1.1}
\]

It can be shown that (up to a subsequence) $\theta^*_\varepsilon \rightharpoonup \theta^*$ weakly in $L^2(\Omega)$. Now, is $\theta^*$ the optimal control of a homogenized optimal control problem? It was shown that $\theta^*$ minimizes the functional,

\[
(P')
J(\theta) = \frac{1}{2} \int_\Omega B^* \nabla u \nabla u \, dx + \frac{N}{2} \int_\Omega \theta^2 \, dx
\]

over $\theta \in U_{ad}$, where $u = u(\theta)$ is the solution of,

\[
\begin{align*}
-\text{div}(A^* \nabla u) &= f + \theta \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where $A^*$ is the $H$-limit of the sequence $A_\varepsilon$ and $B^*$ is given by (2.1.7) below. The $H$-convergence method introduced by Murat [30] and Tartar [36] is discussed briefly, and following it, a full description of the $A^*$ and $B^*$ are given.

**Definition 2.1.1** A sequence of matrices, $A_\varepsilon \in M(a, b, \Omega)$, is said to $H$-converge to a matrix, $A \in M(a', b', \Omega)$, if for every $g \in H^{-1}(\Omega)$, the solution $v_\varepsilon$ of

\[
\begin{align*}
-\text{div}(A_\varepsilon \nabla v_\varepsilon) &= g \quad \text{in } \Omega, \\
v_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\tag{2.1.2}
\]

satisfies the weak convergences,

\[
\begin{align*}
v_\varepsilon \rightharpoonup v &\quad \text{weakly in } H^1_0(\Omega), \\
A_\varepsilon \nabla v_\varepsilon \rightharpoonup A \nabla v &\quad \text{weakly in } L^2(\Omega)^n,
\end{align*}
\tag{2.1.3}
\]

where $v$ is the solution of,

\[
\begin{align*}
-\text{div}(A \nabla v) &= g \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\tag{2.1.4}
\]

We write $A_\varepsilon \rightharpoonup^H A$. ■
This definition along with the following compactness theorem is tailor-made for passing to the limit in the equation (2.1.1).

**Theorem 2.1.1** Every sequence, $A_\varepsilon \in M(a, b, \Omega)$, has a H-convergent subsequence. The H-limit for the subsequence belongs to $M(a, \frac{b^2}{a}, \Omega)$. □

The following are some known facts about H-convergence: a sequence of matrices which H-converges, has a unique H-limit; H-convergence is local, i.e. if $F_\varepsilon \overset{H}{\to} F$ and $G_\varepsilon \overset{H}{\to} G$ and $F_\varepsilon = G_\varepsilon$ on some $\omega \subset \subset \Omega$ for all $\varepsilon > 0$, then $F = G$ on $\omega$; lastly, let $A_\varepsilon \overset{H}{\to} A$, let $g_\varepsilon \to g$ strongly in $H^{-1}(\Omega)$ and let $v_\varepsilon$ solve (2.1.2) with right hand side $g_\varepsilon$ - in this case also, the convergences (2.1.3) hold and $v$ solves (2.1.4).

By Theorem 2.1.1, we may assume that the sequence (if necessary, by restricting to a subsequence) of matrices $A_\varepsilon$ has a H-limit. Then, this limit, by the discussion above, is the desired $A^*$.

The description of $B^*$ in the article [24] involves a few test functions. The first, are the sequences $X_\varepsilon^k$, $k = 1, 2, ..., n$, with the following properties (cf. Murat [29]),

\[
\begin{align*}
X_\varepsilon^k & \to x_k \quad \text{weakly in } H^1(\Omega), \\
A_\varepsilon \nabla X_\varepsilon^k & \to A^*e_k \quad \text{weakly in } L^2(\Omega)^n, \\
\text{div}(A_\varepsilon \nabla X_\varepsilon^k) & \subset \subset H^{-1}(\Omega)
\end{align*}
\]

The symbol $\subset \subset$ denotes precompactness; here, the precompactness of the sequence $\text{div}(A_\varepsilon \nabla X_\varepsilon^k)$ in $H^{-1}(\Omega)$. The existence of such $X_\varepsilon^k$ can be deduced from the H-convergence of $A_\varepsilon$ to the limit $A^*$. One also defines the sequences, $\psi^k_\varepsilon \in H^1_0(\Omega)$, $k = 1, 2, ..., n$, which solve

\[
\begin{align*}
-\text{div}(A_\varepsilon^k \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X_\varepsilon^k) &= 0 \quad \text{in } \Omega, \\
\psi^k_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

For each $k$, the sequence $\psi^k_\varepsilon$ is bounded in $H^1_0(\Omega)$ and it is assumed, without loss of generality, that $\psi^k_\varepsilon$ converges weakly to some $\psi^k$ in $H^1_0(\Omega)$ and that $A_\varepsilon^k \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X_\varepsilon^k$ converges weakly in $L^2(\Omega)^n$. $B^*$ is, then, defined (through its transpose $^\dagger$) as follows,

\[
(B^*)^\dagger e_k = \lim_{\varepsilon \to 0}(A_\varepsilon^k \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X_\varepsilon^k) - (A^*)^\dagger \nabla \psi^k.
\]

\[^\dagger B_\varepsilon \text{ need not be symmetric for this approach.}\]
The results in the perforated case obtained by Kesavan and Saint Jean Paulin in [25] are now discussed. For each $\varepsilon > 0$, the perforated domain $\Omega_\varepsilon$ is given to be $\Omega \setminus S_\varepsilon$, having characteristic function $\chi_\varepsilon$; $S_\varepsilon$ is assumed to be a closed subset of $\Omega$ with smooth boundary. The space of admissible controls also depends on $\varepsilon$ and for each $\varepsilon > 0$, $U^\varepsilon_{ad}$ is a closed convex subset of $L^2(\Omega_\varepsilon)$. For given $\varepsilon > 0$, the optimal control problem consists of minimizing the functional,

$$(P_\varepsilon) \quad J_\varepsilon(\theta) = \frac{1}{2} \int_{\Omega_\varepsilon} B_\varepsilon \nabla u_\varepsilon \cdot \nabla u_\varepsilon dx + \frac{N}{2} \int_{\Omega_\varepsilon} \theta^2 dx$$

over $U^\varepsilon_{ad}$, where $u_\varepsilon = u_\varepsilon(\theta)$, is the solution of the state equation,

$$-\text{div}(A_\varepsilon \nabla u_\varepsilon) = f + \theta \quad \text{in } \Omega_\varepsilon, \quad A_\varepsilon \nabla u_\varepsilon \cdot n_\varepsilon = 0 \quad \text{on } \partial S_\varepsilon$$

$$u_\varepsilon = 0 \quad \text{on } \partial \Omega.$$  \hfill (2.1.8)

This problem has a unique minimizer $\theta^*_\varepsilon$ in $U^\varepsilon_{ad}$. It can be seen that if these minimizers are extended by zero in $S_\varepsilon$, then the extensions $\tilde{\theta}^*_\varepsilon$ form a bounded sequence in $L^2(\Omega)$. It may be assumed (for a subsequence) that $\tilde{\theta}^*_\varepsilon \rightharpoonup \theta^*$ weakly in $L^2(\Omega)$. In this case, it was shown that the $\theta^*$ minimizes the functional

$$(P^*) \quad J(\theta) = \frac{1}{2} \int_{\Omega} B^* \nabla u \cdot \nabla u dx + \frac{N}{2} \int_{\Omega} \theta^2 dx$$

over a suitable $U_{ad}$ (see the discussion below), where $u = u(\theta)$ is the solution of,

$$-\text{div}(A^* \nabla u) = \chi f + \theta \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.$$  \hfill (2.1.8)

$A^*$ is the $^\varepsilon H^\varepsilon$-limit of the sequences $A_\varepsilon$ and, $B^*$ is given by (2.1.18) below; $\chi$ is the weak* limit of $\chi_\varepsilon$ in $L^\infty(\Omega)$. Notice the second term in the cost functional of the homogenized problem is different in the two cases, [24] and [25], considered.

Since, the space of admissible controls varies with $\varepsilon$, it is also required to prescribe the limiting space of admissible controls. One guesses that $U_{ad}$ is the, so called, Kuratowski limit of the sequences $U^\varepsilon_{ad}$ in the weak topology of $L^2(\Omega)$. This guess seems to be verified in the examples of $U^\varepsilon_{ad}$ considered in [25]. When $U^\varepsilon_{ad}$ is one of
the following,

\[
\begin{align*}
U_{\text{od}}^{\varepsilon} &= L^2(\Omega_{\varepsilon}), \\
U_{\text{ad}}^{\varepsilon} &= \{ \theta \in L^2(\Omega_{\varepsilon}) | \theta \geq \psi \text{ in } \Omega_{\varepsilon} \}, \\
U_{\text{ed}}^{\varepsilon} &= \{ \theta \in L^2(\Omega_{\varepsilon}) | \psi_1 \leq \theta \leq \psi_2 \text{ in } \Omega_{\varepsilon} \}, \\
U_{\text{ed}}^{\varepsilon} &= \{ \theta \in L^2(\Omega_{\varepsilon}) | \int_{\Omega_{\varepsilon}} \theta^2 \, dx \leq 1 \}
\end{align*}
\]  

(2.1.9)

the corresponding \( U_{\text{ad}} \) was shown to be the \( U_{\text{ad}}^{\varepsilon} \) given below, in the same order,

\[
\begin{align*}
U_{\text{ad}} &= L^2(\Omega), \\
U_{\text{ad}} &= \{ \theta \in L^2(\Omega) | \theta \geq \chi \psi \text{ in } \Omega \}, \\
U_{\text{ad}} &= \{ \theta \in L^2(\Omega) | \chi \psi_1 \leq \theta \leq \chi \psi_2 \text{ in } \Omega \}, \\
U_{\text{ad}} &= \{ \theta \in L^2(\Omega) | \int_{\Omega} \theta^2 \, dx \leq 1 \}
\end{align*}
\]  

(2.1.10)

It is assumed that the characteristic functions \( \chi_{\varepsilon} \) satisfy

\[
\begin{align*}
\chi_{\varepsilon} &\rightharpoonup \chi \text{ weak }^* \text{ in } L^\infty(\Omega), \\
\chi^{-1} &\in L^\infty(\Omega).
\end{align*}
\]  

(2.1.11)

We now give a full description of the \( A^* \) and \( B^* \) after introducing the notion of \( H_0^1 \)-convergence proposed by Briane, Damlamian and Donato [7].

The framework of \( H_0^1 \)-convergence imposes some restriction on the geometry of the perforated domain \( \Omega_{\varepsilon} \) by presupposing the existence of suitable extension operators. Let \( V_{\varepsilon} \equiv \{ u \in H^1(\Omega_{\varepsilon}) | u = 0 \text{ on } \partial \Omega_{\varepsilon} \} \). It is assumed that there exist extension operators, \( P_{\varepsilon} : V_{\varepsilon} \to H_0^1(\Omega) \) which are bounded uniformly with respect to \( \varepsilon \), i.e.

\[
\begin{align*}
R_{\varepsilon}(P_{\varepsilon}u) &= u, \\
|\nabla P_{\varepsilon}u|_{0, \Omega} &\leq C_0 |\nabla u|_{0, \Omega_{\varepsilon}}
\end{align*}
\]  

(2.1.12)

where the symbol \( R_{\varepsilon} \) denotes the operator which restricts a function given on \( \Omega \) to \( \Omega_{\varepsilon} \) and, \( C_0 \) is a constant independent of \( \varepsilon \). A sequence of holes \( S_{\varepsilon} \) for which the characteristic functions of \( \Omega_{\varepsilon} \) satisfy (2.1.11) and there exist extension operators satisfying (2.1.12), is said to be an admissible sequence of holes for \( \Omega \).
Definition 2.1.2. Let $A_e \in M(a, b, \Omega)$ and $S_e$ be admissible in $\Omega$. The pair $(A_e, S_e)$ is said to $H_0$-converge to a matrix $A \in M(a', b', \Omega)$ if for every $g \in H^{-1}(\Omega)$ the solution $v_e$ in $V_e$ of
\begin{align*}
-\text{div}(A_e \nabla v_e) &= P^*_e g \quad \text{in } \Omega_e, \\
A_e \nabla v_e \cdot n_e &= 0 \quad \text{on } \partial S_e, \\
v_e &= 0 \quad \text{on } \partial \Omega,
\end{align*}
(2.1.13)
satisfies the weak convergences,
\begin{align*}
P_e v_e &\rightarrow v \quad \text{weakly in } H^1_0(\Omega), \\
Q_e(A_e \nabla v_e) &\rightarrow A \nabla v \quad \text{weakly in } L^2(\Omega)^n,
\end{align*}
(2.1.14)
where $v$ is the solution of
\begin{align*}
-\text{div}(A \nabla v) &= g \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial \Omega,
\end{align*}
(2.1.15)
where $Q_e$ denotes the operator yielding the extension by zero over the holes. This definition and the following compactness theorem are exactly what are required to pass to the limit in the equations (2.1.8).

Theorem 2.1.2. For every sequence, $A_e \in M(a, b, \Omega)$, the sequence $(A_e, S_e)$ has a $H_0$-convergent subsequence. The $H_0$-limit for the subsequence belongs to $M(a C^{-2}_0, \frac{\Omega}{a}, \Omega)$. ■

$H_0$-convergence has all the properties of $H$-convergence, in a suitable form. One also has the independence of the $H_0$-limit on the actual choice of extension operators satisfying (2.1.12). Further, suppose that $(A_e, S_e) \rightharpoonup A$ and let $\chi g_e \rightarrow g$ weakly in $L^2(\Omega)$, and let $v_e$ solve (2.1.13) with right hand side $g_e$. The convergences (2.1.14) still hold and $v$ solves (2.1.15). These properties of $H_0$-convergence are worth remembering. $H$-convergence is, really, a special case of $H_0$-convergence, but the assumptions involved are few.

Now, if $A_e$ is the sequence appearing in the problem (P), the conclusion is that $(A_e, S_e)$ can be assumed to have a $H_0$-limit, under the assumptions made on $S_e$ concerning its admissibility. This limit is the desired $A^*$. 
The description of the matrix $B^*$ involves a few test functions. The analogue of $X^k_\varepsilon$ that was seen in the non perforated case is defined through the following means.

Let $\Omega'$ be a bounded open subset of $\mathbb{R}^n$ such that $\Omega \subset \subset \Omega'$. Extension operators for $\Omega'_\varepsilon$ can be obtained by first extending by $P_\varepsilon$ to $\Omega$ and then by zero in $\Omega' \setminus \Omega$. With these extension operators, $S_\varepsilon$ are admissible for $\Omega'$ also. As a function, the matrix $A_\varepsilon$ is extended to $\Omega'$ by defining it to be a 1 in $\Omega' \setminus \Omega$. The extension is also denoted by $A_\varepsilon$ and they clearly belong to $M(a, b, \Omega')$. It may be assumed that $(A_\varepsilon, S_\varepsilon)$ has a $H_0$-limit $A'$ in $\Omega'$. By the local nature of $H_0$-convergence, $A'$ restricted to $\Omega$ has to be the $A'$ above. Let $\phi \in D(\Omega')$ with $\phi \equiv 1$ in $\Omega$. Then, the test functions $X^k_\varepsilon$, $k = 1, 2, \ldots, n$, are defined to be the the solutions of

$$
\begin{align*}
-\text{div}(A_\varepsilon \nabla X^k_\varepsilon) &= -P_\varepsilon^* \text{div}(A' \nabla (\phi x_k)) & \text{in } \Omega'_\varepsilon, \\
A_\varepsilon \nabla X^k_\varepsilon \cdot n_\varepsilon &= 0 & \text{on } \partial S_\varepsilon, \\
X^k_\varepsilon &= 0 & \text{on } \partial \Omega',
\end{align*}
$$

By $H_0$-convergence, $P_\varepsilon X^k_\varepsilon$ converges weakly in $H^1_0(\Omega')$ to $\phi x_k$ and hence to $x_k$ when restricted to $\Omega$. The test functions $\psi^k_\varepsilon$, $k = 1, 2, \ldots, n$ are, by definition, the solutions of

$$
\begin{align*}
-\text{div}(A'_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon) &= 0 & \text{in } \Omega_\varepsilon, \\
(A'_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon) \cdot n_\varepsilon &= 0 & \text{on } \partial S_\varepsilon, \\
\psi^k_\varepsilon &= 0 & \text{on } \partial \Omega.
\end{align*}
$$

For each $k$, it can be seen that $P_\varepsilon \psi^k_\varepsilon$ is a bounded sequence in $H^1_0(\Omega)$ and therefore, it may be assumed that $P_\varepsilon \psi^k_\varepsilon$ converges weakly to some $\psi^k$ in $H^1_0(\Omega)$ and that $Q_\varepsilon(A'_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon)$ converges weakly in $L^2(\Omega)^n$. Then $B^*$ is given by

$$
(B^*)^t e_k = \lim_{\varepsilon \to 0} Q_\varepsilon(A'_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon) - (A'^t)^t \nabla \psi^k.
$$

The above problems on homogenization boil down to essentially the following question: let $F_\varepsilon$ be functionals defined on sets $K_\varepsilon \subset L^2(\Omega)$, having a minimizer $x^*_\varepsilon \in K_\varepsilon$ and, suppose that $x^*_\varepsilon \rightharpoonup x^*$ weakly in $L^2(\Omega)$. Is $x^*$ the minimizer of a functional $\tilde{F}$ defined over a set $\tilde{K} \subset L^2(\Omega)$, where $\tilde{F}$ and $\tilde{K}$ can be chosen in a natural way? A question of this generality is the subject of study of the theory of
Γ-convergence. But, for the problems in question, because of some properties that $J_\varepsilon$'s and $U_{a_\varepsilon}$'s have, the answer is provided by the lemma below which is in the spirit of Γ-convergence. We need to place the following assumptions on $F_\varepsilon$ and $K_\varepsilon$: there exists a $K \subset L^2(\Omega)$ such that,

(P1) $x_\varepsilon \in K_\varepsilon$, $x_\varepsilon \rightharpoonup x$ weakly in $L^2(\Omega)$ implies $x \in K$.

(P2) For every $x \in K$, there exists a sequence, $x_\varepsilon \in K_\varepsilon$, such that $x_\varepsilon \rightharpoonup x$ weakly in $L^2(\Omega)$.

$F_\varepsilon$ admits the decomposition, $F_\varepsilon = F^1_\varepsilon + F^2_\varepsilon$ and there exist functionals $F^1$, $F^2$ on $K$ such that:

(P3) For any $x_\varepsilon \in K_\varepsilon$, $x_\varepsilon \rightharpoonup x$ weakly in $L^2(\Omega)$ implies

\begin{equation}
\lim_{\varepsilon \to 0} F^1_\varepsilon(x_\varepsilon) = F^1(x) \text{ and,} \tag{2.1.19}
\end{equation}

\begin{equation}
\lim_{\varepsilon \to 0} F^2_\varepsilon(x_\varepsilon) \geq F^2(x). \tag{2.1.20}
\end{equation}

(P4) For any $x \in K$, there exist a sequence $x_\varepsilon \in K_\varepsilon$ such that $x_\varepsilon \rightharpoonup x$ and $\lim_{\varepsilon \to 0} F^2_\varepsilon(x_\varepsilon) = F^2(x)$.

**Lemma 2.1.1** Under the assumptions made above, $x^*$ is a minimizer in $K$ for the function, $F = F^1 + F^2$.

**Proof:** For any $x \in K$, choose a sequence, $x_\varepsilon \in K_\varepsilon$ so that (P4) holds. Then, by (2.1.19) and (P4),

\begin{equation}
\lim_{\varepsilon \to 0} F_\varepsilon(x_\varepsilon) = \lim_{\varepsilon \to 0} F^1_\varepsilon(x_\varepsilon) + \lim_{\varepsilon \to 0} F^2_\varepsilon(x_\varepsilon) = F^1(x) + F^2(x). \tag{2.1.21}
\end{equation}

On the other hand,

\begin{equation}
\lim_{\varepsilon \to 0} F_\varepsilon(x^*_\varepsilon) = \lim_{\varepsilon \to 0} F^1_\varepsilon(x^*_\varepsilon) + \lim_{\varepsilon \to 0} F^2_\varepsilon(x^*_\varepsilon) \geq F^1(x^*) + F^2(x^*). \tag{2.1.22}
\end{equation}

Since we have, $F_\varepsilon(x^*_\varepsilon) \leq F_\varepsilon(x_\varepsilon)$, taking $\lim_{\varepsilon \to 0}$ and using (2.1.21), (2.1.22), we get,

$F(x^*) = F^1(x^*) + F^2(x^*) \leq F^1(x) + F^2(x) = F(x)$. 

This is true for any \( x \in K \). Thus \( x^* \) minimizes \( F \) over \( K \). ■

Though for a general sequence \( x_\varepsilon \) in \( K_\varepsilon \) converging weakly to \( x \), only (2.1.20) holds, we show that we have equality in (2.1.20) for the sequence of minimizers.

**Proposition 2.1.1** Let \( K_\varepsilon, K, F_\varepsilon^1, F^1, F_\varepsilon^2, F^2 \) be as above, satisfying the conditions (P1)-(P4). Let \( x_\varepsilon^* \) be the minimizer of \( F_\varepsilon \) in \( K_\varepsilon \) and let \( x_\varepsilon^* \) converge weakly to \( x^* \) in \( L^2(\Omega) \). Then,

\[
\lim_{\varepsilon \to 0} F_\varepsilon^2(x_\varepsilon^*) = F^2(x^*).
\]

**Proof:** Choose a sequence \( x_\varepsilon \in K_\varepsilon \) such that \( x_\varepsilon \rightharpoonup x^* \) weakly in \( L^2(\Omega) \) and \( \lim_{\varepsilon \to 0} F_\varepsilon^2(x_\varepsilon) = F^2(x^*) \). Taking \( \lim \sup \) on either side of the inequality,

\[
F_\varepsilon^1(x_\varepsilon^*) + F_\varepsilon^2(x_\varepsilon^*) \leq F_\varepsilon^1(x_\varepsilon) + F_\varepsilon^2(x_\varepsilon).
\]

It follows from (2.1.19) and the choice of \( x^* \) that,

\[
F^1(x^*) + \lim_{\varepsilon \to 0} F_\varepsilon^2(x_\varepsilon^*) \leq F^1(x^*) + F^2(x^*)
\]

i.e. \( \lim_{\varepsilon \to 0} F_\varepsilon^2(x_\varepsilon^*) \leq F^2(x^*) \). On the other hand, by (2.1.20), \( \lim_{\varepsilon \to 0} F_\varepsilon^2(x_\varepsilon^*) \geq F^2(x^*) \). Therefore, \( \lim_{\varepsilon \to 0} F_\varepsilon^2(x_\varepsilon^*) = F^2(x^*) \). ■

We now show an application of Lemma 2.1.1 by using it to the homogenization problem considered in [25], again, in the framework of this lemma, with the help of some facts from [25]. \( K_\varepsilon \) is chosen to be one of the \( U_{ad}^\varepsilon \) given in (2.1.9). For this, we note that any of these \( U_{ad}^\varepsilon \) may be thought of as a closed convex subset of \( L^2(\Omega) \) by imbedding \( L^2(\Omega_\varepsilon) \) in \( L^2(\Omega) \), which is done by extending a function given on \( \Omega_\varepsilon \) by zero in the holes. \( K \) is taken as the corresponding \( U_{ad} \) (cf. (2.1.10)).

Also, take \( F_\varepsilon \) to be the cost functional \( J_\varepsilon \) and note that it is the sum of the functionals

\[
-F_\varepsilon^1(\theta) + \frac{1}{2} \int_{\Omega_\varepsilon} \frac{\varepsilon}{2} \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx \quad \text{and} \quad F_\varepsilon^2(\theta) = \frac{N}{2} \int_{\Omega_\varepsilon} \theta^2 \, dx,
\]

where \( u_\varepsilon = u_\varepsilon(\theta) \) is the solution of

\[
\begin{align*}
-\text{div}(A_\varepsilon \nabla u_\varepsilon) &= f + \theta \quad \text{in } \Omega_\varepsilon, \\
A_\varepsilon \nabla u_\varepsilon \cdot n_\varepsilon &= 0 \quad \text{on } \partial \Omega_\varepsilon, \\
u_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]
Set,
\[ F^1(\theta) = \frac{1}{2} \int_{\Omega} B^* \nabla u \cdot \nabla u \, dx, \]
where \( u = u(\theta) \) solves,
\[
\begin{align*}
-\text{div} (A^* \nabla u) &= \chi f + \theta & \text{in } \Omega, \\
u &= 0 & \text{on } \partial \Omega,
\end{align*}
\]
where \( A^* \) is the \( H_0 \)-limit of the sequence \( (A_\varepsilon, S_\varepsilon) \) and \( B^* \) is given by (2.1.18). And set,
\[ F^2(\theta) = \frac{1}{2} \int_{\Omega} \frac{\theta^2}{\chi} \, dx. \]
It is now verified that for these choices of \( K, F^1 \) and \( F^2 \) the hypotheses (P1)-(P4) are satisfied. (P1) is trivial except in the last example for \( K_\varepsilon \) in (2.1.9) and for this example (P1) is a consequence of the following lemma (cf. Proposition 2.2 [25]).

**Lemma 2.1.2** If \( \theta_\varepsilon \in L^2(\Omega_\varepsilon) \) and \( \theta_\varepsilon \rightharpoonup \theta \) weakly in \( L^2(\Omega) \), then
\[
\lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} \frac{\theta_\varepsilon^2}{\chi} \, dx \geq \int_{\Omega} \frac{\theta^2}{\chi} \, dx. \]

To verify (P2), given any \( \theta \in K \), the choice \( \theta_\varepsilon = (\chi_\varepsilon/\chi) \theta \) belongs to \( K_\varepsilon \) and \( \theta_\varepsilon \rightharpoonup \theta \) weakly in \( L^2(\Omega) \). Thus, (P2) is also verified. Again from Lemma 2.1.2 it follows that \( F^2 \) defined above verifies (2.1.20) of (P3). To verify (P4), for any \( \theta \in K \) we take \( \theta_\varepsilon \) as above and by the idempotence of \( \chi_\varepsilon \), we get,
\[
\int_{\Omega} \chi_\varepsilon \theta_\varepsilon^2 \, dx = \int_{\Omega} \chi_\varepsilon \frac{\theta^2}{\chi} \, dx 
\rightarrow \int_{\Omega} \frac{\theta^2}{\chi} \, dx.
\]
This shows that \( F^2 \) satisfies (P4). It remains to show that \( F^1 \) satisfies (2.1.19) of (P3), but, this is a consequence of the following fact about \( B^* \), proved in [25].

Let \( g_\varepsilon \in L^2(\Omega) \) be any sequence such that \( \chi_\varepsilon g_\varepsilon \rightharpoonup g \) weakly in \( L^2(\Omega) \) and let \( v_\varepsilon \) be the solution of,
\[
\begin{align*}
-\text{div} (A_\varepsilon \nabla v_\varepsilon) &= g_\varepsilon & \text{in } \Omega_\varepsilon, \\
A_\varepsilon \nabla v_\varepsilon \cdot n &= 0 & \text{on } \partial S, \\
v_\varepsilon &= 0 & \text{on } \partial \Omega.
\end{align*}
\]
Then we have the following convergence of energies,

$$\int_{\Omega} B_{\varepsilon} \nabla v_{\varepsilon} \cdot \nabla v_{\varepsilon} \, dx \xrightarrow{\varepsilon \to 0} \int_{\Omega} B^* \nabla v \cdot \nabla v \, dx$$

where $v$ is the solution of

$$\begin{cases}
-\text{div}(A^* \nabla v) = g & \text{in } \Omega, \\
v = 0 & \text{on } \partial \Omega
\end{cases}$$

Note that, to verify (2.1.19) using the above it is enough to take $g_{\varepsilon} = f + \varepsilon^*$ for all sequences $\theta_{\varepsilon}$ in $K_{\varepsilon}$ such that $\theta_{\varepsilon} \to \theta$ weakly in $L^2(\Omega)$. Now, Lemma 2.1.1 shows that $\theta^*$, which is the limit of the optimal controls $\theta_{\varepsilon}^*$, is the optimal control of the functional $F^1 + F^2$, where $F^1$ and $F^2$ are defined above.

The results in the non perforated case are a special case of the above; however, we are allowed to choose any closed convex set $K$ we like, provided, we take all the $K_{\varepsilon}$ s equal to $K$.

**Remark 2.1.1** In the subsequent chapters, the choice of $K_{\varepsilon}$ will remain the same, viz. one of the spaces listed in (2.1.9). Also, the form of $F^2_{\varepsilon}$ will be similar to the one we have just considered. For these reasons, we will only need to identify a suitable $F^1$ and verify (2.1.19) for that function as the other hypotheses have already been verified for these choices of $K_{\varepsilon}$ and $F^2_{\varepsilon}$. ■

### 2.2 Convergence of Energies

We found, in the last part of the previous section, that the convergence of the energies associated with the state equations played a crucial role in the homogenization process, chiefly in identifying the function $F^1$ of Lemma 2.1.1. We shall address this question in some more detail now and we restrict ourselves to the non perforated case to convey our ideas better. The results, in the perforated case, are only stated as the proofs go through, mutatis mutandis.

As before, $A_{\varepsilon}$ is a sequence of matrices in $M(a, b, \Omega)$ and $B_{\varepsilon}$ is a sequence of symmetric matrices in $M(c, d, \Omega)$. It is assumed that the sequence $A_{\varepsilon}$ has as its
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$H$-limit the matrix $A^\varepsilon$. We wish to compute the limit of

$$\int_\Omega B_\varepsilon \nabla v_\varepsilon \cdot \nabla v_\varepsilon \, dx$$

where $v_\varepsilon$ solves

$$\begin{cases}
-\text{div}(A \nabla v_\varepsilon) &= g_\varepsilon \quad \text{in } \Omega, \\
v_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{cases}$$

and $g_\varepsilon$ is a sequence in $L^2(\Omega)$ such that $g_\varepsilon \rightharpoonup g$ weakly in $L^2(\Omega)$. We know that $v_\varepsilon \rightharpoonup v$ weakly in $H_0^1(\Omega)$ and $v$ solves

$$\begin{cases}
-\text{div}(A^* \nabla v) &= g \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial \Omega.
\end{cases}$$

It is desirable to express this limit in the form $\int_\Omega B \nabla v \cdot \nabla v \, dx$ for a suitable symmetric matrix $B$ and this should be independent of the sequences $g_\varepsilon$ one may consider. To calculate these limits is not so easy as the integrand is a product of weakly convergent sequences. In the case when $B_\varepsilon = A_\varepsilon$ for all $\varepsilon$, we can compute the limit using the equations that $v_\varepsilon$ and $v$ solve. Indeed,

$$\int_\Omega A_\varepsilon \nabla v_\varepsilon \cdot \nabla v_\varepsilon \, dx = \int_\Omega g_\varepsilon v_\varepsilon \, dx \rightarrow \int_\Omega g \, v \, dx = \int_\Omega A^* \nabla v \cdot \nabla v \, dx.$$

We have only done some integration by parts and used the strong convergence of $v_\varepsilon$ to $v$ in $L^2(\Omega)$, which follows from the compact inclusion of $H^1(\Omega)$ in $L^2(\Omega)$ (Rellich’s compactness theorem).

When $B_\varepsilon \neq A_\varepsilon$, there is, usually, no direct way of obtaining the limit $\lim_{\varepsilon \to 0} \int_\Omega B_\varepsilon \nabla v_\varepsilon \cdot \nabla v_\varepsilon \, dx$. In this case, introducing the adjoint problem can be of help and this is as follows. Let $p_\varepsilon \in H_0^1(\Omega)$ solve

$$\begin{cases}
-\text{div}(A^*_\varepsilon \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon) &= 0 \quad \text{in } \Omega, \\
p_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{cases}$$
Then, $p_\varepsilon$ is known as the adjoint state corresponding to the state $v_\varepsilon$. It can be seen that $p_\varepsilon$ is a bounded in sequence in $H^1_0(\Omega)$. One can suppose that,

$$p_\varepsilon \rightharpoonup p \text{ weakly in } H^1_0(\Omega),$$

$$v_\varepsilon = \mathcal{A}_e^t \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon \rightharpoonup z \text{ weakly in } L^2(\Omega).$$

Kesavan and Saint Jean Paulin [25] have shown that $z = (A^*)^t \nabla p - B^* \nabla v$ for the $B^*$ they have defined through (2.1.7) (cf. Theorem 2.2.3). Using this, they show that (cf. Remark 3.3 [25] or Theorem 2.2.1 below)

$$\lim_{\varepsilon \to 0} \int_\Omega B_\varepsilon \nabla v_\varepsilon \cdot \nabla v_\varepsilon \, dx = \int_\Omega B^* \nabla v \cdot \nabla v \, dx.$$ 

The upshot is, if you know how to homogenize the state-adjoint state system of equations then it is possible to identify the limit of energies. There are still a few interesting questions which need to be answered.

**Question 1:** Is the matrix $B^*$ given by (2.1.7) the unique matrix which appears in the limit of energies?

**Question 2:** Is there a converse to the statement, "if you know how to homogenize the state-adjoint state system of equations then you can identify the limit of energies"?

The answer to the second question is provided by the following theorem. First, we write two statements concerning a matrix, $B$ not necessarily symmetric, and the theorem will be about the equivalence of these two statements.

**Statement-1** Let $g_\varepsilon$ be any sequence in $H^{-1}(\Omega)$ such that $g_\varepsilon \to g$ strongly in $H^{-1}(\Omega)$. Let $v_\varepsilon$ be the solution of,

$$\begin{cases}
-\text{div}(A_\varepsilon \nabla v_\varepsilon) = g_\varepsilon & \text{in } \Omega, \\
v_\varepsilon = 0 & \text{on } \partial \Omega.
\end{cases}$$

Let $v_\varepsilon \rightharpoonup v$ weakly in $H^1_0(\Omega)$. Then

$$\lim_{\varepsilon \to 0} \int_\Omega B_\varepsilon \nabla v_\varepsilon \cdot \nabla v_\varepsilon \, dx = \int_\Omega B \nabla v \cdot \nabla v \, dx$$

(2.2.1)

$$B_\varepsilon \nabla v_\varepsilon \cdot \nabla v_\varepsilon \rightharpoonup B \nabla v \cdot \nabla v \text{ in } D'(\Omega).$$

(2.2.2)
Statement-2 Let \( g_\varepsilon \) be any sequence in \( H^{-1}(\Omega) \) such that \( g_\varepsilon \rightharpoonup g \) strongly in \( H^{-1}(\Omega) \). Let \((v_\varepsilon, p_\varepsilon) \in H_0^1(\Omega)^2\) solve the state-adjoint state equations,

\[
\begin{align*}
-\text{div}(A_\varepsilon \nabla v_\varepsilon) &= g_\varepsilon \quad \text{in } \Omega, \\
-\text{div}(A'_\varepsilon \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon) &= 0 \quad \text{in } \Omega, \\
v_\varepsilon &= 0 = p_\varepsilon \quad \text{on } \partial \Omega.
\end{align*}
\]

Since \((v_\varepsilon, p_\varepsilon)\) is bounded in \( H_0^1(\Omega)^2 \), let

\[
\begin{align*}
v_\varepsilon &\rightharpoonup v \quad \text{weakly in } H_0^1(\Omega), \\
p_\varepsilon &\rightharpoonup p \quad \text{weakly in } H_0^1(\Omega), \\
z_\varepsilon = A'_\varepsilon \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon &\rightharpoonup z \quad \text{weakly in } L^2(\Omega)^n.
\end{align*}
\]

Then

\[
z = (A^*)' \nabla p - B \nabla v. \quad \blacksquare
\]

**Remark 2.2.1** If Statement-2 is true for some \( B \) then it is to be noted that \((v, p)\) solve the system,

\[
\begin{align*}
-\text{div}(A^* \nabla v) &= g \quad \text{in } \Omega, \\
-\text{div}((A^*)' \nabla p - B \nabla v) &= 0 \quad \text{in } \Omega, \\
p &= 0 = v \quad \text{on } \partial \Omega. \quad \blacksquare
\end{align*}
\]

The div-curl lemma (cf. Murat [30]) will be used to prove many of our results including Theorem 2.2.1 and hence, it is stated here.

**Lemma 2.2.1** (The div-curl lemma) Let \( \xi_\varepsilon, \eta_\varepsilon \in L^2(\Omega)^n \) be such that \( \xi_\varepsilon \rightharpoonup \xi \) and \( \eta_\varepsilon \rightharpoonup \eta \) weakly in \( L^2(\Omega)^n \). Further, assume that the sequences \( \text{div} \xi_\varepsilon \) and \( \text{curl} \eta_\varepsilon \) are precompact in \( H^{-1}(\Omega) \). Then,

\[
\xi_\varepsilon \cdot \eta_\varepsilon \rightharpoonup \xi \cdot \eta \quad \text{in } D'(\Omega). \quad \blacksquare
\]

**Theorem 2.2.1** If \( B \) is a matrix for which Statement-2 is true then Statement-1 is true for \( B \). The converse is true if \( B \) is also given to be symmetric.
Proof: Suppose that $B$ is a matrix for which Statement-2 is true. Let the hypotheses in Statement-1 hold. Let $p_\varepsilon \in \mathcal{H}_0^1(\Omega)$ solve the adjoint-state equation,

\begin{align}
-\text{div}(A_\varepsilon^t \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon) &= 0 \quad \text{in } \Omega, \\
p_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{align}

(2.2.5)

The uniform coercivity of $A_\varepsilon$ implies that $p_\varepsilon$ is bounded in $\mathcal{H}_0^1(\Omega)$. For any subsequence, $\varepsilon'$ of $\varepsilon$ there is a further subsequence $\varepsilon''$ such that,

\begin{align*}
p_{\varepsilon''} &\rightharpoonup p'' \quad \text{weakly in } \mathcal{H}_0^1(\Omega), \\
z_{\varepsilon'} &\rightharpoonup A_\varepsilon^t \nabla p_{\varepsilon''} - B_\varepsilon \nabla v_{\varepsilon''} \quad \text{weakly in } L^2(\Omega)^*.
\end{align*}

By Statement-2, it follows that $z'' = A^t \nabla p'' - B \nabla v$. By Remark 2.2.1 and uniqueness of solution to (2.2.3), it follows that $p''$ is independent of the subsequence and we denote it by $p$, the solution of (2.2.3). Now, by an integration by parts and using equation (2.2.5),

\begin{align*}
\int_\Omega B_\varepsilon ? \nabla v_{\varepsilon''} \cdot \nabla v_{\varepsilon''} \, dx &= \int_\Omega A_\varepsilon^t \nabla p_{\varepsilon''} \cdot \nabla v_{\varepsilon''} \, dx \\
&\quad = \int_\Omega A_\varepsilon^t \nabla v_{\varepsilon''} \cdot \nabla p_{\varepsilon''} \, dx \\
&\quad = \langle g_{\varepsilon''}, p_{\varepsilon''} \rangle_{H^{-1}(\Omega), H_0^1(\Omega)} \\
&\quad \rightarrow \langle g, p \rangle_{H^{-1}(\Omega), H_0^1(\Omega)} \\
&\quad = \int_\Omega A^t \nabla v \cdot \nabla p \, dx \\
&\quad = \int_\Omega B \nabla v \cdot \nabla v \, dx
\end{align*}

where the last equality follows from (2.2.3) after an integration by parts. As every subsequence has a further subsequence converging to the same limit, $\int_\Omega B \nabla v \cdot \nabla v \, dx$, this proves (2.2.1).

Rewriting

\begin{align}
B_\varepsilon \nabla v_{\varepsilon''} \cdot \nabla v_{\varepsilon''} &= -(A_\varepsilon^t \nabla p_{\varepsilon''} - B_\varepsilon \nabla v_{\varepsilon''}). \nabla v_{\varepsilon''} + A_\varepsilon \nabla v_{\varepsilon''} \cdot \nabla p_{\varepsilon''}.
\end{align}

(2.2.6)

Note that,

\begin{align*}
\text{div}(A_\varepsilon^t \nabla p_{\varepsilon''} - B_\varepsilon \nabla v_{\varepsilon''}) &= 0, \\
\text{div}(A_\varepsilon \nabla v_{\varepsilon''}) &= g_{\varepsilon''}
\end{align*}
and hence are precompact sequences in $H^{-1}(\Omega)$. So, we may apply the div-curl lemma in (2.2.6) to conclude,

$$B_{e^\nu} \nabla v_{e^\nu} \cdot \nabla v_{e^\nu} \to -(A^{*\nu} \nabla p - B \nabla v) \cdot \nabla v + A^* \nabla v \cdot \nabla p \text{ in } D'(\Omega)$$

$$= B \nabla v \cdot \nabla v$$

As the limit is independent of the subsequence, we conclude that,

$$B_{e} \nabla v_{e} \cdot \nabla v_{e} \to B \nabla v \cdot \nabla v \text{ in } D'(\Omega).$$

Thus, we have shown that if $B$ satisfies Statement-2, then it satisfies Statement-1 along with (2.2.2).

Conversely, suppose that $B$ is symmetric and satisfies Statement-1. Now, let the hypotheses in Statement-2 hold. Let $\omega \subset \subset \Omega$ and let $\eta \in D(\Omega)$ be a cut-off function such that $\eta \equiv 1$ on $\omega$. We define test functions $\eta_{e}^{k} \in H_{0}^{1}(\Omega)$, $k = 1, 2, \ldots, n$, as solving

$$-\text{div}(A_{e} \nabla \eta_{e}^{k}) = -\text{div}(A^{*} \nabla (\eta x_{k})) \text{ in } \Omega.$$

By the H-convergence of the matrices $A_{e}$, we obtain,

$$\eta_{e}^{k} \to \eta x_{k} \text{ weakly in } H_{0}^{1}(\Omega),$$

$$A_{e} \nabla \eta_{e}^{k} \to A^{*} \nabla (\eta x_{k}) \text{ weakly in } L^{2}(\Omega)^{n}.$$

By superposition of the equations for $v_{e}$ and $\eta_{e}^{k}$,

$$-\text{div}(A_{e} \nabla (v_{e} \pm \eta_{e}^{k})) = g_{e} \pm (-\text{div}(A^{*} \nabla (\eta x_{k}))) \text{ in } \Omega.$$

Therefore, by Statement-1,

$$B_{e} (\nabla v_{e} \pm \nabla \eta_{e}^{k}) \cdot (\nabla v_{e} \pm \nabla \eta_{e}^{k}) \to B (\nabla v \pm \nabla (\eta x_{k})) \cdot (\nabla v \pm \nabla (\eta x_{k})) \text{ in } D'(\Omega).$$

Hence, using the polarization identity and the symmetry of $B$,

$$B_{e} \nabla v_{e} \cdot \nabla \eta_{e}^{k} \to B \nabla v \cdot \nabla (\eta x_{k}) \text{ in } D'(\Omega). \quad (2.2.7)$$
Now, we obtain the distribution limit of \( z_e = A^e \nabla p_e - B_e \nabla v_e \) in two ways. By the div-curl lemma applied to \( z_e \nabla \eta^k_e \), we get,

\[
z_e \nabla \eta^k_e \rightharpoonup z \nabla (\eta x_k) \text{ in } D'(\Omega) \tag{2.2.8}
\]

On the other hand,

\[
z_e \nabla \eta^k_e = A_e \nabla \eta^k_e \nabla p_e - B_e \nabla v_e \nabla \eta^k_e \rightarrow A^e \nabla (\eta x_e) \nabla p - B \nabla v \nabla (\eta x_k) \text{ in } D'(\Omega), \tag{2.2.9}
\]

using (2.2.7) and applying the div-curl lemma to pass to the limit in the first term of the sum. So, from (2.2.8) and (2.2.9), we get,

\[
z.e_k = A^{e^*} \nabla p.e_k - B \nabla v.e_k \text{ in } D'(\omega)
\]

Since this is true for all \( \omega \subset \subset \Omega \), we have the desired conclusion. Thus \( B \) has been shown to satisfy Statement-2. ■

The answer to our first question is given by the following theorem.

**Theorem 2.2.2** Any symmetric \( B \) satisfying Statement-1 or, equivalently, Statement-2 is unique.

**Proof:** Suppose \( B, B' \) are two symmetric matrices for which Statement-1 with (2.2.2) is true. For \( \eta^k_e \) defined in the proof of previous theorem, we have for any \( j,k \in \{1, 2, ..., n\} \),

\[
B_e \nabla \eta^j_e \nabla \eta^k_e \rightarrow B \nabla (\eta x_j) \nabla (\eta x_k) \text{ in } D'(\Omega) \text{ and,}
\]

\[
B_e \nabla \eta^j_e \nabla \eta^k_e \rightarrow B' \nabla (\eta x_j) \nabla (\eta x_k) \text{ in } D'(\Omega).
\]

Therefore, \( B \equiv B' \) for all \( \omega \subset \subset \Omega \), and this proves the result.

Another proof would be to use (2.2.1) and the desired result follows directly from Lemma 22.5 of Dal Maso [16]. ■

Now, is there is a matrix \( B \) satisfying Statement-2? which of course implies \( B \) satisfies Statement-1. It was shown by Kesavan and Saint Jean Paulin in [24] that \( B^* \) defined through (2.1.7) satisfies Statement-2. We prove this, now, for the sake of completeness; also, our proof turns out to be much shorter than the original proof in [24].
Theorem 2.2.3 \( B^* \) defined by (2.1.7) satisfies Statement 2.

Proof: Let \( g_\varepsilon \) be any sequence in \( H^{-1}(\Omega) \) such that \( g_\varepsilon \to g \) strongly in \( H^{-1}(\Omega) \).

Let \( (v_\varepsilon, p_\varepsilon) \in H^1_0(\Omega)^2 \) solve the state-adjoint state system of equations,

\[
\begin{align*}
\text{div}(A_\varepsilon \nabla v_\varepsilon) &= g_\varepsilon \quad \text{in } \Omega, \\
\text{div}(A_\varepsilon^t \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon) &= 0 \quad \text{in } \Omega, \\
v_\varepsilon &= 0 = p_\varepsilon \quad \text{on } \partial \Omega.
\end{align*}
\]

Since \( (v_\varepsilon, p_\varepsilon) \) is bounded in \( H^1_0(\Omega)^2 \), we may suppose that,

\[
\begin{align*}
v_\varepsilon &\rightharpoonup v \quad \text{weakly in } H^1_0(\Omega), \\
p_\varepsilon &\rightharpoonup p \quad \text{weakly in } H^1_0(\Omega), \\
z_\varepsilon = A_\varepsilon^t \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon &\rightharpoonup z \quad \text{weakly in } L^2(\Omega)^n.
\end{align*}
\]

Let \( B^* \) be given by (2.1.7). We need to show that \( z = (A^*)^t \nabla p - B^* \nabla v \). Let \( X_\varepsilon^k \) be the test sequences having the properties (2.1.5). Then,

\[
z_\varepsilon \cdot \nabla X_\varepsilon^k = \nabla p_\varepsilon \cdot A_\varepsilon \nabla X_\varepsilon^k - B_\varepsilon \nabla X_\varepsilon^k \cdot \nabla v_\varepsilon
\]

\[
= \nabla p_\varepsilon \cdot A_\varepsilon \nabla X_\varepsilon^k - \{ (B_\varepsilon \nabla X_\varepsilon^k + A_\varepsilon^t \nabla \psi_\varepsilon^k) \cdot \nabla v_\varepsilon - A_\varepsilon \nabla v_\varepsilon \cdot \nabla \psi_\varepsilon^k \}.
\]

We may apply the div-curl lemma, use the convergence properties of \( X_\varepsilon^k, \psi_\varepsilon^k, v_\varepsilon, p_\varepsilon \), etc. and (2.1.7) to conclude that,

\[
z_\varepsilon \cdot \nabla X_\varepsilon^k \rightharpoonup A^* e_k \cdot \nabla p - (B^*)^t e_k \cdot \nabla v \quad \text{in } D'(\Omega).
\]

On the other hand, directly from the div-curl lemma,

\[
z_\varepsilon \cdot \nabla X_\varepsilon^k \rightharpoonup z \cdot e_k \quad \text{in } D'(\Omega).
\]

So, we conclude that \( z = (A^*)^t \nabla p - B^* \nabla v \) in \( D'(\Omega) \). However, they are both \( L^2(\Omega)^n \) functions and the sequence \( z_\varepsilon \) is bounded in \( L^2(\Omega)^n \). Therefore, they are equal as \( L^2(\Omega)^n \) functions as well. \( \blacksquare \)

Remark 2.2.2 The symmetry of \( B^* \) follows from Theorem 2.3.1 in the next section.
So, by the theorems we have just proved, the matrix appearing in the cost functional of the homogenized problem can only be the \( B^* \) which is defined by (2.1.7). \( \blacksquare \)
Remark 2.2.3 Though, in [25] it is observed that $B^*$ satisfies Statement-2, they do not observe that $B^*$ has the convergence property (2.2.2) while still observing (2.2.1). We have seen now that these two convergences characterize the homogenized state-adjoint system of equations.

The versions of Theorem 2.2.1, Theorem 2.2.2, and Theorem 2.2.3 for the perforated case are now stated. Let $(A_\varepsilon, S_\varepsilon, H_0)$ converge to $A^*$. In the perforated case, Statement-1 and Statement-2 concerning a matrix $B$ are to be replaced by,

Statement-3: Let $g_\varepsilon$ be any sequence in $H^{-1}(\Omega)$ such that $g_\varepsilon \rightharpoonup g$ strongly in $H^{-1}(\Omega)$. Let $v_\varepsilon$ be the solution of,

\[
\begin{align*}
-\text{div}(A_\varepsilon \nabla v_\varepsilon) &= P_\varepsilon^* g_\varepsilon \quad \text{in } \Omega_\varepsilon, \\
A_\varepsilon \nabla v_\varepsilon \cdot n_\varepsilon &= 0 \quad \text{on } \partial S_\varepsilon, \\
v_\varepsilon &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

Let $P_\varepsilon v_\varepsilon \rightharpoonup v$ weakly in $H_0^1(\Omega)$. Then

\[
\lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} B_\varepsilon \nabla v_\varepsilon \cdot \nabla v_\varepsilon \, dx = \int_{\Omega} B \nabla v \cdot \nabla v \, dx
\]

Statement-4: Let $g_\varepsilon$ be any sequence in $H^{-1}(\Omega)$ such that $g_\varepsilon \rightharpoonup g$ strongly in $H^{-1}(\Omega)$. Let $(v_\varepsilon, p_\varepsilon) \in H_0^1(\Omega)^2$ solve the state-adjoint state equations.

\[
\begin{align*}
-\text{div}(A_\varepsilon \nabla v_\varepsilon) &= P_\varepsilon g_\varepsilon \quad \text{in } \Omega, \\
-A_\varepsilon \nabla v_\varepsilon \cdot n_\varepsilon &= 0 \quad \text{on } \partial S_\varepsilon, \\
\text{div}(A_\varepsilon \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon) &= 0 \quad \text{in } \Omega, \\
(A_\varepsilon \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon) \cdot n_\varepsilon &= 0 \quad \text{on } \partial S_\varepsilon, \\
v_\varepsilon &= 0 = p_\varepsilon \quad \text{on } \partial \Omega.
\end{align*}
\]

Since $(P_\varepsilon v_\varepsilon, P_\varepsilon p_\varepsilon)$ is bounded in $H_0^1(\Omega)^2$, let

\[
\begin{align*}
P_\varepsilon v_\varepsilon &\rightharpoonup v \quad \text{weakly in } H_0^1(\Omega), \\
P_\varepsilon p_\varepsilon &\rightharpoonup p \quad \text{weakly in } H_0^1(\Omega), \\
z_\varepsilon &\doteq Q_\varepsilon (A_\varepsilon \nabla p_\varepsilon - B_\varepsilon \nabla v_\varepsilon) \rightharpoonup z \quad \text{weakly in } L^2(\Omega)^n.
\end{align*}
\]
Then
\[ z = (A^*)^t \nabla p - B \nabla v. \]

The following theorems are true.

**Theorem 2.2.4** If \( B \) is a matrix for which Statement-4 is true then Statement-3 is true for \( B \). The converse is true if \( B \) is also given to be symmetric. \]

**Theorem 2.2.5** Any symmetric \( B \) satisfying Statement-3 or, equivalently, Statement-4 is unique. \]

**Theorem 2.2.6** \( B^* \) defined by (2.1.18) satisfies Statement-4. \]

A similar remark (cf. Remark 2.2.2) can be made about the uniqueness of \( B^* \) after showing that it is symmetric. The symmetry and some other properties of \( B^* \) are shown in [25] but with much difficulty as the expression (2.1.18) is not convenient. The next section deals with these problems.

### 2.3 Properties of \( B^* \)

The properties of \( B^* \) that are of interest to us are its symmetry, ellipticity and upper bound. We now reformulate \( B^* \), given by (2.1.18), in a natural way as to give us some properties of \( B^* \) like symmetry and upper bound, easily; the question on the upper bound was left open in [24], [25]. The ellipticity of \( B^* \) was shown in [25] in a certain sense, but not of the matrix itself. So, we will also prove the ellipticity of \( B^* \).

We recall the test functions, \( X^k \), which were defined through (2.1.16). Define, the corrector matrices, \( M_e \) by,
\[ M_e e_k = \nabla p_e X^k, \quad \text{for } k = 1, 2, \ldots, n. \quad (2.3.1) \]

It is known (cf. Proposition 1.14 [7]) that they have the following properties,
\[ M_e \rightharpoonup I \text{ weakly in } L^2(\Omega)^{n^2}, \]
\[ \chi_e A_e M_e \rightharpoonup A^* \text{ weakly in } L^2(\Omega)^{n^2}, \]
\[ \text{div}(\chi_e A_e M_e) \subseteq H^{-1}(\Omega). \]
The proof of Theorem 2.3.1, below, will use the following lemma.

Lemma 2.3.1 (cf. Proposition 1.13 [7]) Let $\xi_\varepsilon \in L^2(\Omega)^n$ be a sequence of vector fields such that the sequence, $Q_\varepsilon(\xi_\varepsilon)$, is bounded in $L^2(\Omega)^n$ and satisfies

\[
\begin{align*}
-\text{div}(\xi_\varepsilon) &= P^*_\varepsilon f_\varepsilon \quad \text{in } \Omega_\varepsilon, \\
\xi_\varepsilon \cdot n_\varepsilon &= 0 \quad \text{on } \partial S_\varepsilon
\end{align*}
\]

(2.3.2)

and the sequence, $f_\varepsilon$, is in a compact subset of $H^{-1}(\Omega)$. Then, the sequence $\text{div}(Q_\varepsilon \xi_\varepsilon)$ is in a compact subset of $H^{-1}(\Omega)$. ■

Theorem 2.3.1 Let $B^*$ be defined through (2.1.18). Then, $B^*$ is the limit, in the distribution sense, of the sequence of matrices $\chi_\varepsilon M^t_\varepsilon B_\varepsilon M_\varepsilon$.

Proof: It is enough to show, for any $j, k \in \{1, 2, ..., n\}$, that,

\[
\chi_\varepsilon M^t_\varepsilon B_\varepsilon M_\varepsilon e_k.e_j \to B^*e_k.e_j \quad \text{in } D'(\Omega).
\]

We first rewrite the left hand side as follows

\[
\chi_\varepsilon M^t_\varepsilon B_\varepsilon M_\varepsilon e_k.e_j = \chi_\varepsilon B_\varepsilon \nabla P_\varepsilon X^k_\varepsilon \cdot \nabla P_\varepsilon X^j_\varepsilon
\]

\[
= \chi_\varepsilon (A^t_\varepsilon \nabla P_\varepsilon \psi^k_\varepsilon + B_\varepsilon \nabla P_\varepsilon X^k_\varepsilon) \cdot \nabla P_\varepsilon X^j_\varepsilon - \chi_\varepsilon A_\varepsilon \nabla P_\varepsilon X^j_\varepsilon \cdot \nabla P_\varepsilon \psi^k_\varepsilon
\]

\[
= Q_\varepsilon (A^t_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon) \cdot \nabla P_\varepsilon X^j_\varepsilon - \chi_\varepsilon A_\varepsilon M_\varepsilon e_j \cdot \nabla P_\varepsilon \psi^k_\varepsilon.
\]

We are in a position to apply div-curl lemma provided we show that

\[
\text{div}Q_\varepsilon (A^t_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon)
\]

is precompact in $H^{-1}(\Omega)$. But this follows by taking $\xi_\varepsilon = (A^t_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon)$ and $f_\varepsilon = 0$ in the previous lemma. Therefore, we get

\[
\chi_\varepsilon M^t_\varepsilon B_\varepsilon M_\varepsilon e_k.e_j \to \lim_{\varepsilon \to 0} Q_\varepsilon (A^t_\varepsilon \nabla \psi^k_\varepsilon + B_\varepsilon \nabla X^k_\varepsilon).e_j - A^*e_j \cdot \nabla \psi^k \quad \text{in } D'(\Omega)
\]

\[
= B^*e_k.e_j
\]

from the definition of $B^*$. ■

As an immediate consequence we have,

Corollary 2.3.1 $B^*$ is symmetric. ■
We now obtain bounds for the matrix $B^*$. 

**Corollary 2.3.2** $B^* \in M(cC_0^{-2}, d b^2/a^2, \Omega)$. 

**Proof:** First we prove the upper bound. Let $\phi \in D(\Omega), \phi \geq 0$ and let $\xi \in \mathbb{R}^n$. We have, using the bounds on $A_\varepsilon$ and $B_\varepsilon$,

$$\int_\Omega \chi_\varepsilon B_\varepsilon M_\varepsilon \xi \cdot M_\varepsilon \xi \phi \, dx \leq d/a \int_\Omega \chi_\varepsilon A_\varepsilon M_\varepsilon \xi \cdot M_\varepsilon \xi \phi \, dx. \quad (2.3.3)$$

It can be shown, using the div-curl lemma and the properties of $M_\varepsilon$, that

$$\chi_\varepsilon M_\varepsilon^t A_\varepsilon M_\varepsilon \to A^* \text{ in } D'(\Omega).$$

We know from Theorem 2.3.1 that $\chi_\varepsilon M_\varepsilon^t B_\varepsilon M_\varepsilon$ converges in $D'(\Omega)$ to $B^*$. Therefore, we may pass to the limit as $\varepsilon \to 0$ in (2.3.3) and obtain

$$\int_\Omega B^* \xi \cdot \xi \phi \, dx \leq d/a \int_\Omega A^* \xi \cdot \xi \phi \, dx.$$ 

As this holds for any $\phi \geq 0$ in $D(\Omega)$, we conclude that $B^*(x)\xi,\xi \leq (d/a) A^*(x)\xi,\xi$ for almost every $x \in \Omega$. Since it is known that $A^*(x)\xi,\xi \leq b^2/a |\xi|^2$ a.e. $x \in \Omega$, we conclude that

$$B^*(x)\xi,\xi \leq d b^2/a^2 |\xi|^2 \text{ a.e. } x \in \Omega \quad (2.3.4)$$

and for all $\xi \in \mathbb{R}^n$. This proves the upper bound.

A lower bound already exists (cf. Theorem 3.3 [25]) for the quadratic functional defined by $B^*$ viz.,

$$cC_0^{-2} \int_\Omega |\nabla u|^2 \, dx \leq \int_\Omega B^* \nabla u \cdot \nabla u \, dx \text{ for all } u \in H_0^1(\Omega). \quad (2.3.5)$$

Then, it follows from Proposition 2.3.1 below, proved by Juan Casado Díaz [9], that the matrix $B^*$ is itself elliptic and indeed

$$cC_0^{-2} |\xi|^2 \leq B^*(x)\xi,\xi \text{ a.e. } x \in \Omega.$$ 

This gives the lower bound. ■
Proposition 2.3.1 Let $A = (a_{ij})$ be a symmetric matrix whose entries belong to $L^\infty(\Omega)$. Then,

$$
\int_\Omega A \nabla v \cdot \nabla v \, dx \geq 0 \text{ for all } v \in H^1_0(\Omega)
$$

(2.3.6)

implies that $A(x)\xi \cdot \xi \geq 0$ a.e. in $\Omega$ and for all $\xi \in \mathbb{R}^n$.

Proof: Let $\xi \in \mathbb{R}^n$ and let $\phi \geq 0$ be any function in $C^1_0(\Omega)$. Consider the sequence $v_\varepsilon$, given by $v_\varepsilon = \varepsilon \cos(\varepsilon^{-1} \xi \cdot x)\phi$. It is clear that for each $\varepsilon > 0$, the function $v_\varepsilon$ belongs to $H^1_0(\Omega)$. Rewriting (2.3.6) with $v_\varepsilon$ we get,

$$
0 \leq \varepsilon^2 \int_\Omega A \nabla \phi \cdot \nabla \phi \cos^2(\xi \cdot x / \varepsilon) \, dx - 2\varepsilon \int_\Omega A \nabla \phi \cdot \xi \cos(\xi \cdot x / \varepsilon) \sin(\xi \cdot x / \varepsilon) \phi \, dx \\
+ \int_\Omega A \xi \cdot \xi \sin^2(\xi \cdot x / \varepsilon) \phi^2 \, dx.
$$

Similarly, starting with $\varepsilon \sin(\varepsilon^{-1} \xi \cdot x)\phi$ one gets

$$
0 \leq \varepsilon^2 \int_\Omega A \nabla \phi \cdot \nabla \phi \sin^2(\xi \cdot x / \varepsilon) \, dx + 2\varepsilon \int_\Omega A \nabla \phi \cdot \xi \cos(\xi \cdot x / \varepsilon) \sin(\xi \cdot x / \varepsilon) \phi \, dx \\
+ \int_\Omega A \xi \cdot \xi \cos^2(\xi \cdot x / \varepsilon) \phi^2 \, dx.
$$

Adding these two inequalities gives

$$
0 \leq \varepsilon^2 \int_\Omega A \nabla \phi \cdot \nabla \phi \, dx + \int_\Omega A \xi \cdot \xi \phi^2 \, dx.
$$

We may let $\varepsilon \to 0$ to obtain

$$
0 \leq \int_\Omega A \xi \cdot \xi \phi^2 \, dx
$$

for all $\phi \in C^1_0(\Omega)$. From this it follows, by standard arguments from measure theory, that $A(x)\xi \cdot \xi \geq 0$ a.e. $x \in \Omega$. ■

Remark 2.3.1 The original proof of Juan Casado Díaz uses the test sequence $v_\varepsilon$ defined by, $v_\varepsilon = \varepsilon \psi(\varepsilon^{-1} \xi \cdot x)\phi$ where $\psi$ is the roof function,

$$
\psi(t) = \begin{cases}
  t & \text{if } t \in [0, 1/2], \\
  1 - t & \text{if } t \in [1/2, 1].
\end{cases}
$$

We have modified it to resemble the proof of a result due to Dal Maso (cf. Lemma 22.5 [16]) where it is essentially shown that if (2.3.6) changed to an equality then $A$ is the zero matrix in the almost everywhere sense. ■
Chapter 3

Periodic Case

3.1 Introduction

In this chapter, we study the homogenization of the optimal control problem with periodically oscillating coefficients and posed over periodically perforated domains. We obtain formulae for the homogenized coefficients, directly, employing a corrector result, using the method of two-scale convergence. This recovers the formulae of Kesavan and Vanninathan [27] in the non perforated case. In Section 3.4, generalizations of these formulae are obtained by considering the situation where there are several (well separated) scales, using the method of multi-scale convergence proposed by Allaire and Briane [2]. The results of this chapter appeared in Kesavan and Rajesh [23].

First, some notations and definitions.

- Periodic function spaces on $\mathbb{R}^n$ with the unit cell, $Y$, as period will be denoted by the subscript $\#$. For e.g., $C(\overline{\Omega}, C_\#(Y))$ will denote the space of continuous functions on $\overline{\Omega} \times \mathbb{R}^n$ which are $Y$-periodic in the second variable.

- The optimal control problem will have as coefficients, $A_\varepsilon(x) = A(x, \frac{x}{\varepsilon})$, $B_\varepsilon(x) = B(x, \frac{x}{\varepsilon})$, where $A(x, y) \in M(a, b, \Omega \times \mathbb{R}^n)$, $B(x, y) \in M(c, d, \Omega \times \mathbb{R}^n)$, with $A, B \in C(\overline{\Omega}, L^\infty_\#(Y))$.

- A periodically perforated domain, $\Omega_\varepsilon$, is obtained from $\Omega$ by removing a set $T_\varepsilon$,.
consisting of holes, where,

$$T_\varepsilon = \bigcup_{k \in \mathbb{Z}^n} \varepsilon (k + T)$$

for some $T$, closed, $\subset Y$ with Lipschitz boundary. It is assumed that $\Omega_\varepsilon$ is connected.

The boundary of $\Omega_\varepsilon$ has two parts—the interior boundary given by,

$$\partial \text{int}_\varepsilon \Omega_\varepsilon = \bigcup_{k \in \mathbb{Z}^n} \{ \partial \varepsilon (k + T) \mid \varepsilon (k + T) \subset \Omega \}.$$

and the exterior boundary, $\partial \text{ext}_\varepsilon \Omega_\varepsilon = \partial \Omega_\varepsilon \setminus \partial \text{int}_\varepsilon \Omega_\varepsilon$. The material part in the unit cell is $Y^* = Y \setminus T$ and is assumed to have non-zero Lebesgue measure, $m^*$. Note that $m^*$ is also the $L^\infty$ weak' limit of the sequence $\chi_\varepsilon$.

* $Q_\varepsilon$ or $\tilde{\varepsilon}$ will be used to denote the operator which extends a function given on $\Omega_\varepsilon$ by zero in the holes.

For $\varepsilon > 0$ fixed, the optimal control problem consists of minimizing the cost functional

$$(P_\varepsilon) \quad J_\varepsilon (\theta) = \frac{1}{2} \int_{\Omega_\varepsilon} B_\varepsilon \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx + \frac{N}{2} \int_{\Omega_\varepsilon} \theta^2 \, dx$$

over $\theta \in U^*_{ad}$ where $u_\varepsilon = u_\varepsilon (\theta)$ is the solution of the state equation,

$$\begin{cases} -\text{div} (A_\varepsilon \nabla u_\varepsilon) = f + \theta & \text{in } \Omega_\varepsilon, \\ A_\varepsilon \nabla u_\varepsilon , n_\varepsilon = 0 & \text{on } \partial \text{int}_\varepsilon \Omega_\varepsilon, \\ u_\varepsilon = 0 & \text{on } \partial \text{ext}_\varepsilon \Omega_\varepsilon. \end{cases}$$

$U^*_{ad}$ is taken to be one of (2.1.9). Set,

$$F^1_\varepsilon (\theta) = \frac{1}{2} \int_{\Omega_\varepsilon} B_\varepsilon \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx \text{ and,}$$

$$F^2_\varepsilon (\theta) = \frac{N}{2} \int_{\Omega_\varepsilon} \theta^2 \, dx$$

The homogenization of $(P_\varepsilon)$ is performed in the framework of Lemma 2.1.1. As already remarked (cf. Remark 2.1.1), the limiting space of controls is the corresponding $U_{ad}$ given by (2.1.10) and $F^2$ is the function defined in Section 2.1. We
need to identify $F^3$ which will satisfy (2.1.19). This involves two things-first, to pass to the limit in the following equations,

\[ \begin{align*}
-\text{div}(A_\varepsilon \nabla v_\varepsilon) &= f_\varepsilon \text{ in } \Omega_\varepsilon, \\
A_\varepsilon \nabla v_\varepsilon \cdot n_\varepsilon &= 0 \text{ on } \partial_{\text{int}} \Omega_\varepsilon, \\
v_\varepsilon &= 0 \text{ on } \partial_{\text{ext}} \Omega_\varepsilon.
\end{align*} \]  

(3.1.1)

for any sequence $f_\varepsilon \in L^2(\Omega)$, with $\chi_\varepsilon f_\varepsilon \rightharpoonup m^* f$ weakly in $L^2(\Omega)$; and second, to obtain the limit of the energies,

\[ \int_{\Omega_\varepsilon} B_\varepsilon \nabla v_\varepsilon, \nabla v_\varepsilon \, dx. \]

This will be done using the method of two-scale convergence which is described in the next section.

### 3.2 The Two-Scale Method

In this section, we shall discuss the formal two-scale method and its counterpart, the two-scale convergence method. We shall, mostly, recall various results found in the literature or small modifications of these, without proof. For the proofs, Allaire [1] or Conca, Planchard and Vanninathan [15] is a suitable reference.

In the homogenization of problems with a periodic micro structure, the solution is, usually, assumed to have a two-scale asymptotic expansion,

\[ u_\varepsilon(x) = u_0(x, \frac{x}{\varepsilon}) + \varepsilon u_1(x, \frac{x}{\varepsilon}) + \varepsilon^2 u_2(x, \frac{x}{\varepsilon}) + \ldots, \]  

(3.2.1)

where each $u_i(x, y)$ is assumed $Y$-periodic. By formal expansion of the differential equation and by equating the coefficients of various powers of $\varepsilon$, it is possible to obtain the homogenized equation that $u_0$ solves. The coefficients of this equation and the next term $u_1$ in the asymptotic expansion are obtained by solving some cell problems. The formal calculations are made rigorous by proving the convergence of $u_\varepsilon$ to $u_0$ in a suitable topology (usually weak). Previously, the convergence results were proved by the energy method which consists of some clever manipulations of
the equations and carefully chosen test functions. A recent method, which is very
suitable to handle convergences in the homogenization of periodic micro-structures,
is the method of two-scale convergence, proposed byNguetseng [31] and refined
by Allaire [1]. At the basis of this method is the following averaging principle (cf.
Lemma 5.2 [1] or Lemma 5.3, Ch. III [15])

Lemma 3.2.1 If \( \phi(x,y) \in C(\bar{\Omega}, C_\#(Y)) \), then
\[
\int_\Omega \phi(x, \frac{x}{\varepsilon}) \, dx \xrightarrow{\varepsilon \to 0} \int_Y \int_\Omega \phi(x, y) \, dy \, dx.
\]  

\( (3.2.2) \)

Remark 3.2.1 It is easy to see that if \( u_\varepsilon \) has the asymptotic expansion \( (3.2.1) \)
where the \( u_\varepsilon \)'s are smooth, then
\[
\int_\Omega u_\varepsilon \phi(x, \frac{x}{\varepsilon}) \, dx \xrightarrow{\varepsilon \to 0} \int_Y \int_\Omega u_0(x, y) \phi(x, y) \, dy \, dx
\]

for all \( \phi \in C(\bar{\Omega}, C_\#(Y)) \). Thus we obtain the first term in the asymptotic expansion
of \( u_\varepsilon \).

This leads to the following definition,

Definition 3.2.1 A sequence \( u_\varepsilon \) of functions which satisfies \( (3.2.3) \) is said to two-
scale converge to \( u_0 \) and we write \( u_\varepsilon \overset{2-\varepsilon}{\to} u_0(x, y) \).

The following compactness result helps us to obtain the first term in the asymptotic
expansion of \( u_\varepsilon \) whenever the sequence, \( u_\varepsilon \), is bounded in \( L^2(\Omega) \).

Theorem 3.2.1 For each bounded sequence \( u_\varepsilon \) in \( L^2(\Omega) \) one can extract a subse-
cquence and, there exists a function \( u_0(x, y) \in L^2(\Omega \times Y) \) such that this subsequence
two-scale converges to \( u_0 \).

A few properties of two-scale convergence are listed below. Let \( u_\varepsilon \) be a sequence in
\( L^2(\Omega) \).

1. For any two-scale convergent sequence its two-scale limit is unique.
2. If \( u_\varepsilon \to u \) strongly in \( L^2(\Omega) \), then \( u_\varepsilon \overset{2-\varepsilon}{\to} u(x) \).
3. If \( u_\varepsilon \overset{2-\varepsilon}{\to} u_0(x,y) \), then \( u_\varepsilon \rightharpoonup \int_Y u_0(x, y) \, dy \) weakly in \( L^2(\Omega) \). Then it follows
from the uniform boundedness principle that any two-scale convergent sequence, \( u_\varepsilon \) is bounded in \( L^2(\Omega) \).

Property 3 above shows that two-scale convergence yields something weak and is not quite enough to pass to the limit in integrals involving the product of two weakly convergent sequences in \( L^2(\Omega) \). To handle this situation we need to have a stronger two-scale convergence. This leads to the following definition.

**Definition 3.2.2** A measurable function \( \psi : \Omega \times \mathbb{R} \to \mathbb{R} \) which is \( \mathcal{Y} \)-periodic in the variable \( y \) is said to be admissible if

\[
\int_{\Omega} \psi \left( x, \frac{x}{\varepsilon} \right)^2 \, dx \longrightarrow \int_{\Omega} \int_{\mathcal{Y}} \psi(x, y)^2 \, dy \, dx. \tag{3.2.4}
\]

More generally, let \( u_\varepsilon \) be a sequence in \( L^2(\Omega) \) which two-scale converges to \( u_0(x, y) \). It is said to be admissible if

\[
\int_{\Omega} u_\varepsilon^2 \, dx \longrightarrow \int_{\Omega} \int_{\mathcal{Y}} u_0(x, y)^2 \, dy \, dx. \tag{3.2.5}
\]

**Remark 3.2.2** Though the most general condition under which \( \psi(x, y) \) is admissible is not known, it is known that if \( \psi \) belongs to one of the spaces \( L^2(\Omega, C_\#(\mathcal{Y})) \), \( C_c(\Omega, L^\infty_\#(\mathcal{Y})) \) or \( C(\overline{\Omega}, L^\infty_\#(\mathcal{Y})) \) then it is admissible (cf. Allaire [1]). Moreover, \( \psi(x, \frac{x}{\varepsilon}) \xrightarrow{2-i} \psi(x, y) \).

We, then, have the following strong convergences,

**Theorem 3.2.2** (Allaire [1]) Let \( u_\varepsilon \xrightarrow{2-i} u_0(x, y) \) and assume that \( u_\varepsilon \) is an admissible sequence. If \( v_\varepsilon \) is any sequence such that \( v_\varepsilon \xrightarrow{2-i} u_0(x, y) \) then,

\[
u_\varepsilon v_\varepsilon \to \int_{\mathcal{Y}} u_0(x, y)v_0(x, y) \, dy \text{ in } D'(\Omega) \text{ and,} \tag{3.2.6}
\]

\[
\lim_{\varepsilon \to 0} \int_{\Omega} u_\varepsilon v_\varepsilon \, dx = \int_{\Omega} \int_{\mathcal{Y}} u_0(x, y)v_0(x, y) \, dy \, dx. \tag{3.2.7}
\]

Further, if \( u_0(x, \frac{x}{\varepsilon}) \xrightarrow{2-i} u_0(x, y) \) and \( u_0 \) is an admissible function then,

\[
\lim_{\varepsilon \to 0} \left\| u_\varepsilon - u_0(x, \frac{x}{\varepsilon}) \right\|_{2, \Omega} = 0 . \tag{3.2.8}
\]
Remark 3.2.3 We observe that, due to Remark 3.2.2 and Theorem 3.2.2, any $\phi$ from the spaces $L^2(\Omega, C_\#(Y))$, $C_c(\Omega, L^\infty_\#(Y))$ or $C(\overline{\Omega}, L^\infty_\#(Y))$ can be used in the definition of two-scale convergence. Besides, as these spaces are dense in $L^2(\Omega \times Y)$ the compactness result, Theorem 3.2.1, is also valid if in the definition of two-scale convergence we substitute one of the admissible spaces for $C(\overline{\Omega}, C_\#(Y))$.

To obtain more terms in the asymptotic expansion of $u_\varepsilon$, we need higher regularity of $u_\varepsilon$ than $L^2(\Omega)$. In fact,

**Theorem 3.2.3** Let $u_\varepsilon$ be a bounded sequence in $H^1(\Omega)$ converging weakly to a function $u \in H^1(\Omega)$. Then, there exists $u_1(x, y) \in L^2(\Omega, H^1_\#(Y)/\mathbb{R})$ such that, up to a subsequence, $\nabla u_\varepsilon$ two-scale converges to $\nabla_x u(x) + \nabla_y u_1(x, y)$.

We, thus, obtain the second term, $u_1$ in the asymptotic expansion of $u_\varepsilon$. Now, we prove a result which turns out to be quite useful in several proofs in the next section.

**Theorem 3.2.4** Let $u_\varepsilon$ be a bounded sequence in $L^2(\Omega)$ such that $u_\varepsilon \xrightarrow{2-\varepsilon} u_0(x, y)$ and let $\phi \in C(\overline{\Omega}, L^\infty_\#(Y))$. Then,

$$u_\varepsilon \phi(x, \frac{x}{\varepsilon}) \xrightarrow{2-\varepsilon} u_0(x, y) \phi(x, y). \quad (3.2.9)$$

**Proof:** Let $\psi \in C(\overline{\Omega}, C_\#(Y))$. We note that $\phi \psi \in C(\overline{\Omega}, L^\infty_\#(Y))$ and so, by Remark 3.2.2, $\phi(x, \frac{x}{\varepsilon}) \psi(x, \frac{x}{\varepsilon}) \xrightarrow{2-1} \phi(x, y) \psi(x, y)$ and $\phi \psi$ is an admissible function. Therefore, by (3.2.7) of Theorem 3.2.2, we get,

$$\lim_{\varepsilon \to 0} \int_\Omega u_\varepsilon \phi(x, \frac{x}{\varepsilon}) \psi(x, \frac{x}{\varepsilon}) \, dx = \int_\Omega \int_Y u_0(x, y) \phi(x, y) \psi(x, y) \, dx \, dy. \quad \square$$

**Corollary 3.2.1** Let $u_\varepsilon, u_0$ and $\phi$ be as in the previous theorem. Let $v_\varepsilon$ be an admissible sequence which two-scale converges to $v_0(x, y)$. Then,

$$\int_\Omega u_\varepsilon \phi(x, \frac{x}{\varepsilon}) \, dx \xrightarrow{2-\varepsilon} \int_\Omega \int_Y u_0 \phi v_0 \, dx \, dy. \quad (3.2.10)$$

**Proof:** By the previous theorem, $u_\varepsilon \phi \left(x, \frac{x}{\varepsilon}\right) \xrightarrow{2-\varepsilon} u_0(x, y) \phi(x, y)$. Also, we are given that $v_\varepsilon \xrightarrow{2-\varepsilon} v_0(x, y)$ and that $v_\varepsilon$ is an admissible sequence. Therefore, (3.2.10) follows from Theorem 3.2.2. \square
3.3 Homogenization-Two Scales

We now resume the discussion from where we left off in Section 3.1. The homogenization of the equation, (3.1.1), was done by Allaire [1], using two-scale convergence. This is recalled.

Let \( f_\epsilon \) be a sequence in \( L^2(\Omega) \) such that \( \chi_\epsilon f_\epsilon \to m^* f \) weakly in \( L^2(\Omega) \) and let \( v_\epsilon \) be the solution of (3.1.1) in,

\[
V_\epsilon = \{ u \in H^1(\Omega_\epsilon)| u = 0 \text{ on } \partial_{\text{ext}} \Omega_\epsilon \}
\]
equipped with the inner product, \( <u, u>_{V_\epsilon} = \int_{\Omega_\epsilon} |\nabla u|^2 dx \). It can be shown, using the ellipticity, that \( \text{Sup}_{\epsilon} \|v_\epsilon\|_{V_\epsilon} < \infty \). Further, a uniform Poincaré inequality,

\[
|v_\epsilon|_{0, \Omega_\epsilon} \leq C \|v_\epsilon\|_{V_\epsilon}
\]
holds for some \( C \) independent of \( \epsilon \) (cf. Lemma A.4, Allaire and Murat [3]). Thus, \( \tilde{v}_\epsilon \) and \( \nabla v_\epsilon \) are bounded in \( L^2(\Omega) \) and leads to the following theorem which is similar to Theorem 3.2.3.

**Theorem 3.3.1** [1] For some \( v \in H^1_0(\Omega) \) and \( v_1 \in L^2(\Omega, H^1(\Omega)/\mathbb{R}) \),

\[
\begin{align*}
\tilde{v}_\epsilon & \xrightarrow{2-x} \chi(y)v(x), \\
\nabla v_\epsilon & \xrightarrow{2-x} \chi(y)(\nabla_x v + \nabla_y v_1(x, y))
\end{align*}
\]
up to a subsequence, where \( \chi(y) \) is the characteristic function of \( Y^* \).

**Remark 3.3.1** Note that \( \tilde{v}_\epsilon \to m^* v \) weakly in \( L^2(\Omega) \).

Further,

**Theorem 3.3.2** [1] The \( v, v_1 \) solve the two-scale homogenized problem,

\[
\begin{cases}
-\text{div}_y(A(x, y)(\nabla_x v + \nabla_y v_1(x, y))) = 0 \text{ in } \Omega \times Y^*, \\
A(x, y)(\nabla_x v + \nabla_y v_1(x, y), n_y) = 0 \text{ on } \Omega \times \partial Y^* \setminus \partial Y, \\
-\text{div}_x \left( \int_Y \chi(y)A(x, y)(\nabla_x v + \nabla_y v_1(x, y)) dy \right) = m^* f \text{ in } \Omega.
\end{cases}
\]

(3.3.1)
Remark 3.3.2 In fact, \( v_1 \in L^2(\Omega, C^1_\#(Y)/\mathbb{R}) \), the extra regularity coming from the smoothness of the coefficients \( a_{ij}(x,y) \). ■

It is possible to decouple the equations (3.3.1) for \( u \) and \( v_1 \) by setting

\[
v_1(x,y) = \frac{\partial v}{\partial x_i} X^i(x,y),
\]

where, \( X^i(x,y) \) solve the following periodic boundary value problem in \( Y^* \):

\[
\begin{align*}
-\text{div}_y(A(x,y)(e_i + \nabla_y X^i(x,y))) &= 0 \quad \text{in } Y^* \text{ a.e } x, \\
A(x,y)(e_i + \nabla_y X^i(x,y)).n_y &= 0 \quad \text{on } \Omega \times \partial Y^* \setminus \partial Y, \\
\int_{Y^*} X^i(x,y) dy &= 0 \quad \text{a.e. } x, \\
y \mapsto X^i(x,y) \text{ is } Y\text{-periodic.}
\end{align*}
\]

(3.3.3)

Defining the matrix \( A^* \) by,

\[
A^*_i(x) = \int_Y \chi(y)(a_{ij}(x,y) + a_{ik}(x,y) \frac{\partial X^j}{\partial y_k}(x,y)) dy,
\]

(3.3.4)

it can be verified that \( u \) solves the homogenized problem,

\[
\begin{align*}
-\text{div}_x(A^*(x) \nabla v) &= m^* f \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

(3.3.5)

It is now to be shown that, there exists a \( B^* \), independent of the sequence \( f_\varepsilon \), such that the limit, \( \lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} B_\varepsilon \nabla u_\varepsilon \cdot \nabla v_\varepsilon \, dx \), can be written as \( \int_{\Omega} B^* \nabla u \cdot \nabla v \, dx \). For this, we use a corrector result which will be proved immediately after the following lemma.

Lemma 3.3.1 Let \( v_\varepsilon \) be the solution of (3.1.1) and \((v,v_1)\) be as in Theorems 3.3.1 and 3.3.2. Then \( \chi_\varepsilon(\nabla_x v(x) + \nabla_y v_1(x,y, \varepsilon)) \) is an admissible sequence.

Proof: Note that by Remark 3.3.2, \( \nabla_x v(x) + \nabla_y v_1(x,y) \in L^2(\Omega, C^1_\#(Y)) \). Hence, by Remark 3.2.2, it is admissible and further,

\[
\xi(x, \varepsilon) = \nabla_x v(x) + \nabla_y v_1(x, \varepsilon)^{2-\delta} \nabla_x v(x) + \nabla_y v_1(x,y) \diamond \xi(x,y).
\]

(3.3.6)
Now, since \( \chi \in L_{\#}^\infty(Y) \), by applying Theorem 3.2.4, we get,

\[
\chi_\varepsilon \left( \nabla_x v(x) + \nabla_y v_1(x, \frac{x}{\varepsilon}) \right)^{\frac{2-s}{s}} \chi(y) \left( \nabla_x v(x) + \nabla_y v_1(x, y) \right).
\]

(3.3.7)

Since \( \chi_\varepsilon \) is idempotent, to prove the theorem it is enough to show that

\[
\lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} \chi_\varepsilon \left( \nabla_x v(x) + \nabla_y v_1(x, \frac{x}{\varepsilon}) \right)^2 dx = \int_{\Omega} \int_Y \chi(y) \left( \nabla_x v(x) + \nabla_y v_1(x, y) \right)^2 dy dx.
\]

which readily follows from Theorem 3.2.2 using (3.3.7) and the admissibility of \( \nabla_x v(x) + \nabla_y v_1(x, y) \).

The corrector result is as follows,

**Theorem 3.3.3** Let \( v_\varepsilon, v, v_1 \) and \( \xi \) be as in the previous lemma. Then,

\[
\lim_{\varepsilon \to 0} \nabla v_\varepsilon - \chi_\varepsilon \left( \nabla_x v(x) + \nabla_y v_1(x, \frac{x}{\varepsilon}) \right) = 0, \quad (3.3.8)
\]

**Proof:** Set \( r_\varepsilon = \nabla v_\varepsilon - \chi_\varepsilon \xi \left( x, \frac{x}{\varepsilon} \right) \), where \( \xi \) is as in (3.3.6). Then,

\[
\begin{align*}
\alpha |r_\varepsilon|^2 & \leq \int_{\Omega} A_\varepsilon \left( \nabla v_\varepsilon - \xi \left( x, \frac{x}{\varepsilon} \right) \right) : \left( \nabla v_\varepsilon - \xi \left( x, \frac{x}{\varepsilon} \right) \right) dx \\
& \leq \int_{\Omega} f \varepsilon v_\varepsilon dx - \int_{\Omega} A \left( x, \frac{x}{\varepsilon} \right) \nabla v_\varepsilon, \xi \left( x, \frac{x}{\varepsilon} \right) dx \\
& \quad - \int_{\Omega} A \left( x, \frac{x}{\varepsilon} \right) \xi \left( x, \frac{x}{\varepsilon} \right) \cdot \nabla v_\varepsilon dx + \int_{\Omega} \chi_\varepsilon A \left( x, \frac{x}{\varepsilon} \right) \xi \left( x, \frac{x}{\varepsilon} \right) \cdot \xi \left( x, \frac{x}{\varepsilon} \right) dx. \quad (3.3.9)
\end{align*}
\]

where we have used the idempotency of \( \chi_\varepsilon = \chi(\frac{\varepsilon}{\varepsilon}) \) and (3.1.1). Note that from Theorem 3.3.1, \( \nabla v_\varepsilon \to \chi(y) \xi(x, y) \cdot A \in C(\overline{\Omega}, L_{\#}^\infty(Y)) \) and; as already observed, \( \xi \left( x, \frac{x}{\varepsilon} \right) \) is an admissible sequence. Using these as inputs in Corollary 3.2.1 we get the following convergences as \( \varepsilon \to 0 \),

\[
\begin{align*}
\int_{\Omega} A \left( x, \frac{x}{\varepsilon} \right) \nabla v_\varepsilon, \xi \left( x, \frac{x}{\varepsilon} \right) dx \\
\int_{\Omega} A \left( x, \frac{x}{\varepsilon} \right) \xi \left( x, \frac{x}{\varepsilon} \right) \cdot \nabla v_\varepsilon dx \\
\int_{\Omega} \chi \left( \frac{\varepsilon}{\varepsilon} \right) A \left( x, \frac{x}{\varepsilon} \right) \xi \left( x, \frac{x}{\varepsilon} \right) \cdot \xi \left( x, \frac{x}{\varepsilon} \right) dx
\end{align*}
\]

\[ \to \int_{\Omega} \int_Y \chi(y) A(x, y) \xi(x, y) \xi(x, y) dy dx \]
Taking \( \lim_{\varepsilon \to 0} \) in (3.3.9) we get,
\[
\lim_{\varepsilon \to 0} |r_{\varepsilon}|_{0,\Omega}^2 \leq \lim_{\varepsilon \to 0} \int_{\Omega_{\varepsilon}} f_{\varepsilon} v_{\varepsilon} \, dx - \int_{\Omega} \int_{Y} \chi(y) A(x, y) \xi(x, y) \xi(x, y) \, dy \, dx.
\]
(3.3.10)

We note, using (3.3.1)-(3.3.5), that
\[
\int_{\Omega} \int_{Y} \chi(y) A(x, y) \xi(x, y) \xi(x, y) \, dy \, dx = \int_{\Omega} m^* f \, v \, dx.
\]
(3.3.11)

We still need to compute \( \lim_{\varepsilon \to 0} \int_{\Omega_{\varepsilon}} f_{\varepsilon} v_{\varepsilon} \), but it was shown by Allaire, Murat and Nandakumar (cf. Lemma A.3 [3]) that, if
\[
\sup \| u_{\varepsilon} \|_{v_{\varepsilon}} < \infty
\]
\[
\tilde{v}_{\varepsilon} \rightharpoonup m^* v \text{ weakly in } L^2(\Omega)
\]
\[
\tilde{f}_{\varepsilon} \rightharpoonup m^* f \text{ weakly in } L^2(\Omega),
\]
then,
\[
\int_{\Omega_{\varepsilon}} f_{\varepsilon} v_{\varepsilon} \, dx \to \int_{\Omega} m^* f \, v \, dx.
\]
(3.3.12)

Therefore, it follows from (3.3.10), (3.3.11) and (3.3.12) that \( |r_{\varepsilon}|_{0,\Omega} \to 0 \) as \( \varepsilon \to 0 \) completing the proof. □

**Remark 3.3.3** It is easy to see that the sum of an admissible sequence with something which converges strongly to zero in \( L^2(\Omega) \) is admissible. Therefore, it follows from Lemma 3.3.1 and Theorem 3.3.3 that \( \nabla \tilde{v}_{\varepsilon} \) is also an admissible sequence. □

We, finally, prove the convergence of energies to a suitable energy.

**Theorem 3.3.4** Let \( v_{\varepsilon}, v \) be as before solving (3.1.1) and (3.3.5) respectively. Then
\[
\lim_{\varepsilon \to 0} \int_{\Omega_{\varepsilon}} B_{\varepsilon} \nabla v_{\varepsilon} \cdot \nabla v_{\varepsilon} \, dx = \int_{\Omega} B^* \nabla v(x) \cdot \nabla v(x) \, dx
\]
(3.3.13)

where,
\[
B^*_j(x) = \int_{Y} \chi(y) B(x, y) \nabla_y (y_j + X^j(x, y)) \cdot \nabla_y (y_j + X^j(x, y)) \, dy.
\]
(3.3.14)
Proof: As a consequence of Theorem 3.3.3 we may write
\[
\int_{\Omega_{\epsilon}} B_{\epsilon} \nabla v_{\epsilon} \cdot \nabla v_{\epsilon} \, dx = \int_{\Omega} B_{\epsilon} \tilde{\nabla} v_{\epsilon} \cdot \tilde{\nabla} v_{\epsilon} \, dx \\
= \int_{\Omega} \chi_{\epsilon} B_{\epsilon} (\nabla_x v(x) + \nabla_y v_1(x, y)) \cdot (\nabla_x v(x) + \nabla_y v_1(x, y)) \, dx + o(1).
\]
Then arguing as in Theorem 3.3.3 it can be shown that,
\[
\lim_{\epsilon \to 0} \int_{\Omega_{\epsilon}} B_{\epsilon} \nabla v_{\epsilon} \cdot \nabla v_{\epsilon} \, dx = \int_{\Omega} \int_{Y} B(x, y) (\nabla_x v(x) + \nabla_y v_1(x, y)) \cdot (\nabla_x v(x) + \nabla_y v_1(x, y)) \, dx \, dy.
\]
Then, (3.3.13) follows from (3.3.15) and (3.3.14) due to the relation \( v_1(x, y) = \frac{\partial v}{\partial y} \chi^{1}_{\epsilon}(x, y) \).

Remark 3.3.4 In the case where there are no perforations, by taking \( \chi(y) = 1 \) in (3.3.14) we recover the formula of Kesavan and Vanninathan [27].

From Theorem 3.3.4, it follows by taking
\[
F^1(\theta) = \frac{1}{2} \int_{\Omega} B^* \nabla v \cdot \nabla v \, dx
\]
where \( v = v(\theta) \) solves
\[
\begin{align*}
-\text{div}(A^* \nabla v) &= m^* f + \theta \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial\Omega.
\end{align*}
\]
that \( F^1 \) verifies (2.1.19) of Lemma 2.1.1. For this, it suffices to take \( f_\epsilon \) to be equal to \( f + (\chi_\epsilon/m^*) \theta \), for some \( \theta \in U_{ad} \) in Theorem 3.3.4. Thus, by Lemma 2.1.1, the homogenized problem is the following; minimize the cost functional,
\[
(P^*) \quad J(\theta) = \frac{1}{2} \int_{\Omega} B^* \nabla u \cdot \nabla u \, dx + \frac{N}{2 m^*} \int_{\Omega} \theta^2 \, dx,
\]
on \( \theta \in U_{ad} \) and where \( v = u(\theta) \) solves,
\[
\begin{align*}
-\text{div}(A^* \nabla u) &= m^* f + \theta \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial\Omega.
\end{align*}
\]
where \( A^* \) and \( B^* \) are given by (3.3.4) and (3.3.14) respectively.
3.4 The Case of Multiple Scales

We now consider optimal control problems on multi-scale periodically perforated domains and whose coefficients have oscillations on several microscopic scales.

Let \( a_1(\varepsilon), a_2(\varepsilon), ..., a_m(\varepsilon) \) be \( m \) microscopic scales and assumed to be well-separated i.e. there exists \( r > 0 \) such that for \( i \in 1, 2, ..., m, \)

\[
\lim_{\varepsilon \to 0} \frac{1}{a_{i-1}(\varepsilon)} \left[ \frac{a_i(\varepsilon)}{a_{i-1}(\varepsilon)} \right]^r = 0. \tag{3.4.1}
\]

and the macroscopic scale \( a_0(\varepsilon) \equiv 1. \)

**Example:** \( a_i(\varepsilon) = \varepsilon^{k_i} \), where \( 0 < k_1 < k_2 < ... < k_m. \)

For any function \( \phi(x, y_1, ..., y_m) \), which is \( Y \)-periodic in \( y_i \) for all \( i \), the scaled function \( \phi(x, \frac{x}{a_1(\varepsilon)}, ..., \frac{x}{a_m(\varepsilon)}) \) is denoted by \( [\phi]_\varepsilon \).

Let \( A \in M(a, b, \Omega \times Y^m) \) and \( B \in M(c, d, \Omega \times Y^m) \) with \( B \) symmetric. Assume, further, that \( A, B \in L^\infty(\Omega, C_0^2(Y^m)) \). We consider the optimal control problem having coefficients \( [A]_\varepsilon, [B]_\varepsilon \) on a multi-scale periodically perforated domain, \( \Omega_\varepsilon \), which is defined as follows.

Let \( T_i, i = 1, 2, ..., m \), be closed subsets of the unit cell, \( Y \) and having smooth boundary. Set,

\[
T^\varepsilon = \bigcup_{k \in \mathbb{Z}^n} \bigcup_{i=1}^m a_i(\varepsilon)(k + T_i)
\]

which is the region occupied by the holes. Then, \( \Omega_\varepsilon = \Omega \setminus T^\varepsilon \) and is assumed to be connected. The interior boundary of \( \Omega_\varepsilon \) comprises of the boundary of holes strictly contained in \( \Omega \) and is denoted by \( \partial_{im} \Omega_\varepsilon \). The exterior boundary is the set, \( \partial_{ext} \Omega_\varepsilon = \partial \Omega_\varepsilon \setminus \partial_{im} \Omega_\varepsilon. \)

Following Lemma 2.1.1, it is enough to homogenize the state equation and to find the limit of associated energies. We accomplish this using the multi-scale convergence method introduced by Allaire and Briane [2]. To begin with we recall the notion of multi-scale convergence and a few results from their paper.
Definition 3.4.1 A sequence \( u_\varepsilon \in L^2(\Omega) \) is said to \((m+1)\)-scale converge to a function \( u \in L^2(\Omega \times Y^m) \) if
\[
\int_\Omega u_\varepsilon [\phi]_\varepsilon \, dx \to \int_\Omega \int_Y \ldots \int_Y (u \phi)(x, y_1, \ldots, y_m) \, dy_m \ldots dy_1 \, dx
\] (3.4.2)
for all \( \phi \in L^2(\Omega, C_\#(Y^m)) \). We write \( u_\varepsilon \xrightarrow{(m+1)-\varepsilon} u(x, y_1, \ldots, y_m) \). □

The definition makes sense because of the following compactness theorem.

Theorem 3.4.1 (cf. Theorem 1.4 [2]) From each bounded sequence in \( L^2(\Omega) \) one can extract a subsequence which \((m+1)\)-scale converges to a limit in \( L^2(\Omega \times Y^m) \). □

The proof of the theorem uses the fact (cf. Donato [19]) that if \( \phi \) is any function in \( L^1(\Omega, C_\#(Y^m)) \) then
\[
\lim_{\varepsilon \to 0} \int_\Omega [\phi]_\varepsilon^2 \, dx = \int_\Omega \int_Y \ldots \int_Y \phi^2(x, y_1, \ldots, y_m) \, dy_m \ldots dy_1 \, dx.
\] (3.4.3)

Also one knows (cf. Allaire and Briane [2]) that \([\phi]_\varepsilon \) \((m+1)\)-scale converges to \( \phi(x, y_1, \ldots, y_m) \). Such functions are said to be admissible functions. One can introduce, like in the two-scale case, the notion of an admissible sequence and obtain the following version of Theorem 3.2.2 for the product of two \((m+1)\)-scale convergent sequences at least one of which is an admissible sequence (cf. Theorem 1.5 [2]).

Theorem 3.4.2 Let \( u_\varepsilon \) be a sequence of functions in \( L^2(\Omega) \) which \((m+1)\)-scale converges to \( u(x, y_1, \ldots, y_m) \) and satisfies
\[
\lim_{\varepsilon \to 0} \int_\Omega u_\varepsilon^2 \, dx = \int_\Omega \int_Y \ldots \int_Y u^2(x, y_1, \ldots, y_m) \, dy_m \ldots dy_1 \, dx.
\]
Then for any sequence \( v_\varepsilon \) which \((m+1)\)-scale converges to \( v(x, y_1, \ldots, y_m) \), one has
\[
\lim_{\varepsilon \to 0} \int_\Omega u_\varepsilon v_\varepsilon \, dx = \int_\Omega \int_Y \ldots \int_Y u(x, y_1, \ldots, y_m)v(x, y_1, \ldots, y_m) \, dy_m \ldots dy_1 \, dx. □
\]

Remark 3.4.1 A sequence like \( u_\varepsilon \) in the above theorem is said to be an admissible sequence. Clearly a sequence of functions which converges strongly in \( L^2 \) is an admissible sequence. Also by the above theorem, the sum of two \((m+1)\)-scale convergent sequences which are admissible is also an admissible sequence. □
One proves a version of Theorem 3.2.4 as follows.

**Theorem 3.4.3** Let \( u_\varepsilon \) be a bounded sequence in \( L^2(\Omega) \) such that \( u_\varepsilon \overset{(m+1)-s}{\rightharpoonup} u(x, y_1, \ldots, y_m) \). Let \( \phi \in L^\infty(\Omega, C_0^\infty(Y^m)) \). Then \( u_\varepsilon[\phi] \overset{(m+1)-s}{\rightharpoonup} (u\phi)(x, y_1, \ldots, y_m) \).

**Proof:** Let \( \psi \) be any function in \( L^2(\Omega, C_0^\infty(Y^m)) \). Then \( \psi \phi \psi \) also belongs to this space. Hence, by the definition of \((m+1)\)-scale convergence,

\[
\int_\Omega u_\varepsilon[\phi]_\varepsilon \psi_\varepsilon \, dx = \int_\Omega u_\varepsilon[\phi\psi]_\varepsilon \, dx \\
\rightarrow \int_\Omega \int_{Y^m} u(x, y_1, \ldots, y_m) (\phi\psi)(x, y_1, \ldots, y_m) \, dy_1 \ldots dy_m \\
= \int_\Omega \int_{Y^m} (u\phi)(x, y_1, \ldots, y_m) \psi(x, y_1, \ldots, y_m) \, dy_1 \ldots dy_m.
\]

This completes the proof. ■

### 3.5 Homogenization-Multiple Scales

To obtain the homogenized coefficients, \( A^* \) and \( B^* \), in the limiting optimal control problem we follow the same steps as in the two-scale case. Let \( f_\varepsilon \) be a sequence in \( L^2(\Omega) \) such that \( \chi_\varepsilon f_\varepsilon \rightharpoonup m^* f \), where \( m^* \) is the material part of \( Y \). Let \( u_\varepsilon \) be the weak solution of the following elliptic boundary value problem,

\[
-\text{div}([A]_\varepsilon \nabla u_\varepsilon) = f_\varepsilon \text{ in } \Omega_\varepsilon, \\
[A]_\varepsilon \nabla u_\varepsilon \cdot n_\varepsilon = 0 \text{ on } \partial_{int} \Omega_\varepsilon, \\
u = 0 \text{ on } \partial_{ext} \Omega_\varepsilon.
\]

It is required to homogenize these equations and to find the limit of the sequence \( \int_{\Omega_\varepsilon} [B]_\varepsilon \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx \). The homogenization of the equations (3.5.1) was done by Allaire and Briane [2] and it is summarized in the following theorem (cf. Theorem 3.4 [2]).

**Theorem 3.5.1** Denote by \( \tilde{u}_\varepsilon \) the extension by zero in the holes \( \Omega \setminus \Omega_\varepsilon \). Then

\[
\tilde{u}_\varepsilon \overset{(m+1)-s}{\rightharpoonup} u(x) \chi(y_1, \ldots, y_m), \\
\nabla \tilde{u}_\varepsilon \overset{(m+1)-s}{\rightharpoonup} \left( \nabla_z u + \sum_{k=1}^m y_k \nabla y_k u_{y_k} \right) \chi(y_1, \ldots, y_m) \quad (3.5.1)
\]
where $\chi(y_1, \ldots, y_m) = \prod_{i=1}^m \chi_i(y_i)$ and $\chi_i$ is the characteristic function of the set $Y_i^*$. Also, $(u, u_1, \ldots, u_m)$ is the unique solution in

$$V = H^1_0(\Omega) \times \prod_{i=1}^m (L^2(\Omega \times Y_i^{* \perp}, H^1_0(\Omega))$$

of the $(m+1)$-scale homogenized problem:

$$
\begin{align*}
-\text{div}_{y_m}(A(\nabla_x u + \sum_{k=1}^m \nabla_{y_k}u_k)) &= 0 \text{ in } Y_m^{*}, \\
A(\nabla_x u + \sum_{k=1}^m \nabla_{y_k}u_k).n &= 0 \text{ on } \partial T_m, \\
\int_Y \chi_m(y_m)u_m \, dy_m &= 0,
\end{align*}
\begin{align*}
-\text{div}_{y_j}\int_Y \prod_{j=1}^m \chi_k(y_k)A(\nabla_x u + \sum_{k=1}^m \nabla_{y_k}u_k)dy_m \ldots dy_{j+1} &= 0 \text{ in } Y_j^*, \\
\int_Y \prod_{j=1}^m \chi_k(y_k)A(\nabla_x u + \sum_{k=1}^m \nabla_{y_k}u_k)dy_m \ldots dy_{j+1}.n &= 0 \text{ on } \partial T_j, \\
\int_{Y_j} \chi_j(y_j)u_j \, dy_j &= 0,
\end{align*}
\begin{align*}
\text{for } j = 1, 2, \ldots, m-1 \text{ and finally,}
-\text{div}_{y} \int_Y \prod_{j=1}^m \chi_k(y_k)A(\nabla_x u + \sum_{k=1}^m \nabla_{y_k}u_k)dy_m \ldots dy_1 &= m^*f \text{ in } \Omega, \\
u &= 0 \text{ on } \partial \Omega.
\end{align*}

(3.5.2)

$m^*$, here, is $\int_Y \prod_{j=1}^m \chi_k(y_k)dy_m \ldots dy_1$. \[\blacksquare\]

Remark 3.5.1 It is possible to decouple the $(m+1)$-scale homogenized problem by setting

$$u_j(x, y_1, \ldots, y_m) = \frac{\partial u}{\partial x_i} + \sum_{k=1}^{j-1} \frac{\partial u_k}{\partial y_{k+l}}(x, y_1, \ldots, y_m)$$

(3.5.3)

for $j = m, m-1, \ldots, 1$ successively. For all $l \in \{1, 2, \ldots, n\}$, the $w_{j,l}$ are obtained successively for $j = m, m-1, \ldots, 1$ by solving the periodic boundary value problems in the cells with holes, $Y_j^*$:

$$
\begin{align*}
-\text{div}_{y_j}(A^j(\varepsilon_l + \nabla w^{j,l})) &= 0 \text{ in } Y_j^*, \\
A^j(\varepsilon_l + \nabla w^{j,l}).n &= 0 \text{ on } \partial T_j, \\
\int_{Y_j} \chi_j(y_j)w^{j,l}(x, y_1, \ldots, y_j) \, dy_j &= 0.
\end{align*}

(3.5.4)\]
for \(w^l \in L^2(\Omega \times Y^{j-1}, H^1_\#(Y_j^*))\) and the \(A^j\)'s are obtained successively in conjunction with (3.5.4) as follows,

\[
A^m = A
\]

\[
A^{j-1}e_l = \int_{Y_j} \chi_j(y_j)A^j(e_l + \nabla_{y_j} w^l)dy_j \text{ for all } l.
\] (3.5.5)

The homogenized problem that \(u\) solves is,

\[-\text{div}(A^*\nabla u) = m^*f \text{ in } \Omega,\]

\[u = 0 \text{ on } \partial \Omega\]

where \(A^* = A^0\) given by (3.5.5) for \(j = 1\). \(\blacksquare\)

We now wish to compute the limit of the energies \(\int_{\Omega_\varepsilon}[B]_e \nabla u_\varepsilon \cdot \nabla u_\varepsilon dx\). Note that this can be written as \(\int_{\Omega}[B]_e \nabla\widetilde{u_\varepsilon} \cdot \nabla\widetilde{u_\varepsilon} dx\). From Theorem 3.4.3 and Theorem 3.4.2 it follows that

\[
\lim_{\varepsilon \to 0} \int_{\Omega}[B]_e \nabla\widetilde{u_\varepsilon} \cdot \nabla\widetilde{u_\varepsilon} dx = \int_{\Omega} \int_{Y} \cdots \int_{Y} B(\nabla_x u + \sum_{k=1}^{m} \nabla_{y_k} u_k)(\nabla_x u + \sum_{k=1}^{m} \nabla_{y_k} u_k) dy_1 \cdots dy_m dx
\] (3.5.6)

provided we can show that \(\nabla\widetilde{u_\varepsilon}\) is an admissible sequence. To prove this we require the solutions \(u_k\) of the cell equations to be more regular, i.e. they belong to \(L^2(\Omega, C^1_\#(Y^k))\) and we can assume this provided the coefficient matrix \(A\) is sufficiently smooth (cf. Allaire and Briane [2]). Under these assumptions we show that \(\nabla\widetilde{u_\varepsilon}\) is an admissible sequence.

**Lemma 3.5.1** \(\chi_\varepsilon(\nabla_x u(x) + \sum_{k=1}^{m} \nabla_{y_k} u_k(x))\) is an admissible sequence.

**Proof:** The regularity assumptions on \(u_k\) imply that \(\nabla_x u + \sum_{k=1}^{m} \nabla_{y_k} u_k\) is an admissible function. We also note that

\[
\chi_\varepsilon(\nabla_x u + \sum_{k=1}^{m} [\nabla_{y_k} u_k]_\varepsilon) \xrightarrow{(m+1)-s} \chi_\varepsilon(x, y_1, \ldots, y_m)(\nabla_x u + \sum_{k=1}^{m} \nabla_{y_k} u_k).
\]
Therefore, by Theorem 3.4.2
\[
\int_{\Omega} \left( \chi \varepsilon (\nabla_x u(x) + \sum_{k=1}^{m} [\nabla_y u_k]_\varepsilon) \right)^2 \, dx
\]
\[= \int_{\Omega} \chi \varepsilon (\nabla_x u(x) + \sum_{k=1}^{m} [\nabla_y u_k]_\varepsilon, \nabla_x u(x) + \sum_{k=1}^{m} [\nabla_y u_k]_\varepsilon) \, dx
\]
\[\rightarrow \int_{\Omega} \int_{Y} \cdots \int_{Y} \chi(x, y_1, \ldots, y_m) (\nabla_x u + \sum_{k=1}^{m} \nabla_y u_k)( \nabla_x u + \sum_{k=1}^{m} \nabla_y u_k) \, dy_m \cdots dy_1 \, dx.
\]
This completes the proof. ■

Under the same regularity assumptions one can prove, as in the case of two-scales (cf. Theorem 3.3.3), the following corrector result;
\[
\nabla_x u_\varepsilon - \chi \varepsilon (\nabla_x u(x) + \sum_{k=1}^{m} [\nabla_y u_k]_\varepsilon) \text{ converges strongly in } L^2(\Omega) \text{ to } 0.
\]

From Lemma 3.5.1, the corrector result and Remark 3.4.1 it follows that \(\nabla u_\varepsilon\) is an admissible sequence. This justifies (3.5.6). The left hand side of (3.5.6) may be now be written as \(\int_{\Omega} B^* \nabla u. \nabla u \, dx\) using (3.5.3) and the following iterative formulae,
\[
B^m = B,
\]
\[
B^{k-1} e_i, e_j = \int_{Y} \chi (y_k) B^k (e_i + \nabla y_k w^{k,i}) (e_j + \nabla y_k w^{k,j}) \, dy_k.
\]
for \(k = m, m-1, \ldots, 1\) and we set \(B^* = B^0\) obtained by this process.

Thus, the homogenized optimal control problem, \((P^*)\), is as given at the end of Section 3.3 with \(m^*, A^*\) and \(B^*\) obtained in this section.
Chapter 4

Elliptic Systems

4.1 Introduction

In this chapter, we study the homogenization of an optimal control problem governed by elliptic systems on perforated domains. We need some notations in order to state the problem and we do this first by recording all the notations that will be used in this chapter.

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$. Let $0 < a < b$ be constants. We define $M^n_m(a, b, \Omega)$ to be the class of $nm \times nm$ block matrices, $C = ((C_{ij})) i, j = 1, 2, \ldots, m$, where each block $C_{ij} \in L^\infty(\Omega)^{n \times n}$ and for a.e. $x \in \Omega$ we have

$$a |\xi|^2 \leq C(x) \xi \cdot \xi \quad \text{and} \quad |C(x)\xi| \leq b |\xi| \quad \text{for all} \quad \xi \in \mathbb{R}^{nm}. \quad (4.1.1)$$

In the sequel, the Greek indices, $\alpha, \beta$ will take values in $\{1, 2, \ldots, n\}$ and the Latin indices, $i, j$ will take values in $\{1, 2, \ldots, m\}$. Thus the $(\alpha, \beta)^{th}$ element of $(i, j)^{th}$ block in $C$ will be denoted by $C_{ij}^{\alpha \beta}$. Let $u = (u_1, u_2, \ldots, u_m)$, $v = (v_1, v_2, \ldots, v_m)$ be $\mathbb{R}^n$ valued vector fields on $\Omega$. Then, we set,

$$D_u \equiv (\nabla u_1, \nabla u_2, \ldots, \nabla u_m) \quad \text{and} \quad D_u \cdot D_v \equiv \sum_{i=1}^{m} \nabla u_i \cdot \nabla v_i.$$
For an \( \mathbb{R}^n \) valued vector field on \( \Omega \), \( \eta = (\eta^1, \eta^2, ..., \eta^n) \), we recall that,

\[
\begin{align*}
\text{div}\eta &= \sum_{\alpha=1}^{n} \frac{\partial \eta^{\alpha}}{\partial x^{\alpha}}, \\
\text{curl}\eta &= \left( \frac{\partial \eta^{\alpha}}{\partial x^{\beta}} - \frac{\partial \eta^{\beta}}{\partial x^{\alpha}} \right).
\end{align*}
\]

For an \((\mathbb{R}^n)^m\) valued vector field on \( \Omega \), \( \zeta = (\zeta_1, \zeta_2, ..., \zeta_m) \), where each \(\zeta_i(x) \in \mathbb{R}^n\), we define,

\[
\begin{align*}
\text{div}\zeta &= (\text{div}\zeta_1, \text{div}\zeta_2, ..., \text{div}\zeta_m), \\
\text{curl}\zeta &= (\text{curl}\zeta_1, \text{curl}\zeta_2, ..., \text{curl}\zeta_m).
\end{align*}
\]

The product \( C\zeta \) will be written in the block form \(( (C\zeta)_i )_{i=1}^{m} \) where \((C\zeta)_i = (\sum_{j=1}^{m} C_{ij} \zeta_j) \), \( i = 1, 2, ..., m \).

For \( \varepsilon > 0 \), the perforated domain \( \Omega_\varepsilon \) is defined to be \( \Omega \setminus S_\varepsilon \), where \( S_\varepsilon \) is a closed subset of \( \Omega \) with smooth boundary. \( \chi_\varepsilon \) is the characteristic function of \( \Omega_\varepsilon \). Let \( A_\varepsilon \) be a sequence in \( M^m_n(a, b, \Omega) \) and let \( B_\varepsilon \) be a sequence of symmetric matrices in \( M^m_n(c, d, \Omega) \) for some constants \( 0 < c < d \). Let \( K \in M^m_n(a, b, \Omega) \) and let \( N \in M^m_n(c, d, \Omega) \) be symmetric. The space of admissible controls is taken to be \( U^\varepsilon_{ad} = L^2(\Omega_\varepsilon)^m \) or some analogue of those defined in (2.1.9). Let \( f \in L^2(\Omega)^m \) be a given function.

For each \( \varepsilon > 0 \), the optimal control problem consists of minimizing the cost functional

\[
(P_\varepsilon) \quad J_\varepsilon(\theta) = \frac{1}{2} \int_{\Omega_\varepsilon} B_\varepsilon D\underline{u}_\varepsilon \cdot D\underline{u}_\varepsilon \, dx + \frac{1}{2} \int_{\Omega_\varepsilon} N\theta \cdot \theta \, dx,
\]

over \( \theta \in U^\varepsilon_{ad} \) and where the state, \( \underline{u}_\varepsilon = \underline{u}_\varepsilon(\theta) \), is the solution of the elliptic system,

\[
\begin{align*}
-\text{div}(A_\varepsilon D\underline{u}_\varepsilon) + K\underline{u}_\varepsilon &= f + \theta \text{ in } \Omega_\varepsilon, \\
(A_\varepsilon D\underline{u}_\varepsilon)_{i} \cdot n_\varepsilon &= 0 \text{ on } \partial S_\varepsilon, \\
\underline{u}_\varepsilon &= 0 \text{ on } \partial \Omega.
\end{align*}
\]

There exists a unique optimal control \( \theta^*_\varepsilon \) for this problem. It can be assumed that \( \theta^*_\varepsilon \) converges weakly in \( L^2(\Omega)^m \) to some \( \theta^* \) and it is required to identify the homogenized
problem for which $\theta^*$ is the minimizer. We once again work in the framework of Lemma 2.1.1 (or an appropriate modification) and set,

$$F^1_\varepsilon(\theta) = \frac{1}{2} \int_{\Omega_\varepsilon} B_\varepsilon D u_\varepsilon \cdot D u_\varepsilon \, dx$$
and,

$$F^2_\varepsilon(\theta) = \frac{1}{2} \int_{\Omega_\varepsilon} N \theta \cdot \theta \, dx.$$

As before, it is easy to identify $U_{ad}$ as an analogue of those given in (2.1.10). The $F^2$ which verifies (2.1.20) and (P4) of the lemma is,

$$F^2(\theta) = \frac{1}{2} \int_{\Omega} \frac{N \theta \cdot \theta}{\chi} \, dx,$$

where $\chi$ is the $L^\infty$ weak* limit of the sequence $\chi_\varepsilon (\chi^{-1} \varepsilon$ is assumed to be in $L^\infty(\Omega)$).

This follows, as in the scalar case, from Lemma 4.1.1 below.

**Lemma 4.1.1** Let $\tilde{\theta}^\varepsilon$ be a sequence in $L^2(\Omega_\varepsilon \cap \mathbb{R}^m$ such that $\tilde{\theta}^\varepsilon \rightharpoonup \tilde{\theta}$ weakly in $L^2(\Omega)^m$. Let $N$ be the symmetric matrix mentioned above. Then

$$\liminf_{\varepsilon \to 0} \int_{\Omega} N \tilde{\theta}^\varepsilon \cdot \tilde{\theta}^\varepsilon \, dx \geq \int_{\Omega} \frac{N \theta \cdot \theta}{\chi} \, dx. \quad (4.1.2)$$

**Proof:** By the hypotheses on $\chi, (\chi_\varepsilon / \chi) \theta \in L^2(\Omega)^m$. Since, $N$ is a positive matrix, the functional $\Phi(\tilde{\theta}) = \int_{\Omega} N \tilde{\theta} \cdot \tilde{\theta} \, dx$ is convex. Therefore,

$$\Phi(\tilde{\theta}) - \Phi(\frac{\chi_\varepsilon \theta}{\chi}) \geq \int_{\Omega} N \frac{\chi_\varepsilon \theta}{\chi} (\tilde{\theta} - \frac{\chi_\varepsilon \theta}{\chi}) \, dx$$

$$= \int_{\Omega} N \frac{\theta}{\chi} (\tilde{\theta} - \frac{\chi_\varepsilon \theta}{\chi}) \, dx. \quad (4.1.3)$$

The right hand side in (4.1.3) tends to 0 as $\varepsilon \to 0$, since $\tilde{\theta}^\varepsilon \rightharpoonup \tilde{\theta}$ weakly in $L^2(\Omega)^m$.

Further,

$$\Phi(\frac{\chi_\varepsilon \theta}{\chi}) = \int_{\Omega} \frac{N \theta \cdot \theta}{\chi^2} \, dx$$

$$\longrightarrow \int_{\Omega} \frac{N \theta \cdot \theta}{\chi} \, dx.$$

From these one concludes (4.1.2). \(\blacksquare\)

It remains to identify a $F^1$ verifying (2.1.19). This shall be done in the next section by developing a notion of H-convergence for block matrices and then we can proceed along the lines of the scalar case to obtain the homogenized problem.
4.2 $H_b$-convergence

Continuing our discussion, we need to homogenize the equations,

\[
\begin{aligned}
-\text{div}(A_{\varepsilon} Du_{\varepsilon}) &= f_{\varepsilon} \text{ in } \Omega_{\varepsilon}, \\
(A_{\varepsilon} Du_{\varepsilon})_{i,n_{\varepsilon}} &= 0 \text{ on } \partial S_{\varepsilon}, \quad i = 1, 2, \ldots, m, \\
u_{\varepsilon} &= 0 \text{ on } \partial \Omega.
\end{aligned}
\] (4.2.1)

for any sequence $f_{\varepsilon} \in L^2(\Omega)^m$, such that $\chi_{\varepsilon} f_{\varepsilon} \rightharpoonup f$ weakly in $L^2(\Omega)^m$. And, we need to obtain the limits of associated energies,

\[
\int_{\Omega_{\varepsilon}} B_{\varepsilon} Du_{\varepsilon} D u_{\varepsilon} \, dx.
\] (4.2.2)

To the best of our knowledge, the homogenization of problem (4.2.1) has not been studied except in the periodic case and that too only in non perforated domains (cf. Bessoussan, Lions and Papanicolaou [6]). In order to homogenize (4.2.1) we need to develop a notion of $H_0$-convergence for block matrices on perforated domains. This is done now and we shall call this $H_b$-convergence; the subscript, $b$ stands for block. Certain additional hypotheses are required on the geometry of the domains, as in the case of $H_0$-convergence (cf. Briane, Damlamian and Donato [7]).

The holes $S_{\varepsilon}$ are said to be admissible if,

(H.1) Whenever $\chi_{\varepsilon} \rightharpoonup \chi$ weakly* in $L^\infty(\Omega)$, we have $\chi > 0$ almost everywhere.

(H.2) Let $V_{\varepsilon} \equiv \{ u \in H^1(\Omega_{\varepsilon}) | u = 0 \text{ on } \partial \Omega \}$ be equipped with the norm,

$\| u \|_{V_{\varepsilon}} = | \nabla u |_{0,\Omega_{\varepsilon}}$. There exists a sequence of extension operators $P_{\varepsilon} : V_{\varepsilon} \to H_0^1(\Omega)$ and a constant $C_0$, independent of $\varepsilon$ such that,

$| \nabla P_{\varepsilon} u |_{0,\Omega} \leq C_0 | \nabla u |_{0,\Omega_{\varepsilon}}$ for all $u \in V_{\varepsilon}$.

Remark 4.2.1 Examples of such holes are spherical holes of size $\varepsilon$ periodically distributed in space with period $2\varepsilon$ (cf. [13]). Therefore, we have extension operators, $P_{\varepsilon} : V_{\varepsilon}^m \to H_0^1(\Omega)^m$ which are simply the extension operators $P_{\varepsilon}$ applied to each component. Note that,

$| D_{\varphi_{\varepsilon} u} |_{0,\Omega} \leq C_0 | D u |_{0,\Omega_{\varepsilon}}$ for all $u \in (V_{\varepsilon})^m$. (4.2.3)
Remark 4.2.2 The operators $\varphi_\varepsilon$ have the following interesting property which will be used in the next section. If $\nu \in H^1_0(\Omega)^m$, then

$$\varphi_\varepsilon(\nu_{|_{n_\varepsilon}}) \rightharpoonup \nu \text{ weakly in } H^1_0(\Omega)^m.$$  \hspace{1cm} (4.2.4)

A proof of this can be found in the paper of Briane, Damlamian and Donato (cf. Lemma 2.1 [7]).

In what follows, $\varphi_\varepsilon^*: H^{-1}(\Omega)^m \to (V^*)^m$ will denote the adjoint operator of $\varphi_\varepsilon$. For $f \in H^{-1}(\Omega)^m$, let $u_\varepsilon \in V_\varepsilon$ be the solution of the boundary value problem,

$$\begin{align*}
-\text{div}(A_\varepsilon D u_\varepsilon) &= \varphi_\varepsilon^* f \text{ in } \Omega_\varepsilon, \\
(A_\varepsilon D u_\varepsilon)_i \cdot n_\varepsilon &= 0 \text{ on } \partial S_\varepsilon, \quad i = 1, 2, \ldots, m, \\
u_\varepsilon &= 0 \text{ on } \partial \Omega.
\end{align*}$$  \hspace{1cm} (4.2.5)

where $n_\varepsilon$ is the outward normal on $\partial S_\varepsilon$. We have the following definition:

Definition 4.2.1 Let $A_\varepsilon$ be a sequence in $M_n^m(a, b, \Omega)$ and $\{S_\varepsilon\}$ be an admissible family of holes. The pair $(A_\varepsilon, S_\varepsilon)$ is said to $H_0$ converge to a matrix $A \in M_n^m(a', b', \Omega)$ for some constants $0 < a' < b'$ if the following holds:

For any $f \in H^{-1}(\Omega)^m$, the sequence of solutions $u_\varepsilon$ of the boundary value problems (4.2.5), satisfies,

$$\begin{align*}
\varphi_\varepsilon u_\varepsilon &\rightharpoonup u \text{ weakly in } H^1_0(\Omega)^m, \\
Q_\varepsilon(A_\varepsilon D u_\varepsilon) &\rightharpoonup ADu \text{ weakly in } L^2(\Omega)^{mn}
\end{align*}$$  \hspace{1cm} (4.2.6)

as $\varepsilon \to 0$, where $u$ is the solution in $H^1_0(\Omega)^m$ of

$$\begin{align*}
-\text{div}(ADu) &= f \text{ in } \Omega, \\
\nu &= 0 \text{ on } \partial \Omega.
\end{align*}$$  \hspace{1cm} (4.2.7)

We write $(A_\varepsilon, S_\varepsilon) \rightharpoonup_{H_0} A$.

Remark 4.2.3 For $m = 1$, this coincides with the $H_0$-convergence of Briane, Damlamian and Donato [7].
Our main theorem is the following and this directly leads to the homogenization of the state equation.

**Theorem 4.2.1 (Compactness)** Let \( A_\varepsilon \) be a sequence in \( M_n^{m}(a, b, \Omega) \) and let \( S_\varepsilon \) be an admissible sequence of holes. Then there exists a subsequence indexed by \( \varepsilon' \) and \( A \in M_n^{m}(a/C_0^2, b^2/a, \Omega) \) such that the pair \( (A_{\varepsilon'}, S_{\varepsilon'}) \rightharpoonup_{H_\varepsilon} A \). \( \blacksquare \)

The next section is devoted to proving the theorem.

### 4.3 Proof of the Main Theorem

The following propositions are required in proving the Main Theorem.

**Proposition 4.3.1** Let \( u_\varepsilon \) be the solution of (4.2.5). Then the following estimates hold:

\[
\begin{align*}
\|\psi_\varepsilon u_\varepsilon\|_{H_\varepsilon^1(\Omega)^m} & \leq c_1 \|f\|_{H^{-1}(\Omega)^m}, \\
|Q_\varepsilon(A_\varepsilon Du_\varepsilon)|_{0, \Omega} & \leq c_2 \|f\|_{H^{-1}(\Omega)^m}
\end{align*}
\]

(4.3.1)

where \( c_1 = C_0^2/a \) and \( c_2 = C_0 b/a \).

**Proof:** Note that, by Poincaré's inequality, \( |\nabla|_{0, \Omega} \) is a norm equivalent to the original norm on \( H_0^1(\Omega) \). So we assume that \( H_0^1(\Omega) \) is equipped with this equivalent norm. Then,

\[
\|\psi_\varepsilon u_\varepsilon\|_{H_\varepsilon^1(\Omega)^m} \equiv \|D\psi_\varepsilon u_\varepsilon|_{0, \Omega} \leq C_0|Du_\varepsilon|_{0, \Omega}.
\]

(4.3.2)

Now, using ellipticity and (4.3.2), we get,

\[
a_\varepsilon|Du_\varepsilon|^2_{0, \Omega_\varepsilon} \leq \int_{\Omega_\varepsilon} A_\varepsilon Du_\varepsilon \cdot Du_\varepsilon \, dx
\]

\[
= \langle \psi_\varepsilon f, u_\varepsilon \rangle
\]

\[
= \langle f, \psi_\varepsilon u_\varepsilon \rangle
\]

\[
\leq \|f\|_{H^{-1}(\Omega)^m} \|\psi_\varepsilon u_\varepsilon\|_{H_0^1(\Omega)^m}
\]

\[
\leq C_0 \|f\|_{H^{-1}(\Omega)^m} \|Du_\varepsilon\|_{0, \Omega_\varepsilon}.
\]
Therefore, we get,
\[ |D u_\varepsilon|_{0,\Omega} \leq C_0 a^{-1} \|f\|_{H^{-1}(\Omega)}^m. \]
From this and (4.3.2), the first estimate follows. By using the estimate for \(|D u_\varepsilon|_{0,\Omega}\), we get,
\[
|Q_\varepsilon(A \varepsilon D u_\varepsilon)|_{0,\Omega} = |A \varepsilon D u_\varepsilon|_{0,\Omega} \\
\leq b|D u_\varepsilon|_{0,\Omega} \\
\leq C_0 b a^{-1} \|f\|_{H^{-1}(\Omega)}^m. \]

The proofs of the following propositions are straightforward adaptations of those found in Briane, Damlamian and Donato [7] for the case \(m = 1\).

**Proposition 4.3.2** Let \(\varepsilon \in L^2(\Omega)\) be a sequence of vector fields such that the sequence, \(Q_\varepsilon(\varepsilon)\), is bounded in \(L^2(\Omega)\) and satisfies
\[
\begin{align*}
-\text{div}(\varepsilon) &= \varphi \int_{\Omega} \text{in } \Omega, \\
(\varepsilon)_{i,n_\varepsilon} &= 0 \text{ on } \partial S_\varepsilon \text{ for } i=1,2,\ldots,m, \\
\end{align*}
\]
and the sequence, \(f_\varepsilon\), is in a compact subset of \(H^{-1}(\Omega)\). Then, the sequence \(\text{div}(Q_\varepsilon \varepsilon)\) is in a compact subset of \(H^{-1}(\Omega)\).

**Proposition 4.3.3** (div-curl lemma) Let \(\varepsilon\) and \(\varepsilon\) be two sequences of vector fields in \(L^2(\Omega)\) such that \(\text{div} \varepsilon\) is in a compact set in \(H^{-1}(\Omega)\) and \(\text{curl} \varepsilon\) is in a compact set in \(H^{-1}(\Omega)\). Furthermore, suppose that \(\varepsilon \rightharpoonup \xi\) and \(\varepsilon \rightharpoonup \xi\) weakly in \(L^2(\Omega)\). Then,
\[ \varepsilon \rightharpoonup \xi \text{ in } D'(\Omega). \]

The following abstract theorem will be used in the proof of the main theorem (cf. Murat [29]).

**Proposition 4.3.4** Let \(V\) be a separable Banach space and let \(W\) be a reflexive Banach space. Let \(T_\varepsilon\) be a sequence of linear operators \(T_\varepsilon : V \rightarrow W\) such that \(\|T_\varepsilon\|_{L(V,W)} \leq d\) for a constant \(d\). Then, there exists a subsequence indexed by \(\varepsilon\) and a linear operator \(T : V \rightarrow W\) such that \(T_\varepsilon v \rightharpoonup Tv\) weakly in \(W\) for all \(v \in V\).
We now prove our main theorem. Our arguments are along the lines of those of Murat [29], [30] and Briane, Damlaamian and Donato [7] for the cases of $H-$ and $H_0-$ convergences respectively.

Proof of Theorem 1.1: It is done in several steps.

Step 1: Let $\Omega \subset \subseteq \Omega'$. Note that the sequence $S\varepsilon$ is admissible for the domain $\Omega'$ also. Just observe that the extension operators $P_{\varepsilon}$ can be extended by zero on $\Omega' \setminus \Omega$ and (H.2) holds for the new extension with $\Omega$ replaced by $\Omega'$. Extend $A_{\varepsilon}$ by $aI$ on $\Omega' \setminus \Omega$ and we denote the extension by $A_{\varepsilon}$ again. Note that $A_{\varepsilon} \in M_n^m(a, b, \Omega')$. Let $\Omega' = \Omega' \setminus S\varepsilon$ and,

$$Z\varepsilon = \{u \in H^1(\Omega'\varepsilon)^m : u = 0\text{ on } \partial\Omega'\}.$$ 

Define a sequence of operators $T_{\varepsilon} : H^{-1}(\Omega')^m \to H^1_0(\Omega')^m$ by

$$T_{\varepsilon} g = p_{\varepsilon} u_{\varepsilon} \quad \text{for} \quad g \in H^{-1}(\Omega')^m,$$

where $u_{\varepsilon}$ is the solution in $Z\varepsilon$ of the equations

$$\begin{align*}
-\text{div}(A_{\varepsilon}^i D u_{\varepsilon}) &= \varphi_{\varepsilon}^i g \quad \text{in } \Omega'\varepsilon, \\
(A_{\varepsilon}^i D u_{\varepsilon})_i, n_{\varepsilon} &= 0 \quad \text{on } \partial S\varepsilon, \quad i = 1, 2, ..., m, \\
u_{\varepsilon} &= 0 \quad \text{on } \partial\Omega'.
\end{align*}$$

(4.3.4)

By Proposition 4.3.1, we have the estimate,

$$\|T_{\varepsilon} g\|_{H^1_0(\Omega')^m} \leq a^{-1} C_0 \|g\|_{H^{-1}(\Omega')^m}.$$

Therefore, by Proposition 4.3.4, we can extract a subsequence indexed by $\varepsilon'$ and find an operator $T : H^{-1}(\Omega)^m \to H^1_0(\Omega)^m$ such that

$$T_{\varepsilon'} g \rightharpoonup T g \quad \text{weakly in } H^1_0(\Omega')^m$$

(4.3.5)

for all $g \in H^{-1}(\Omega')^m$.

Step 2: We show that $T$ is coercive. Define subspaces $W_{\varepsilon}$ of $Z_{\varepsilon}$ by,

$$W_{\varepsilon} = \{u \in Z_{\varepsilon} | (A_{\varepsilon}^i D u)_i, n_{\varepsilon} = 0 \text{ on } \partial S_{\varepsilon}, \quad i = 1, 2, ..., m\}.$$ 

$W_{\varepsilon}$ is a closed subspace of $Z_{\varepsilon}$. Define the operators $C_{\varepsilon} : W_{\varepsilon} \to Z_{\varepsilon}^*$ by,

$$C_{\varepsilon} u = -\text{div}(A_{\varepsilon}^{i} D u) \quad \text{for } u \in W_{\varepsilon}.$$
Then, for \( u \in W_\varepsilon, v \in Z_\varepsilon \), we have,
\[
\left| \langle C_\varepsilon u, v \rangle \right| = \int_{\Omega_\varepsilon} A_\varepsilon^t D_u D_v \, dx \\
\leq |A_\varepsilon^t D_u|_{\alpha_\varepsilon'} |D_v|_{0, \alpha_\varepsilon'} \\
\leq b |D_u|_{0, \alpha_\varepsilon'} |D_v|_{0, \alpha_\varepsilon'} \\
= b \|u\|_{W_\varepsilon} \|v\|_{Z_\varepsilon}.
\]

Therefore, we have the following bound for the operator norms of the sequence \( C_\varepsilon \);
\[
\|C_\varepsilon\|_{L(W_\varepsilon, Z_\varepsilon)} \leq b. \tag{4.3.6}
\]

Let \( R_\varepsilon \) be the restriction operators, \( R_\varepsilon u \equiv \frac{u}{|\alpha_\varepsilon|} \) from \( H_0^1(\Omega')^m \) to \( Z_\varepsilon \). For any \( u \in H_0^1(\Omega')^m \),
\[
\|R_\varepsilon u\|_{Z_\varepsilon} = |D_u|_{0, \alpha_\varepsilon'} \leq |D_u|_{0, \alpha'}.
\]

So,
\[
\|R_\varepsilon\|_{L(H_0^1(\Omega')^m, Z_\varepsilon)} \leq 1. \tag{4.3.7}
\]

Let \( g \in H^{-1}(\Omega')^m \) and let \( v_\varepsilon \) be the solution of (4.3.4). Then,
\[
(C_\varepsilon \circ R_\varepsilon \circ T_\varepsilon) g = (C_\varepsilon \circ R_\varepsilon)(v_\varepsilon) \\
= C_\varepsilon(v_\varepsilon) \\
= \varphi_\varepsilon^* g.
\]

Therefore, using the estimates (4.3.6)-(4.3.7),
\[
\|\varphi_\varepsilon^* g\|_{Z_\varepsilon} = \|(C_\varepsilon \circ R_\varepsilon \circ T_\varepsilon) g\|_{Z_\varepsilon} \\
\leq b \|T_\varepsilon g\|_{H_0^1(\Omega')^m}. \tag{4.3.8}
\]

Let \( w \) be any function in \( H_0^1(\Omega')^m \) be such that \( \|w\|_{H_0^1(\Omega')^m} \leq 1 \). Then, by (4.3.7),
\[
\|w|_{\alpha_\varepsilon'}\|_{Z_\varepsilon} \leq \|w\|_{H_0^1(\Omega')^m} \leq 1.
\]

Therefore,
\[
\|\varphi_\varepsilon^* g\|_{Z_\varepsilon} \geq |\langle \varphi_\varepsilon^* g, w|_{\alpha_\varepsilon'} \rangle| \\
= |\langle g, \varphi_\varepsilon(w|_{\alpha_\varepsilon'}) \rangle|.
\]
Letting $\varepsilon \to 0$ and using (4.2.4), we get,

$$\lim_{\varepsilon \to 0} \| \varphi_{\varepsilon}^* g \|_{Z_{\varepsilon}} \geq | < g, w > |.$$  

As this holds for every $w \in H_0^1(\omega')^m$ whose norm is less than 1, we conclude that

$$\lim_{\varepsilon \to 0} \| \varphi_{\varepsilon}^* g \|_{Z_{\varepsilon}} \geq \| g \|_{H^{-1}(\omega')^m}. \tag{4.3.9}$$

Now,

$$< T_{\varepsilon} g, g >_{H_0^1(\omega')^m, H^{-1}(\omega')^m} = < \varphi_{\varepsilon}^* \varphi_{\varepsilon} g, g >_{H_0^1(\omega')^m, H^{-1}(\omega')^m}$$

$$= < \varphi_{\varepsilon}^* \varphi_{\varepsilon} g >_{Z_{\varepsilon}, Z_{\varepsilon}}$$

$$= \int_{\alpha'} A_{\varepsilon} Dv_{\varepsilon} \cdot Dv_{\varepsilon} \, dx$$

$$\geq a | Dv_{\varepsilon} |_{0, \alpha'}^2$$

$$\geq a C_0^{-2} | D\varphi_{\varepsilon}^* \varphi_{\varepsilon} g |_{0, \alpha'}^2$$

$$= a C_0^{-2} \| T_{\varepsilon} g \|_{H_0^1(\omega')^m}^2.$$  

Therefore, passing to the limit for the subsequence indexed by $\varepsilon'$ and using (4.3.8)-(4.3.9), we get,

$$< T g, g > \geq a C_0^{-2} b^{-2} \| g \|_{H^{-1}(\omega')^m}^2. \tag{4.3.10}$$

Thus, the operator $T$ has been shown to be coercive.

**Step 3: Construction of test functions and computation of $H_b$ limit.**

Since $T$ is coercive, by the Lax-Milgram theorem,

$$T^{-1} : H_0^1(\omega')^m \to H^{-1}(\omega')^m$$

exists. Define vector fields $P_i^\alpha : \Omega' \to \mathbb{R}^m$ for $i = 1, 2, \ldots, m$ and $\alpha = 1, 2, \ldots, n$ by $P_i^\alpha(x)$ to be the vector in $\mathbb{R}^m$ whose only non-vanishing component is the $i$th component and is $\alpha^\alpha$. Then note that, $\epsilon_i^\alpha = DP_i^\alpha = (0, \ldots, \epsilon_i^\alpha, \ldots, 0)$ where $\epsilon_i$ is the $i$th standard basis vector in $\mathbb{R}^n$. 

Let \( \phi \in D(\Omega') \) be such that \( \phi \equiv 1 \) on \( \Omega \). Define the sequence of test functions,

\[
\zeta_i^{\alpha,\varepsilon} = T_\varepsilon \circ T^{-1}(P_i^\alpha \phi).
\] (4.3.11)

Note that, by (4.3.5),

\[
\zeta_i^{\alpha,\varepsilon} \rightharpoonup T \circ T^{-1}(P_i^\alpha \phi) = P_i^\alpha \phi \text{ weakly in } H^1_0(\Omega')^m.
\]

Therefore, restricting to \( \Omega \),

\[
\zeta_i^{\alpha,\varepsilon} \rightharpoonup P_i^\alpha \text{ weakly in } H^1(\Omega)^m.
\] (4.3.12)

Since \( Q_\varepsilon(A_\varepsilon^{\alpha,\varepsilon}, D\zeta_i^{\alpha,\varepsilon}) \) is bounded in \( L^2(\Omega)^{nm} \), there exists functions \( \eta_i^\alpha \) and a further subsequence \( \varepsilon'' \) such that,

\[
Q_{\varepsilon''}(A_{\varepsilon''}^{\alpha,\varepsilon''}, D\zeta_i^{\alpha,\varepsilon''}) \rightharpoonup \eta_i^\alpha \text{ weakly in } L^2(\Omega)^{nm}
\] (4.3.13)

for all \( i \) and \( \alpha \).

By definition of \( \zeta_i^{\alpha,\varepsilon} \) and from Proposition 4.3.2, we conclude that

\[
\text{div}Q_\varepsilon(A_\varepsilon D\zeta_i^{\alpha,\varepsilon}) \text{ is in a compact set in } H^{-1}(\Omega')^m.
\]

Consequently, when restricted to \( \Omega \),

\[
-\text{div}(Q_\varepsilon A_\varepsilon D\zeta_i^{\alpha,\varepsilon}) \text{ is in a compact set in } H^{-1}(\Omega)^m.
\] (4.3.14)

Define \( A \) through the relation,

\[
A^\varepsilon e_i^\alpha = \eta_i^\alpha.
\] (4.3.15)

Step 4: We shall now show that \( (A_{\varepsilon''}, S_{\varepsilon''}) \xrightarrow{H^1} A \). For convenience we denote \( \varepsilon'' \) by \( \varepsilon \).

Define the operators, \( G_\varepsilon : H^{-1}(\Omega)^m \to H^1_0(\Omega)^m \) and \( H_\varepsilon : H^{-1}(\Omega)^m \to L^2(\Omega)^{nm} \) by,

\[
G_\varepsilon f = \varphi_e u_e \text{ and } H_\varepsilon = Q_\varepsilon(A_e D u_e) \text{ where } u_e \text{ is the solution of }
\]

\[
-\text{div}(A_e D u_e) = \varphi_e f \text{ in } \Omega_e,
\]

\[
(A_e D u_e)_i \cdot n_i = 0 \text{ on } \partial S_e \text{ for } i = 1, 2, \ldots, m,\]

\[
u_e = 0 \text{ on } \partial \Omega.
\]
By Proposition 4.3.1, the operator sequences $G_\epsilon$ and $H_\epsilon$ are bounded and hence, by Proposition 4.3.4, there exists a subsequence $\epsilon'$ of $\epsilon$ and operators $G$ and $H$ such that,

\[
G_{\epsilon'} f \rightharpoonup G f \text{ weakly in } H_0^1(\Omega)^m, \\
H_{\epsilon'} f \rightharpoonup H f \text{ weakly in } L^2(\Omega)^m,
\]

for all $f \in H^{-1}(\Omega)^m$. Set $u = G f$ and $\xi = H f$. Restating the above, we get,

\[
\begin{align*}
\varphi_{\epsilon'} u_{\epsilon'} & \rightharpoonup u \text{ weakly in } H_0^1(\Omega)^m, \\
Q_{\epsilon'} (A_{\epsilon'} D u_{\epsilon'}) & \rightharpoonup \xi \text{ weakly in } L^2(\Omega)^m.
\end{align*}
\tag{4.3.16}
\]

We now show that $\xi = ADu$ where $A$ was defined in Step 3. Let $\psi \in D(\Omega)$.

\[
\int_{\Omega} Q_{\epsilon'} (A_{\epsilon'} D u_{\epsilon'}) D \xi_{\epsilon'} \psi \, dx = \int_{\Omega} A_{\epsilon'} D u_{\epsilon'} D \xi_{\epsilon'} \psi \, dx \\
= \int_{\Omega} D u_{\epsilon'} A_{\epsilon'} D \xi_{\epsilon'} \psi \, dx \\
= \int_{\Omega} D \varphi_{\epsilon'} u_{\epsilon'} Q_{\epsilon'} (A_{\epsilon'} D \xi_{\epsilon'}) \psi \, dx
\]

By applying Proposition 4.3.2, we conclude that $-\text{div}(Q_{\epsilon'} (A_{\epsilon'} D u_{\epsilon'}))$ is in a compact set in $H^{-1}(\Omega)^m$. Therefore, by this and (4.3.14) and applying div-curl lemma we can pass to the limit as $\epsilon \to 0$ in the above, and we get,

\[
\int_{\Omega} \xi_{\epsilon'} e_i^a \psi \, dx = \int_{\Omega} D u_{\epsilon'} A e_i^a \psi \, dx.
\]

As this holds for all $\psi \in D(\Omega)$ we conclude that $\xi = ADu$. Now, we show that $u$ satisfies the equations

\[
\begin{align*}
-\text{div}(ADu) & = f \text{ in } \Omega \\
u & = 0 \text{ on } \partial \Omega.
\end{align*}
\tag{4.3.17}
\]

Set $\xi_\epsilon \equiv (A_{\epsilon} D u_{\epsilon})$ and let $\Psi \in D(\Omega)^m$. We have,

\[
< -\text{div} \xi_\epsilon, \Psi_\Omega > = \int_{\Omega} A_{\epsilon} D u_{\epsilon} D \Psi \, dx \\
= \int_{\Omega} Q_{\epsilon} (\xi_\epsilon) D \Psi \, dx.
\]
Passing to the limit for the subsequence $\varepsilon'$ using div-curl lemma and (4.3.16), we get,

$$\lim_{\varepsilon' \to 0} \langle -\text{div}\xi_{\varepsilon'}, \Psi_{\Omega_{\varepsilon'}} \rangle = \int_{\Omega} \xi.D \Psi \, dx.$$  

On the other hand

$$\langle -\text{div}\xi_{\varepsilon}, \Psi_{\Omega_{\varepsilon}} \rangle = \langle \varphi'_{\varepsilon} f, \Psi_{\Omega_{\varepsilon}} \rangle = \langle f_{\varepsilon}, \varphi_{\varepsilon}(\Psi_{\Omega_{\varepsilon}}) \rangle$$

Note however that $\varphi_{\varepsilon}(\Psi_{\Omega_{\varepsilon}}) \rightharpoonup \Psi$ weakly in $H^1_0(\Omega)^m$. Thus the limit of the above sequence is also equal to $\langle f, \Psi \rangle$.

Thus we get, $\int_{\Omega} \xi.D \Psi \, dx = \langle f_{\varepsilon}, \Psi \rangle$ for all $\Psi \in D(\Omega)^m$. From this we conclude that

$$-\text{div}\xi = f \quad \text{i.e.} \quad -\text{div}(ADu) = f.$$  

The argument of this step can be applied to any subsequence of $\varepsilon$ and by uniqueness of the solution to (4.3.17) we conclude that (4.3.16) holds not only for the sequence $\varepsilon'$ but also for the entire sequence $\varepsilon$.

**Step 5: Bounds for $A$.**

We can show, as in Step 2, that the operator $G$ is coercive and its inverse, $G^{-1} = -\text{div}(AD(\cdot))$. For any $\psi \in D(\Omega),

$$\int_{\Omega_{\varepsilon}} A_{\varepsilon} D_{u_{\varepsilon}} D_{u_{\varepsilon}} \psi^2 \, dx \geq a \int_{\Omega_{\varepsilon}} |D_{u_{\varepsilon}}|^2 \psi^2 \, dx \geq ab^{-2} \int_{\Omega_{\varepsilon}} |A_{\varepsilon} D_{u_{\varepsilon}}|^2 \psi^2 \, dx.$$  

That is,

$$\int_{\Omega} Q_{\varepsilon}(A_{\varepsilon} D_{u_{\varepsilon}}).D \varphi_{\varepsilon}(u_{\varepsilon}) \psi^2 \, dx \geq ab^{-2} \int_{\Omega} |Q_{\varepsilon}(A_{\varepsilon} D_{u_{\varepsilon}})|^2 \psi^2 \, dx.$$  

Passing to the limit as $\varepsilon \to 0$ and observing that the left hand side has a limit while the right hand side can be handled using weak lower semi-continuity of norm, we obtain,

$$\int_{\Omega} ADu.Du \psi^2 \, dx \geq ab^{-2} \int_{\Omega} |ADu|^2 \psi^2 \, dx.$$
We can choose $f$ and hence $u$ such that $u = P_i^a$ on the support of $\psi$. Then we conclude, using Cauchy-Schwarz inequality, that,

$$|Ae_i^a \psi|^2_{0,\Omega} \leq b^2a^{-1}|\psi e_i^a|^2_{0,\Omega} |Ae_i^a \psi|^2_{0,\Omega}.$$

Therefore,

$$|Ae_i^a \psi|^2_{0,\Omega} \leq b^2a^{-1}|\psi e_i^a|^2_{0,\Omega} = b^2a^{-1}|\psi|^2_{0,\Omega}$$

for all $\psi \in D(\Omega)$ (and by density for all $\psi \in L^2(\Omega)$) and $i = 1, 2, ..., m$ and $a = 1, 2, ..., n$. By duality, we conclude that $A \in L^\infty(\Omega)^{nm}$ and $\|A\|_{\infty} \leq b^2a^{-1}$.

Again starting from,

$$\int_{\Omega} A_{\epsilon} D_{\Omega} \cdot D_{\Omega} \, dx \geq a \int_{\Omega} |D_{\Omega} u_{\epsilon}|^2 \, dx \geq aC_0^{-2} |D_{\Omega} u_{\epsilon}|^2_{0,\Omega}$$

and taking limits we find,

$$\int_{\Omega} AD_{\Omega} \cdot D_{\Omega} \, dx \geq aC_0^{-2} \int_{\Omega} |D_{\Omega} u|^2 \, dx$$

for all $u \in H_0^1(\Omega)^m$. Therefore, $A \geq aC_0^{-2} I$ a.e. (for a proof cf. Lemma 22.5, Dal Maso [16]).

Thus, $A \in M_n^m(aC_0^{-2}, b^2a^{-1}, \Omega)$. This concludes the proof of Theorem 4.2.1. ■

Remark 4.3.1 Note that we have assumed $|A_{\epsilon}(x)\lambda| \leq b|\lambda|$ a.e. $x \in \Omega$, following [29] and not $A_{\epsilon}^{-1}(x) \geq b^{-1} I$ a.e. $x \in \Omega$, which would have been the analogue of the corresponding condition in [7]. So, though we define the operators $T_{\epsilon}$ in a manner similar to Briane, Damlamian and Donato [7], the proof of the coercivity of $T$ needs different arguments from those of [7], as can be seen in Step 2. ■

Remark 4.3.2 $H_0$ convergence cannot be obtained from $H_0$ convergence because of the presence of coupling in the highest order terms. Thus, we need to construct new test functions (cf. Step 3). Similar sequences have been constructed in the periodic case by Bensoussan, Lions and Papanicolaou [5]. ■
Remark 4.3.3 It can be shown that $H_b$–convergence enjoys properties similar to $H_b$–convergence (cf. [7]). In particular, it is independent of the choice of extension operators, is local in nature, and the $H_b$ limit of the transpose of a sequence of matrices is equal to the transpose of the $H_b$ limit. Also, the existence of local correctors can be proved. As the statements and proofs of these results are only minor modifications of the corresponding ones for $H_0$–convergence (cf. [7]), we omit them.

Remark 4.3.4 Let $(A_\varepsilon, S_\varepsilon) \overset{H_b}{\longrightarrow} A$. Let $f_\varepsilon \in L^2(\Omega)^m$, such that $\chi_\varepsilon f_\varepsilon \rightharpoonup \chi f$ weakly in $L^2(\Omega)^m$. Then, the solutions $u_\varepsilon$ of (4.2.1), corresponding to right hand side $f_\varepsilon$, converge to the solution $u$ of (4.2.7), corresponding to the right hand side $\chi f$, and the convergences (4.2.6) hold. The proof is along the lines of Theorem 1.5 [7].

4.4 The Homogenized Problem

In view of Theorem 4.2.1, it can be assumed that $A_\varepsilon$ has a $H_b$ limit. This is the desired $A^*$. The matrix $B^*$ is obtained in terms of the test sequences $\zeta^{\alpha,\varepsilon}_i \in H^1(\Omega)^m$ defined as follows.

Let $\Omega'$ be a bounded open set in $\mathbb{R}^m$ containing the closure of $\Omega$. Extend $A_\varepsilon$ by $\alpha I$ on $\Omega' \setminus \Omega$ and call it $C_\varepsilon$. Notice that $S_\varepsilon$ form an admissible set of holes for $\Omega'$ also. Without loss of generality, let $(C_\varepsilon, S_\varepsilon) \overset{H_b}{\longrightarrow} C$. By locality, $C$ restricted to $\Omega$ is $A^*$. Let $\phi \in D(\Omega')$, with $\phi \equiv 1$ on $\Omega$. Then, $\zeta^{\alpha,\varepsilon}_i$ are taken to be the solutions in $H^1_b(\Omega')$ of

$$
\begin{align*}
-\text{div}(C_\varepsilon D^{\alpha,\varepsilon}_i) &= \varphi_\varepsilon^* (-\text{div}(C D(\phi P^\alpha_i))) \text{ in } \Omega', \\
C_\varepsilon D^{\alpha,\varepsilon}_i n_\varepsilon &= 0 \text{ on } \partial S_\varepsilon, i = 1, 2, ..., m, \\
u_\varepsilon &= 0 \text{ on } \partial \Omega'.
\end{align*}
$$

Then, it follows from $H_b$ convergence that,

$$
\begin{align*}
\varphi_\varepsilon \zeta^{\alpha,\varepsilon}_i &\rightharpoonup P_i^\alpha \text{ weakly in } H^1(\Omega)^m \\
Q_\varepsilon (A_\varepsilon D^{\alpha,\varepsilon}_i) &\rightharpoonup A^* e_i^\alpha \text{ weakly in } L^2(\Omega)^{mn} \\
\text{div}Q_\varepsilon (A_\varepsilon D^{\alpha,\varepsilon}_i) &\subseteq H^{-1}(\Omega)^m.
\end{align*}
$$
for \( i = 1, 2, \ldots, m \) and \( \alpha = 1, 2, \ldots, n \).

The corrector matrices, \( M_\varepsilon \), are defined as follows,

\[
M_\varepsilon e_\alpha^i = D\varphi_\varepsilon(x^\alpha_\varepsilon).
\]  

(4.4.3)

Then, \( B^* \) is given by the formula

\[
B^* = \lim_{\varepsilon \to 0} \chi_\varepsilon M_\varepsilon^t B_\varepsilon M_\varepsilon \text{ in } D'(\Omega).
\]  

(4.4.4)

Let \( F^1(\theta) \) be defined as follows.

\[
F^1(\theta) = \frac{1}{2} \int_\Omega B^* D\varphi \cdot D\varphi \, dx.
\]

where \( \varphi = \varphi(\theta) \) is the solution of

\[
\begin{aligned}
-\text{div}(A^* D\varphi) + K\varphi &= \chi f + \vartheta \text{ in } \Omega, \\
\varphi &= 0 \text{ on } \partial\Omega.
\end{aligned}
\]

(4.4.5)

It can be verified, as in the scalar case, by first introducing and homogenizing the state-adjoint state systems of equations that \( A^* \) and \( B^* \) defined above are the coefficients for the homogenized system. This implies, as in the scalar case, that the energies converge to an appropriate energy in which the matrices \( A^* \) and \( B^* \) appear naturally. All these show that \( F^1 \) defined above will satisfy (2.1.19) for a suitably modified Lemma 2.1.1. So, this and the discussion in Section 4.1, where \( F^2 \) and \( U_{ad} \) have been defined, show that \( \theta^* \) is the minimizer of the functional \( F^1 + F^2 \) over the domain \( U_{ad} \).

In the periodic case, it is possible to give an explicit formula for \( A^* \) and \( B^* \). Let \( S \) be a closed subset \( Y \) with Lipschitz boundary. We then define a periodically perforated domain as in Chapter 3 and we assume that \( \Omega_\varepsilon \) is a connected set. Let \( A \in M_\varepsilon^m(a, b, \mathbb{R}^n) \) and \( B \in M_\varepsilon^m(c, d, \mathbb{R}^n) \) be \( Y \)-periodically defined block matrices and \( B \) is assumed to be symmetric. Define the sequences \( A_\varepsilon \) and \( B_\varepsilon \) as follows:

\[
A_\varepsilon(x) = A\left(\frac{x}{\varepsilon}\right), \quad B_\varepsilon(x) = B\left(\frac{x}{\varepsilon}\right).
\]

We consider the homogenization of the problem \((P_\varepsilon)\) defined with these coefficients on periodically perforated domains. To obtain the homogenized coefficients we need
to define test functions, \( \zeta^\alpha_i \), which solve the following periodic boundary value problem in the basic perforated cell:

\[
\begin{align*}
- \text{div}(A^i D(P^\alpha_i + \zeta^\alpha_i)) & = 0 \text{ in } Y \setminus S, \\
(A^i D(P^\alpha_i + \zeta^\alpha_i))_{j,n} & = 0 \text{ on } \partial S, j = 1, 2, \ldots, m, \\
& \quad \text{as } y \mapsto \zeta^\alpha_i(y) \text{ } Y\text{-periodic}
\end{align*}
\] (4.4.6)

for \( i = 1, 2, \ldots, m \) and \( \alpha = 1, 2, \ldots, n \). It can be shown by calculations similar to those in Kesavan and Rajesh [23] or in Section 3.3 - 3.4 of the thesis, that the homogenized coefficients \( A^* \) and \( B^* \) are those given below

\[
A^* e^\alpha_i, e^\beta_j = \int_{Y \setminus S} A(y) D(P^\alpha_i(y) + \zeta^\alpha_i(y)) \cdot D(P^\beta_j(y) + \zeta^\beta_j(y)) \, dy,
\]

\[
B^* e^\alpha_i, e^\beta_j = \int_{Y \setminus S} B(y) D(P^\alpha_i(y) + \zeta^\alpha_i(y)) \cdot D(P^\beta_j(y) + \zeta^\beta_j(y)) \, dy
\]

for \( i, j = 1, 2, \ldots, m \) and \( \alpha, \beta = 1, 2, \ldots, n \).
Chapter 5

The Dirichlet Problem

5.1 Introduction

In this chapter, we consider the homogenization of optimal control problems governed by Dirichlet boundary value problems on periodically perforated domains. The definition of the periodically perforated domain \( \Omega_\varepsilon \) differs from the one in Chapter 3 in that the size of the holes bear a ratio, \( a_\varepsilon : \varepsilon \), to the length of the scaled cell \( \varepsilon Y \). We do not consider the situation where the coefficients appearing in the state equation and in the cost functional oscillate. This is a problem still open to investigation. The optimal control problem that we want to homogenize is the following:

Let \( B \in M(c, d, \Omega) \) be symmetric, \( N \) be a given positive constant and \( g \in L^2(\Omega) \) be a given function. We take the space of admissible controls, \( U^\varepsilon_{ad} \), to be one of (2.1.9). For \( \varepsilon > 0 \) fixed, we find \( \theta^*_\varepsilon \) which minimizes the cost functional

\[
(P_\varepsilon) \quad J_\varepsilon(\theta) = \frac{1}{2} \int_{\Omega_\varepsilon} B \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx + \frac{N}{2} \int_{\Omega_\varepsilon} \theta^2 \, dx
\]  

(5.1.1)

over \( \theta \in U^\varepsilon_{ad} \) and where the state \( u_\varepsilon \equiv u_\varepsilon(\theta) \) is the solution of the Dirichlet problem,

\[
\begin{align*}
-\Delta u_\varepsilon &= g + \theta \quad \text{in} \quad \Omega_\varepsilon, \\
  u_\varepsilon &= 0 \quad \text{on} \quad \Omega_\varepsilon.
\end{align*}
\]  

(5.1.2)
Once again, the homogenization is performed in the framework of Lemma 2.1.1 by setting,

\[ F_1^e(\theta) = \frac{1}{2} \int_{\Omega_e} B \nabla u_e \cdot \nabla u_e \, dx \text{ and,} \]

\[ F_2^e(\theta) = \frac{N}{2} \int_{\Omega_e} \theta^2 \, dx \]

The corresponding \( F^2 \) and \( U_{ad} \) are as before (cf. Section 2.1). It is required to identify the \( F^1 \) which satisfies the lemma. This can be split into two parts—one, to homogenize the following Dirichlet boundary value problems:

Let \( f_\varepsilon \in L^2(\Omega) \) such that \( \chi_\varepsilon f_\varepsilon \rightharpoonup f \) weakly in \( L^2(\Omega) \) or \( f_\varepsilon \in H^{-1}(\Omega) \) be such that \( f_\varepsilon \rightarrow f \) strongly in \( H^{-1}(\Omega) \). Let \( u_\varepsilon \in H_0^1(\Omega_\varepsilon) \) solve,

\[
\begin{aligned}
-\Delta u_\varepsilon &= f_\varepsilon \text{ in } \Omega_\varepsilon, \\
u_\varepsilon &= 0 \text{ on } \partial \Omega_\varepsilon.
\end{aligned}
\]

Two, to obtain the limit, \( \lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} B \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx \) in a suitable form.

The homogenization of (5.1.3) has been studied by Cioranescu and Murat [11], [12]. It was shown that the asymptotic behaviour of the solutions of (5.1.3) depends on the size of the holes. A critical size \( c_\varepsilon \) is found so that:

a) if \( a_\varepsilon >> c_\varepsilon \), i.e. the hole size tends to zero slower than \( c_\varepsilon \), then \( \tilde{u}_\varepsilon \to 0 \) strongly in \( H_0^1(\Omega) \).

b) if \( a_\varepsilon = O(c_\varepsilon) \), then there exists a measure \( \mu \) such that \( \tilde{u}_\varepsilon \rightharpoonup u \) weakly in \( H_0^1(\Omega) \) and \( u \) solves the following Dirichlet boundary value problem having an extra lower order term,

\[
\begin{aligned}
-\Delta u + \mu u &= f \text{ in } \Omega, \\
u &= 0 \text{ on } \partial \Omega.
\end{aligned}
\]

The lower order term is known in the literature as the 'strange term'.

c) if \( a_\varepsilon << c_\varepsilon \), i.e. the hole size tends to zero faster than \( c_\varepsilon \), then \( \tilde{u}_\varepsilon \rightharpoonup u \) weakly in \( H_0^1(\Omega) \) and \( u \) solves the equation

\[
\begin{aligned}
-\Delta u &= f \text{ in } \Omega, \\
u &= 0 \text{ on } \partial \Omega.
\end{aligned}
\]

(5.1.5)
In the above, \( \overline{u} \) denotes the extension by zero onto the holes. Since, the \( u_\varepsilon \) vanish on the boundary of \( \Omega_\varepsilon \) the extension \( \overline{u}_\varepsilon \) also belongs to \( H^1_0(\Omega) \).

In cases b) and c) above, these results are proved in [12] by constructing a sequence of test functions, \( w_\varepsilon \in H^1(\Omega) \), with the following properties:

CM1) \( w_\varepsilon = 0 \) in \( \Omega \setminus \Omega_\varepsilon \),
CM2) \( w_\varepsilon \rightharpoonup 1 \) weakly in \( H^1(\Omega) \) and,
CM3) For any sequence \( v_\varepsilon \in H^1(\Omega) \) with \( v_\varepsilon = 0 \) in \( \Omega \setminus \Omega_\varepsilon \) and such that \( v_\varepsilon \rightharpoonup v \) weakly in \( H^1(\Omega) \) and for any \( \phi \in D(\Omega) \), we have,

\[
\int_{\Omega_\varepsilon} \nabla w_\varepsilon \cdot \nabla (\phi v_\varepsilon) \, dx \rightarrow <\mu, \phi v>.
\]

for some constant \( \mu \) (\( \mu = 0 \) in the case c). We will, henceforth, refer to these conditions jointly as [CM] conditions.

In fact, the homogenized equations corresponding to (5.1.3) can be shown to be (5.1.4) with just the assumptions that a sequence \( w_\varepsilon \in H^1(\Omega) \) and a distribution \( \mu \in W^{-1,\infty}(\Omega) \) exist satisfying [CM], or just CM1 and CM2; as it has been shown by Juan Casado Díaz [9] that CM1 and CM2 together imply CM3. There are more general geometries than those considered by us in the thesis which satisfy [CM], as can be seen from numerous examples in [12].

We also have the fact that \( \mu \) is a positive measure from,

\[
<\mu, \phi> = \lim_{\varepsilon \to 0} \int_{\Omega} |\nabla w_\varepsilon|^2 \phi \, dx.
\]

This gives the existence and uniqueness of solution to (5.1.4).

Now, we would like to characterize the limit of the energies \( \int_{\Omega_\varepsilon} B \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx \) as \( \varepsilon \to 0 \). We observe that if \( c_\varepsilon = o(a_\varepsilon) \), i.e \( c_\varepsilon << a_\varepsilon \), then \( \int_{\Omega_\varepsilon} B \nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx \to 0 \) which follows from the fact that \( \overline{u}_\varepsilon \to 0 \) strongly in \( H^1_0(\Omega) \). We, therefore, look at hole sizes which are much smaller or comparable to the critical size. Then, we can work under the general hypotheses of the existence of a sequence \( u_\varepsilon \) as above. Under these assumptions, we shall obtain a characterization of the limits of energies in Section 5.2 and derive conclusions for the optimal control problem in Section 5.3.

We end this section with the following remark.
Remark 5.1.1 If $B = 1$, then the limit of the energies take the following form
\[ \int_{\Omega_{\varepsilon}} |\nabla w_{\varepsilon}|^2 \, dx \rightarrow_{\varepsilon \to 0} \int_{\Omega} |\nabla u|^2 \, dx + \int_{\Omega} u^2 \, d\mu. \]

This can be proved (cf. [30]) by a simple integration by parts and by using equations (5.1.3) and (5.1.4).

5.2 Strange Term for the Energy

Let $\Omega_{\varepsilon}$ be a general perforated domain. Assume that there exists a sequence $w_{\varepsilon}$ satisfying the [CM] conditions. We show that there exists a subsequence $\varepsilon'$ of $\varepsilon$ and a distribution $\mu_B$ such that, for $u_{\varepsilon}$ as given by (5.1.3) we have the following convergence,
\[ \int_{\Omega_{\varepsilon}'} B \nabla u_{\varepsilon} \cdot \nabla u_{\varepsilon} \, dx \to \int_{\Omega} B \nabla u \cdot \nabla u \, dx + \langle \mu_B, u^2 \rangle \]

where $u$ solves the Dirichlet problem (5.1.4). Further, we show that
\[ B \nabla \tilde{u}_{\varepsilon} \cdot \nabla \tilde{u}_{\varepsilon} \to B \nabla u \cdot \nabla u + u^2 \mu_B \text{ in } D'(\Omega). \]

To define $\mu_B$ we need to define a sequence of test functions, which we do in the following lemma.

Lemma 5.2.1 Let $\psi_{\varepsilon} \in H_0^1(\Omega_{\varepsilon})$ be the solution of the boundary value problem,
\begin{align*}
-\Delta \psi_{\varepsilon} &= -\text{div}(B \nabla w_{\varepsilon}) \text{ in } \Omega_{\varepsilon} \\
\psi_{\varepsilon} &= 0 \text{ on } \partial \Omega_{\varepsilon}.
\end{align*}

Then, the sequence, $\psi_{\varepsilon}$, is bounded in $H_0^1(\Omega)$.

Proof: Multiplying (5.2.1) by $\psi_{\varepsilon}$ and integrating by parts we get,
\[ \int_{\Omega_{\varepsilon}} |\nabla \psi_{\varepsilon}|^2 \, dx = \int_{\Omega_{\varepsilon}} B \nabla w_{\varepsilon} \cdot \nabla \psi_{\varepsilon} \, dx \leq d |\nabla w_{\varepsilon}|_{0,\Omega_{\varepsilon}} |\nabla \psi_{\varepsilon}|_{0,\Omega_{\varepsilon}}. \]
Therefore, since \( w_\varepsilon \) is a bounded sequence in \( H^1(\Omega) \),

\[ |\nabla \tilde{\psi}_\varepsilon|_{0,\Omega} = |\nabla \psi_\varepsilon|_{0,\Omega} \leq d|\nabla w_\varepsilon|_{0,\Omega} \leq C \]

where \( C \) is a generic constant. This completes the proof. \( \blacksquare \)

So, by the lemma, \( H^1 \) boundedness of \( w_\varepsilon \) and the bound for \( B \) in \( L^\infty(\Omega) \), we also deduce that the sequence, \( \nabla \tilde{\psi}_\varepsilon - B \nabla w_\varepsilon \) is bounded in \( L^2(\Omega) \). Hence, there exists a subsequence \( \varepsilon' \) of \( \varepsilon \) and a function \( \psi \in H^1_0(\Omega) \) such that,

\[
\begin{align*}
\tilde{\psi}_\varepsilon' &\rightharpoonup \psi \text{ weakly in } H^1_0(\Omega), \\
\nabla \tilde{\psi}_\varepsilon' - B \nabla w_\varepsilon' &\rightharpoonup \nabla \psi \text{ weakly in } L^2(\Omega)^n.
\end{align*}
\]

(5.2.2)

Define, \( \mu_B \in D'(\Omega) \) by,

\[ \mu_B \equiv -\Delta \psi + \psi \mu. \]

(5.2.3)

Note that the definition of \( \mu_B \) depends only on \( w_\varepsilon \) and \( B \).

**Proposition 5.2.1** Let \( \mu_B \) be given by (5.2.3). Let \( u_\varepsilon' \) be the solution of the Dirichlet problem (5.1.3) in \( \Omega_\varepsilon' \), such that \( u_\varepsilon' \rightharpoonup u \) weakly in \( H^1_0(\Omega) \). Let \( p_\varepsilon' \in H^1_0(\Omega_\varepsilon') \) be the solution of:

\[
\begin{align*}
-\Delta p_\varepsilon' &= -\text{div}(B \nabla u_\varepsilon') \text{ in } \Omega_\varepsilon', \\
p_\varepsilon' &= 0 \text{ on } \partial \Omega_\varepsilon'.
\end{align*}
\]

(5.2.4)

Then, \( \tilde{p_\varepsilon'} \rightharpoonup p \) weakly in \( H^1_0(\Omega) \) and \( p \) is the solution of:

\[
\begin{align*}
-\Delta p + p \mu &= -\text{div}(B \nabla u) + u \mu_B \text{ in } \Omega, \\
p &= 0 \text{ on } \partial \Omega.
\end{align*}
\]

(5.2.5)

**Proof:** It can be shown, as in Lemma 5.2.1, that \( \tilde{p_\varepsilon'} \) is bounded in \( H^1(\Omega) \). So there is a subsequence \( \varepsilon'' \) of \( \varepsilon' \) and \( p \in H^1_0(\Omega) \) such that,

\[
\begin{align*}
\tilde{\eta}_\varepsilon'' &= \nabla \tilde{p_\varepsilon''} - B \nabla \tilde{u_\varepsilon''} \rightharpoonup \nabla p - B \nabla u = \eta \text{ weakly in } L^2(\Omega)^n.
\end{align*}
\]

We need to show that

\[ -\text{div}\eta + p \mu = u \mu_B. \]
Let \( \phi \in D(\Omega) \). We note that \( \phi w^{\varepsilon} \) vanishes on \( \partial\Omega^\varepsilon \). So using this as a test function in the equation, \(-\text{div} \eta^{\varepsilon} = 0\), which holds in \( \Omega^\varepsilon \), we get

\[
\int_{\Omega^\varepsilon} \eta^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx = - \int_{\Omega^\varepsilon} \eta^{\varepsilon} \cdot \nabla \phi \, w^{\varepsilon} \, dx.
\]

Therefore, since \( w^{\varepsilon} \to 1 \) strongly in \( L^2(\Omega) \) and \( \eta^{\varepsilon} \rightharpoonup \eta \) weakly in \( L^2(\Omega)^n \),

\[
\lim_{\varepsilon \to 0} \int_{\Omega^\varepsilon} \eta^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx = - \int_{\Omega} \eta \cdot \nabla \phi \, dx \}
\]

\[
= \langle \text{div} \eta, \phi \rangle.
\]

Again,

\[
\int_{\Omega^\varepsilon} \eta^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx = \int_{\Omega^\varepsilon} \nabla p^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx - \int_{\Omega^\varepsilon} B \nabla u^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx
\]

\[
\equiv I^{\varepsilon} + J^{\varepsilon}.
\]

Now,

\[
I^{\varepsilon} = \int_{\Omega^\varepsilon} \nabla p^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx
\]

\[
= \int_{\Omega^\varepsilon} \nabla w^{\varepsilon} \cdot \nabla (p^{\varepsilon} \phi) \, dx - \int_{\Omega^\varepsilon} p^{\varepsilon} \nabla w^{\varepsilon} \cdot \nabla \phi \, dx
\]

Therefore, using properties CM2 and CM3 of \( w^{\varepsilon} \), the weak convergence of \( \overline{p^{\varepsilon}} \) in \( H^1_0(\Omega) \) and its strong convergence in \( L^2(\Omega) \), we get,

\[
\lim_{\varepsilon \to 0} I^{\varepsilon} = \langle \mu, \phi \rho \rangle.
\]

Now,

\[
J^{\varepsilon} = - \int_{\Omega^\varepsilon} B \nabla u^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx
\]

\[
= - \int_{\Omega^\varepsilon} B \nabla w^{\varepsilon} \cdot \nabla u^{\varepsilon} \phi \, dx
\]

\[
= \int_{\Omega^\varepsilon} (\nabla \psi^{\varepsilon} - B \nabla \psi^{\varepsilon}) \cdot \nabla u^{\varepsilon} \phi \, dx - \int_{\Omega^\varepsilon} \nabla \psi^{\varepsilon} \cdot \nabla w^{\varepsilon} \phi \, dx
\]

\[
\equiv K^{\varepsilon} + L^{\varepsilon}.
\]
We have, by (5.2.1),

\[ 0 = \langle \text{div}(\nabla \psi_{\varepsilon''} - B \nabla w_{\varepsilon''}), \phi w_{\varepsilon''} \rangle \]

\[ = - \int_{\Omega_{\varepsilon''}} (\nabla \psi_{\varepsilon''} - B \nabla w_{\varepsilon''}) \cdot \nabla \phi \ u_{\varepsilon''} \ dx - \int_{\Omega_{\varepsilon''}} (\nabla \psi_{\varepsilon''} - B \nabla w_{\varepsilon''}) \cdot \nabla u_{\varepsilon''} \ \phi \ dx \]

\[ = - \int_{\Omega_{\varepsilon''}} (\nabla \psi_{\varepsilon''} - B \nabla w_{\varepsilon''}) \cdot \nabla \phi \ u_{\varepsilon''} \ dx - K_{\varepsilon''}. \]

Therefore,

\[ \lim_{\varepsilon'' \to 0} K_{\varepsilon''} = - \lim_{\varepsilon'' \to 0} \int_{\Omega} (\nabla \psi_{\varepsilon''} - B \nabla w_{\varepsilon''}) \cdot \nabla \phi \ u_{\varepsilon''} \ dx \]

\[ = - \int_{\Omega} \nabla \psi \cdot \nabla u \ dx. \]

Therefore,

\[ \lim_{\varepsilon'' \to 0} K_{\varepsilon''} = \int_{\Omega} \nabla u \cdot \nabla \psi \ \phi \ dx + \langle u \Delta \psi, \phi \rangle. \tag{5.2.8} \]

\[ L_{\varepsilon''} = - \int_{\Omega_{\varepsilon''}} \nabla \psi_{\varepsilon''} \cdot \nabla u_{\varepsilon''} \ \phi \ dx \]

\[ = - \int_{\Omega_{\varepsilon''}} \nabla u_{\varepsilon''} \cdot \nabla (\psi_{\varepsilon''} \ \phi) \ dx + \int_{\Omega_{\varepsilon''}} \nabla u_{\varepsilon''} \cdot \nabla \psi_{\varepsilon''} \ dx \]

\[ = - \int_{\Omega} \chi_{\varepsilon''} f_{\varepsilon''} \psi_{\varepsilon''} \ dx + \int_{\Omega} \nabla \psi_{\varepsilon''} \cdot \nabla \phi \ dx. \]

Therefore, using (5.2.2), we have,

\[ \lim_{\varepsilon'' \to 0} L_{\varepsilon''} = - \int_{\Omega} f \ \phi \ dx + \int_{\Omega} \nabla u \cdot \nabla \phi \ dx, \]

which, using (5.1.4), gives,

\[ \lim_{\varepsilon'' \to 0} L_{\varepsilon''} = \begin{cases} \langle \Delta u - u \mu, \psi \phi \rangle + \int_{\Omega} \nabla u \cdot \nabla \phi \ dx \\ - \int_{\Omega} \nabla u \cdot \nabla \psi \ dx - \langle u \mu, \phi \psi \rangle \end{cases} \tag{5.2.9} \]

after an integration by parts. From (5.2.6) - (5.2.9), we get,

\[ \langle \text{div} \eta, \phi \rangle = \langle p \mu, \phi \rangle + \langle u \Delta \psi, \phi \rangle - \langle w \psi, \phi \rangle \]

\[ = \langle p \mu, \phi \rangle - \langle u \mu_B, \phi \rangle. \]
Since the above holds for all $\phi \in D(\Omega)$, we have $-\Delta p + p\mu = -\text{div}(B\nabla u) + u\mu_B$, i.e. $p$ satisfies (5.2.5). Since $\mu$ is a positive measure, the solution to (5.2.5) is unique, and therefore, it follows that the entire sequence $\overline{p_{\varepsilon'}} \rightharpoonup p$ weakly in $H_0^1(\Omega)$. This completes the proof of the proposition. ■

We now prove our main theorem.

**Theorem 5.2.1** Let $\varepsilon'$ be the subsequence of $\varepsilon$ chosen prior to Proposition 5.2.1. $u_{\varepsilon'}$ be the solution of the Dirichlet problem (5.1.3). Let $\mu_B$ be given by (5.2.3). Then,

$$
\int_{\Omega_{\varepsilon'}} B\nabla u_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \, dx \rightarrow \int_{\Omega} B\nabla u \cdot \nabla u \, dx + \langle \mu_B, u^2 \rangle \quad (5.2.10)
$$

and,

$$
B\nabla u_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \rightarrow B\nabla u \cdot \nabla u + u^2 \mu_B \text{ in } D'(\Omega). \quad (5.2.11)
$$

**Proof:** Define $p_{\varepsilon'} \in H_0^1(\Omega_{\varepsilon'})$ to be the solution of (5.2.4). We write,

$$
\int_{\Omega_{\varepsilon'}} B\nabla u_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \, dx = \int_{\Omega_{\varepsilon'}} \nabla p_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \, dx - \int_{\Omega_{\varepsilon'}} (\nabla p_{\varepsilon'} - B\nabla u_{\varepsilon'}). \nabla u_{\varepsilon'} \, dx
$$

$$
= \int_{\Omega_{\varepsilon'}} \nabla p_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \, dx - \int_{\Omega} \chi_{\varepsilon'} f_{\varepsilon'} \overline{p_{\varepsilon'}} \, dx
$$

where we have used the fact that $u_{\varepsilon'}$ and $p_{\varepsilon'}$ are solutions of (5.1.3) and (5.2.4) respectively. Therefore, by integration by parts and using Proposition 5.2.1,

$$
\lim_{\varepsilon' \to 0} \int_{\Omega_{\varepsilon'}} B\nabla u_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \, dx = \int_{\Omega} fp \, dx
$$

$$
= \langle -\Delta u + u\mu, p \rangle 
$$

$$
= \langle u, -\Delta p + p\mu \rangle 
$$

$$
= \langle u, -\text{div}(B\nabla u) + u\mu_B \rangle.
$$

From this, we get (5.2.10), after an integration by parts.

Let $\phi \in D(\Omega)$. Set $\eta_{\varepsilon'}$ as in Proposition 5.2.1, then

$$
\int_{\Omega_{\varepsilon'}} B\nabla u_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \phi \, dx = \int_{\Omega_{\varepsilon'}} \nabla p_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \phi \, dx - \int_{\Omega_{\varepsilon'}} \eta_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \phi \, dx
$$

$$
= I_{\varepsilon'} + J_{\varepsilon'}.
$$
On one hand, it can be shown that (cf. arguments for convergence of \( L_\varepsilon \) in Proposition 5.2.1)

\[
\lim_{\varepsilon' \to 0} I_{\varepsilon'} = \lim_{\varepsilon' \to 0} \int_{\Omega_{\varepsilon'}} \nabla p_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \phi \, dx
= \langle -\Delta u + u\mu, p \phi \rangle - \int_{\Omega} \nabla u \cdot \nabla \phi \, p \, dx
= \int_{\Omega} \nabla u \cdot \nabla p \, \phi \, dx + \langle u\mu, p \phi \rangle.
\]

On the other hand, using the fact that \( p_{\varepsilon'} \) solves (5.2.4) and using Proposition 5.2.1, we get,

\[
\lim_{\varepsilon' \to 0} J_{\varepsilon'} = \lim_{\varepsilon' \to 0} -\int_{\Omega_{\varepsilon'}} \eta_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \phi \, dx
= \lim_{\varepsilon' \to 0} \int_{\Omega_{\varepsilon'}} \eta_{\varepsilon'} \cdot \nabla \phi \, u_{\varepsilon'} \, dx
= \int_{\Omega} \eta \cdot \nabla \phi \, u \, dx
= -\int_{\Omega} \eta \cdot \nabla u \phi \, dx + \langle -\text{div} \eta, u \phi \rangle
= -\int_{\Omega} \eta \cdot \nabla u \phi \, dx + \langle u\mu_B - p\mu, u \phi \rangle.
\]

Therefore,

\[
\lim_{\varepsilon' \to 0} \int_{\Omega_{\varepsilon'}} B \nabla u_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \phi \, dx = \lim_{\varepsilon' \to 0} (I_{\varepsilon'} + J_{\varepsilon'})
= \int_{\Omega} \nabla u \cdot \nabla p \, \phi \, dx + \langle u\mu, p \phi \rangle
- \int_{\Omega} \eta \cdot \nabla u \phi \, dx + \langle u\mu_B - p\mu, u \phi \rangle
= \int_{\Omega} (\nabla p - \eta) \cdot \nabla u \phi \, dx + \langle u^2 \mu_B, \phi \rangle
= \int_{\Omega} B \nabla u \cdot \nabla u \phi \, dx + \langle u^2 \mu_B, \phi \rangle.
\]

This holds for all \( \phi \in D(\Omega) \). This proves (5.2.11). □

**Theorem 5.2.2** Let \( \mu_B \) be as defined in (5.2.3). Then,

\[
\langle \mu_B, \phi \rangle = \lim_{\varepsilon' \to 0} \int_{\Omega_{\varepsilon'}} B \nabla u_{\varepsilon'} \cdot \nabla u_{\varepsilon'} \phi \, dx \text{ for all } \phi \in D(\Omega).
\]  

(5.2.12)
Proof: Let $\phi \in D(\Omega)$. We have,
\[
\int_{\Omega'} B \nabla \psi_{\epsilon'} \cdot \nabla \psi_{\epsilon'} \phi \, dx = \int_{\Omega'} \nabla \psi_{\epsilon'} \cdot \nabla u_{\epsilon'} \phi \, dx - \int_{\Omega'} (\nabla \psi_{\epsilon'} - B \nabla \psi_{\epsilon'}). \nabla \psi_{\epsilon'} \phi \, dx \\
= - \int_{\Omega'} \nabla \psi_{\epsilon'} \cdot \nabla \phi \, dx + \langle -\Delta \psi_{\epsilon'}, \psi_{\epsilon'} \phi \rangle + \int_{\Omega'} (\nabla \psi_{\epsilon'} - B \nabla \psi_{\epsilon'}). \nabla \phi \, dx.
\]
Passing to the limit is easy now and we get,
\[
\lim_{\epsilon' \to 0} \int_{\Omega'} B \nabla \psi_{\epsilon'} \cdot \nabla \psi_{\epsilon'} \phi \, dx = < \mu, \psi \phi > + \int_{\Omega} \nabla \psi \cdot \nabla \phi \, dx \\
= < \mu, \psi \phi > + < -\Delta \psi, \phi > \\
= < \mu_B, \phi >.
\]
This completes the proof. ■

Corollary 5.2.1 $\mu_B$ is a positive measure. ■

Proof: Theorem 5.2.2 implies that $\mu_B$ is a positive distribution. Hence, by Riesz Representation Theorem it is a positive measure. ■

We now prove a result on the partial uniqueness of $\mu_B$.

Theorem 5.2.3 Suppose that $\mu_0$ and $\mu_1$ are measures. Let $f \in H^{-1}(\Omega)$ and let $u_{\epsilon}$ solve the Dirichlet problem (5.1.3) and let $u$ solve (5.1.4) for this data. Then, $\bar{u}_{\epsilon} \rightharpoonup u$ weakly in $H^1_0(\Omega)$ (cf. [12]). Suppose that for every $f \in H^{-1}(\Omega)$,
\[
B \nabla u_{\epsilon} \cdot \nabla u_{\epsilon} \rightarrow B \nabla u \cdot \nabla u + u^2 \mu_0 \text{ in } D'(\Omega) \text{ and,} \\
B \nabla u_{\epsilon} \cdot \nabla u_{\epsilon} \rightarrow B \nabla u \cdot \nabla u + u^2 \mu_1 \text{ in } D'(\Omega).
\]
Then $\mu_0 = \mu_1$ in $D'(\Omega)$.

Proof: Let $v \in H^1_0(\Omega)$ be arbitrary. Then $\Delta v \in H^{-1}(\Omega)$. Since, $\mu \in W^{-1,\infty}(\Omega)$, we also have $v\mu \in H^{-1}(\Omega)$. Thus we are allowed to take $f \equiv -\Delta v + v \mu$ in the hypothesis. Now, let $u_{\epsilon}$ be the solution of (5.1.3) with right hand side $Q_{\epsilon} f$. Then
$\bar{u}_\varepsilon \rightharpoonup u$ weakly in $H^1_0(\Omega)$ where $u$ solves

$$-\Delta u + u\mu = -\Delta v + v\mu \text{ in } \Omega,$$

$$u = 0 \text{ on } \partial\Omega.$$  

Since $\mu$ is a positive measure, the solution to the above equation is unique and therefore, $u \equiv v$. Now, from the hypothesis of the theorem, we conclude that,

$$v^2 \mu_0 = v^2 \mu_1 \text{ in } D'(\Omega).$$

But $v \in H^1_0(\Omega)$ was arbitrary. For any $\omega \subset \subset \Omega$, we choose $v \in D(\Omega)$ such that $v \equiv 1$ on $\omega$. Then, $\mu_0(\phi) = \mu_1(\phi)$ for any $\phi \in D(\Omega)$ with $\text{supp}\phi \subset \omega$. That is, $\mu_0|_\omega = \mu_1|_\omega$ or $\mu_0 = \mu_1$ in $D'(\omega)$. As this holds, for all $\omega \subset \subset \Omega$, we have $\mu_0 = \mu_1$ in $D'(\Omega)$. This ends the proof. $\blacksquare$

The proof of Theorem 5.2.1 becomes simpler, when a strong corrector result of Cioranescu and Murat (cf. [12]) holds. The corrector result is as follows:

**Proposition 5.2.2** Let $f \in L^2(\Omega)$ and let $u_\varepsilon$ be the solution of (5.1.3) and let $u$ be the solution of (5.1.4). Then, $\bar{u}_\varepsilon \rightharpoonup u$ weakly in $H^1_0(\Omega)$. Further assume that $u$ is $C^1_0(\Omega)$, then

$$\bar{u}_\varepsilon - uw_\varepsilon \to 0 \text{ strongly in } H^1_0(\Omega). \blacksquare$$  \hspace{1cm} (5.2.13)

When this holds we can give a proof of Theorem 5.2.1 using Theorem 5.2.2 as follows.

**Alternate Proof of Theorem 5.2.1:** Set $r_\varepsilon = \bar{u}_\varepsilon - uw_\varepsilon$. By Proposition 5.2.2, $r_\varepsilon \to 0$ strongly in $H^1_0(\Omega)$. Therefore,

$$I_\varepsilon = \int_{\Omega_\varepsilon} B\nabla u_\varepsilon \cdot \nabla u_\varepsilon \, dx = \int_{\Omega} B\nabla \bar{u}_\varepsilon \cdot \nabla \bar{u}_\varepsilon \, dx = \int_{\Omega} B\nabla(uw_\varepsilon) \cdot \nabla(uw_\varepsilon) \, dx + o(1).$$

Now, since $\nabla w_\varepsilon \rightharpoonup 0$ weakly in $H^1_0(\Omega)$ and $B$ and $u$ are bounded functions on $\Omega$,

$$\int_{\Omega} B\nabla(uw_\varepsilon) \cdot \nabla(uw_\varepsilon) \, dx = \int_{\Omega} B\nabla w_\varepsilon \cdot \nabla w_\varepsilon u^2 \, dx$$

$$+ \int_{\Omega} B\nabla u \cdot \nabla uw_\varepsilon^2 \, dx + o(1).$$
Note that, in Theorem 5.2.2, it is possible to take $\phi = u$ and the same proof works. Therefore, using Theorem 5.2.2 and the strong convergence of $w_{\epsilon'}$ to 1 in $L^2(\Omega)$, we conclude that,

$$\lim_{\epsilon' \to 0} I_{\epsilon'} = \langle \mu_B, u^2 \rangle + \int_{\Omega} B \nabla u \cdot \nabla u \, dx.$$ 

This proves (5.2.10). The proof of (5.2.11) is similar. ■

5.3 The Homogenized Problem

**Case $a_\epsilon = O(c_\epsilon)$**: As remarked in Section 2.1, the function $F^2$ defined there and the space $U_{ad}$ which corresponds to the particular choice of $U_{\epsilon d}$ satisfy the hypotheses of Lemma 2.1.1. We also remark that, by Rellich’s compactness theorem, $w_\epsilon \to 1$ strongly in $L^2(\Omega)$; so, passing to the limit in the identity, $\chi_\epsilon w_\epsilon = w_\epsilon$ we conclude that $\chi$ is the constant function which takes value the 1 in $\Omega$. From Theorem 5.2.1 it is possible to conclude that the function $F^1$ defined below satisfies the remaining hypothesis of Lemma 2.1.1.

$$F^1(\theta) = \frac{1}{2} \int_{\Omega} B \nabla u \cdot \nabla u \, dx + \int_{\Omega} u^2 \, d\mu_B,$$

where $u = u(\theta)$ solves the Dirichlet problem,

$$\begin{align*}
-\Delta u + \mu u &= g + \theta \text{ in } \Omega, \\
u &= 0 \text{ on } \partial \Omega.
\end{align*}$$

Thus, the limiting optimal control problem is: minimize the cost functional

$$J(\theta) = \frac{1}{2} \int_{\Omega} B \nabla u \cdot \nabla u \, dx + \int_{\Omega} u^2 \, d\mu_B + \frac{N}{2} \int_{\Omega} \theta^2 \, dx$$

over $\theta$ in $U_{ad}$, where $u = u(\theta)$ is as given above.

**Case $a_\epsilon << c_\epsilon$**: The same conclusions as in the previous case but both $\mu$ and $\mu_B$ are identically zero.

**Case $a_\epsilon >> c_\epsilon$**: We have seen that $\int_{\Omega_\epsilon} B \nabla u_\epsilon \cdot \nabla u_\epsilon \, dx \to 0$. Thus, $F^1$ is the
identically zero function. So, the limiting optimal control problem is: minimize the functional

\[ J(\theta) = \frac{1}{2} \int_{\Omega} \frac{\theta^2}{\chi} \, dx \]  

(5.3.1)

over \( \theta \in U_{ad} \) where \( U_{ad} \) is one of (2.1.10), provided we assume that \( \chi^{-1} \in L^\infty \). That is, the limiting optimal control is the projection of 0 onto \( U_{ad} \) in the space \( L^2(\Omega, \frac{dx}{\chi}) \).
Part II

Flow in porous media
Chapter 6

Correctors for a flow in a partially fissured medium

6.1 Introduction

A fissured medium consists of a porous and permeable matrix interlaced, on a fine scale, by a system of highly permeable fissures. Fluid flow in such a medium takes place, primarily, through the fissures. The fissured medium is said to be totally fissured if the matrix is broken up into disjoint cells by the fissures. In this case, there is no direct flow through the matrix but only an exchange of fluids between the cells and the surrounding fissures. If, on the other hand, the matrix is connected there is a global flow through the matrix as well. This is the partially fissured case and this is the one we will consider.

The exact microscopic model for flow in a fissured medium, written as a classical interface problem, is both analytically and numerically intractable. But, by modelling the flow on two separate scales, one microscopic and the other macroscopic, the approximate global behaviour of the flow can be obtained from a knowledge of the flow in a typical cell and the flow in a homogenized problem. Such a model for flow in a partially fissured medium was considered by Douglas, Peszyńska and Showalter [20] assuming the diffusion operator to be linear; and later, by Clark and
Showalter [14], assuming the diffusion operator to be quasi-linear. The models were
homogenized in the framework of two-scale convergence, while assuming weak mono-
tonicity conditions on the quasi-linear operator. Though, by this, it was shown that
the first two terms in the asymptotic expansion of the flow approximate the flow of
the exact micro-model, the approximation was only in a weak sense. By assuming
that the quasi-linear operator is strongly monotone, we show that the approximation
is strong. This is a corrector result.

Such a corrector result is proved for the homogenization of quasi-linear equations

$$- \text{div} \left( a \left( \frac{x}{\varepsilon}, \nabla \varepsilon \right) \right) = f$$

(6.1.1)

by Dal Maso and DeFranceschi [17] under some strong monotonicity conditions on
the function $a$. Later, the proof of the corrector result was greatly simplified using
the two-scale convergence method by Allaire [1]. The results of these papers provide
the inspiration for the result proved in this chapter.

The plan of this chapter is as follows. In Section 6.2, we describe the micro-
model for flow in a partially fissured medium as considered in [14]. In Section 6.3,
we recall the results on the homogenization of this model, obtained by Clark and
Showalter in [14], under weak monotonicity of the diffusion operator. In Section 6.4,
we obtain corrector results, under strong monotonicity conditions.

The results of this chapter appeared in Rajesh [33].

6.2 The Micro-Model

The flow domain $\Omega$ is a bounded open set in $\mathbb{R}^n$. It is made up of fissures $\Omega^i$ and a
matrix $\Omega^2$, both having a periodic micro structure. The micro structure is obtained
by tesellating $\mathbb{R}^n$ with the cells $\varepsilon Y$ where $Y = [0,1]^n$; the region occupied by the
fissure and the matrix in the cell $Y$ are denoted by $Y^1$ and $Y^2$, respectively. The
micro-structure on $\Omega$ is obtained by restriction of the micro-structure on $\mathbb{R}^n$ to $\Omega$.
It is assumed that $\Omega^1$ and $\Omega^2$ are connected.
\[ \chi_j(y) \] will denote the characteristic function of \( Y_j \) \((j=1, 2)\) extended \( Y \)-periodically to all of \( \mathbb{R}^N \). Then, \( \chi^\epsilon_j(\xi) \) is clearly the characteristic function of \( \Omega^\epsilon_j \); this will simply be denoted by \( \chi^\epsilon_j \). \( \Gamma_{1,2} = \partial \Omega^\epsilon_1 \cap \partial \Omega^\epsilon_2 \cap \Omega \) will denote the interface of \( \Omega^\epsilon_1 \) with \( \Omega^\epsilon_2 \) which is interior to \( \Omega \) and, \( \Gamma_{1,2} = \partial Y_1 \cap \partial Y_2 \cap Y \) will denote the corresponding interface in the reference cell. We also set \( \Omega^\epsilon_3 = \Omega^\epsilon_2, \ Y_3 = Y_2, \) and \( \chi_3 = \chi_2 \), to be used to simplify notation at times.

Let \( \mu_j : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R}^N \ (j = 1, 2, 3) \) be Carathéodory functions \( Y \)-periodic in the second variable for which there exist positive constants \( k, C, c_0 \) and \( 1 < p < \infty \) such that for every \( \xi, \eta \in \mathbb{R}^N \) and a.e. \( y \in Y \)

\[ |\mu_j(y, \xi)| \leq C|\xi|^{p-1} + k \]  
\[ (\mu_j(y, \xi) - \mu_j(y, \eta)).(\xi - \eta) \geq 0 \]  
\[ \mu_j(y, \xi).\xi \geq c_0|\xi|^p - k. \]

Let \( c_j \in C_\infty^2(Y) \ (j = 1, 2, 3) \) be continuous \( Y \)-periodic functions on \( \mathbb{R}^N \) such that

\[ 0 < c_0 \leq c_j \leq C. \]

The exact microscopic model for diffusion in a partially fissured medium is given by the system

\[ c_1(\frac{x}{\epsilon})\frac{\partial u_1^\epsilon}{\partial t} - \text{div} \mu_1 \left( \frac{x}{\epsilon}, \nabla u_1^\epsilon \right) = 0 \text{ in } \Omega^\epsilon_1 \]  
\[ c_2(\frac{x}{\epsilon})\frac{\partial u_2^\epsilon}{\partial t} - \text{div} \mu_2 \left( \frac{x}{\epsilon}, \nabla u_2^\epsilon \right) = 0 \text{ in } \Omega^\epsilon_2 \]  
\[ c_3(\frac{x}{\epsilon})\frac{\partial u_3^\epsilon}{\partial t} - \epsilon \text{div} \mu_3 \left( \frac{x}{\epsilon}, \epsilon \nabla u_3^\epsilon \right) = 0 \text{ in } \Omega^\epsilon_3 \]  
\[ \alpha u_2^\epsilon + \beta u_3^\epsilon = u_1^\epsilon \text{ on } \Gamma^\epsilon_{1,2} \]  
\[ \alpha \mu_1 \left( \frac{x}{\epsilon}, \nabla u_1^\epsilon \right).\nu^\epsilon = \mu_2 \left( \frac{x}{\epsilon}, \nabla u_2^\epsilon \right).\nu^\epsilon \]  
\[ \beta \mu_1 \left( \frac{x}{\epsilon}, \nabla u_1^\epsilon \right).\nu^\epsilon = \epsilon \mu_3 \left( \frac{x}{\epsilon}, \epsilon \nabla u_3^\epsilon \right).\nu^\epsilon \]

where the last two conditions hold on \( \Gamma^\epsilon_{1,2} \). We have the homogeneous Neumann
condition on the external boundary

\[ \mu_1 \left( \frac{x}{\varepsilon}, \nabla u_1^\varepsilon \right) \cdot \nu = 0 \text{ on } \partial \Omega_1^\varepsilon \cap \partial \Omega \]  \hspace{1cm} (6.2.11)

\[ \mu_2 \left( \frac{x}{\varepsilon}, \nabla u_2^\varepsilon \right) \cdot \nu = 0 \text{ on } \partial \Omega_2^\varepsilon \cap \partial \Omega \]  \hspace{1cm} (6.2.12)

\[ \mu_3 \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_3^\varepsilon \right) \cdot \nu = 0 \text{ on } \partial \Omega_3^\varepsilon \cap \partial \Omega \]  \hspace{1cm} (6.2.13)

where \( \nu \) denotes the outward normal on \( \partial \Omega \).

The system is completed by the initial conditions

\[ u_j^\varepsilon(0, \cdot) = u_j^0 \in L^2(\Omega), \quad 1 \leq j \leq 3. \]  \hspace{1cm} (6.2.14)

\( u_j^\varepsilon(x, t) \) is the flow in the fissures \( \Omega_j^\varepsilon \) with the flux given by \( -\mu_1 \left( \frac{x}{\varepsilon}, \nabla u_1^\varepsilon \right) \). The flow in the matrix has two components: \( u_2^\varepsilon(x, t) \) with the flux \( -\mu_2 \left( \frac{x}{\varepsilon}, \nabla u_2^\varepsilon \right) \), is the usual flow through the matrix and, the slow scale flow \( u_3^\varepsilon(x, t) \) with flux \( -\varepsilon \mu_3 \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_3^\varepsilon \right) \), leading to local storage in the matrix. The “total flow” in the matrix is \( \alpha u_2^\varepsilon + \beta u_3^\varepsilon \), where \( \alpha + \beta = 1 \) with \( \alpha \geq 0, \beta > 0 \). (6.2.8) represents the continuity of flow across the interface and (6.2.9), (6.2.10) determine the partition of flux across the interface.

We now describe the variational formulation needed to study the well posedness of the Cauchy problem. The state space is the Hilbert space

\[ H_\varepsilon \equiv L^2(\Omega_1^\varepsilon) \times L^2(\Omega_2^\varepsilon) \times L^2(\Omega_3^\varepsilon) = L^2(\Omega_1^\varepsilon) \times L^2(\Omega_2^\varepsilon)^2 \]

equipped with the inner product

\[ \left( [u_1, u_2, u_3], [\phi_1, \phi_2, \phi_3] \right)_{H_\varepsilon} = \sum_{j=1}^{3} \int_{\Omega_j^\varepsilon} c_j \left( \frac{x}{\varepsilon} \right) u_j(x) \phi_j(x) \, dx. \]

Define the energy space

\[ B_\varepsilon \equiv H_\varepsilon \cap \{ \overline{\mathbf{u}}^\varepsilon \in W^{1,p}(\Omega_1^\varepsilon) \times W^{1,p}(\Omega_2^\varepsilon)^2 : u_1 = \alpha u_2 + \beta u_3 \text{ on } \Gamma_{1,2}^\varepsilon \} \]

where \( \overline{\mathbf{u}}^\varepsilon = (u_1, u_2, u_3) \). \( B_\varepsilon \) is a Banach space with the norm

\[ \| [u_1, u_2, u_3] \|_{B_\varepsilon} = \sum_{j=1}^{3} \| \chi_j^\varepsilon u_j \|_{L^2(\Omega)} + \sum_{j=1}^{3} \| \chi_j^\varepsilon \nabla u_j \|_{L^p(\Omega)}. \]
Define the operator $A_\varepsilon : B_\varepsilon \rightarrow B'_\varepsilon$ (where $B'_\varepsilon$ denotes the dual of $B_\varepsilon$) by,

$$A_\varepsilon ([u_1, u_2, u_3]) ([\phi_1, \phi_2, \phi_3]) = \sum_{j=1}^{2} \int_{\Omega} \mu_j \frac{\varepsilon}{\varepsilon + 1} \nabla u_j : \nabla \phi_j \, dx + \int_{\Omega} \mu_3 \frac{\varepsilon}{\varepsilon + 1} \varepsilon \nabla u_3 : \varepsilon \nabla \phi_3 \, dx$$

for $[u_1, u_2, u_3], [\phi_1, \phi_2, \phi_3] \in B_\varepsilon$.

Let $V_\varepsilon \equiv \{ \overline{u}^2 \in L^p([0, T]; B_\varepsilon) \} : (\overline{u}^2)' \in L^q([0, T]; B'_\varepsilon) \}$, $q$ being $p/(p - 1)$.

For $\varepsilon > 0$, the Cauchy problem is equivalent to finding a solution $\overline{u}^2 \in V_\varepsilon$ to the problem

$$\frac{d \overline{u}^2}{dt} + A_\varepsilon \overline{u}^2 = 0 \text{ in } L^q([0, T]; B'_\varepsilon) \tag{6.2.15}$$

$$\overline{u}^2(0) = \overline{u}_0^2 \text{ in } H_\varepsilon \tag{6.2.16}$$

and this problem is well-posed, thanks to the conditions (6.2.1)-(6.2.3) (cf. Showalter [34]). We end with an identity (cf. [14]),

$$\frac{1}{2} \left\| \overline{u}^2(T) \right\|_{H_\varepsilon}^2 - \frac{1}{2} \left\| \overline{u}^2(0) \right\|_{H_\varepsilon}^2 + \int_0^T A_\varepsilon (\overline{u}^2) (\overline{u}^2) dt = 0. \tag{6.2.17}$$

### 6.3 Homogenization

The micro-model presented in the previous section was homogenized in [14], using two-scale convergence; we recall the main results.

In this case, the definition of two-scale convergence (cf. [1], [14]) is the following.

**Definition 6.3.1** A function, $\psi(t, x, y) \in L^q([0, T] \times \Omega, C_2(Y))$, which is $Y$-periodic in $y$ and satisfies

$$\lim_{\varepsilon \to 0} \int_0^T \int_{\Omega} \psi(t, x, \frac{x}{\varepsilon})^q \, dx \, dt = \int_0^T \int_{\Omega} \int_Y \psi(t, x, y)^q \, dy \, dx \, dt$$

is called an admissible test function.

**Definition 6.3.2** A sequence $f^\varepsilon$ in $L^p([0, T] \times \Omega)$ two-scale converges to a function

$f(t, x, y) \in L^p([0, T] \times \Omega \times Y)$ if for any admissible test function $\psi(t, x, y)$,

$$\lim_{\varepsilon \to 0} \int_0^T \int_{\Omega} f^\varepsilon(t, x) \psi(t, x, \frac{x}{\varepsilon}) \, dx \, dt = \int_0^T \int_{\Omega} \int_Y f(t, x, y) \psi(t, x, y) \, dy \, dx \, dt$$

We write $f^\varepsilon \rightarrow f$. 
Remark 6.3.1 The space of admissible functions used in the definition of two-scale convergence differs from the one used in Chapter 3. But this is justified by Remark 3.2.3. Two-scale convergence is also obtainable for sequences in $L^p$ spaces, $1 < p < \infty$ (cf. Allaire [1]).

Proposition 6.3.1 [14] Let $\bar{u}^\varepsilon$ be the solution of the Cauchy problem (6.2.5)-(6.2.14). The following estimate holds

$$\sum_{j=1}^{2} \left\| \chi_j^\varepsilon \nabla u_j^\varepsilon \right\|_{p,\Omega}^p + \left\| \chi_2^\varepsilon \nabla u_2^\varepsilon \right\|_{p,\Omega}^p \leq \frac{C}{2C} \sum_{j=1}^{3} \left\| u_j^0 \right\|_{2,\Omega}^2. \tag{6.3.1}$$

Proposition 6.3.2 [14] Let $\bar{u}^\varepsilon$ be the solution of the Cauchy problem (6.2.5)-(6.2.14). There exist functions $u_j$ in $L^p([0,T];W^{1,p}(\Omega))$, $j = 1, 2$ and functions $U_j$ in $L^p([0,T] \times \Omega; W^{1,p}_1(Y_j) / H)$, $j = 1, 2, 3$ such that, for a subsequence of $\bar{u}^\varepsilon$, (to be indexed by $\varepsilon$ again) the following hold:

$$x_j^\varepsilon u_j^\varepsilon \rightharpoonup x_j(y)u_j(t,x), \quad j = 1, 2,$$

$$x_2^\varepsilon u_3^\varepsilon \rightharpoonup x_2(y)U_3(t,x,y),$$

$$x_j^\varepsilon \nabla u_j^\varepsilon \rightharpoonup x_j(y)(\nabla_x u_j(t,x) + \nabla_y U_j(t,x,y)), \quad j = 1, 2,$$

$$x_2^\varepsilon \nabla u_3^\varepsilon \rightharpoonup x_2(y)\nabla_y U_3(t,x,y),$$

$$x_j^\varepsilon \mu_j^\varepsilon(\frac{x}{\varepsilon}, \nabla u_j^\varepsilon) \rightharpoonup x_j(y)\mu_j(y, \nabla_x u_j + \nabla_y U_j), \quad j = 1, 2,$$

$$x_2^\varepsilon \mu_3^\varepsilon(\frac{x}{\varepsilon}, \varepsilon \nabla u_3^\varepsilon) \rightharpoonup x_2(y)\mu_3(y, \nabla_y U_3),$$

$$x_j^\varepsilon u_j^\varepsilon(T,x) \rightharpoonup x_j(y)u_j(T,x), \quad j = 1, 2,$$

$$x_2^\varepsilon u_3^\varepsilon(T,x) \rightharpoonup x_2(y)U_3(T,x,y) \text{ and,}$$

$$u_1(t,x) = \alpha u_2(t,x) + \beta U_3(t,x,y) \text{ for all } y \in \Gamma_{1,2}. \qed$$

Proposition 6.3.3 [14] The functions $u_1, u_2, U_1, U_2, U_3$ satisfy the homogenized sys-
\[ \text{term} \]
\[ - \sum_{j=1}^{2} \int_{\Omega} \int_{Y_j} c_j(y) u_j \frac{\partial \phi_j}{\partial t} \, dy \, dx \, dt - \int_{\Omega} \int_{Y_2} c_3(y) u_3 \frac{\partial \Phi_3}{\partial t} \, dy \, dx \, dt 
- \sum_{j=1}^{2} \int_{\Omega} \int_{Y_j} c_j(y) u_j^0 \phi_j(0, x) \, dy \, dx - \int_{\Omega} \int_{Y_2} c_3(y) u_3^0 \Phi_3(0, x, y) \, dy \, dx 
+ \sum_{j=1}^{2} \int_{\Omega} \int_{Y_j} \mu_j(y, \nabla_x u_j + \nabla_y U_j)(\nabla_x \phi_j + \nabla_y \Phi_j) \, dy \, dx \, dt 
+ \int_{0}^{T} \int_{\Omega} \int_{Y_2} \mu_3(y, \nabla_y U_3)(\nabla_y \Phi_3) \, dy \, dx \, dt = 0 \] (6.3.2)

for all

\[ \phi_j(t, x) \in L^p([0, T]; W^{1,p}(\Omega)), \ j = 1, 2 \]
\[ \Phi_j(t, x, y) \in L^p([0, T] \times \Omega; W^{1,p}_x(Y_j)), \ j = 1, 2, 3 \]

satisfying

\[ \frac{\partial \phi_j}{\partial t} \in L^q([0, T]; W^{-1,q}_x(\Omega)), \ j = 1, 2 \]
\[ \frac{\partial \Phi_j}{\partial t} \in L^q([0, T] \times \Omega; (W^{1,p}_x(Y_j))'), \ j = 1, 2, 3 \]

\[ \beta \Phi_3(t, x, y) = \phi_1(t, x) - \alpha \phi_2(t, x) \text{ for all } y \in \Gamma_{1,2} \text{ and,} \]

\[ \phi_1(T, x) = \phi_2(T, x) = \Phi_3(T, x, y) = 0. \]

The strong form of the homogenized problem has the following description. The state space is \( H \equiv L^2(\Omega) \times L^2(\Omega) \times L^2(\Omega \times Y_2) \) equipped with the scalar product

\[ (\overline{\psi}, \overline{\phi})_H = \sum_{j=1}^{2} \int_{\Omega} \int_{Y_j} c_j(y) \psi_j(x) \phi_j(x) \, dy \, dx 
+ \int_{\Omega} \int_{Y_2} c_3(y) \Psi_3(x, y) \Phi_3(x, y) \, dy \, dx \]

for every \( \overline{\psi} = [\psi_1, \psi_2, \Psi_3], \overline{\phi} = [\phi_1, \phi_2, \Phi_3] \in H \). Define the energy space,

\[ B \equiv \{ [\phi_1, \phi_2, \Phi_3] \in H \cap W^{1,p}(\Omega) \times W^{1,p}(\Omega) \times L^2(\Omega; W^{1,p}_x(Y_2))/R \}
: \beta \Phi_3(x, y) = \phi_1(x) - \alpha \phi_2(x, y) \text{ for all } y \in \Gamma_{1,2} \}

and the corresponding evolution space \( V \equiv L^p([0, T]; B) \).
Proposition 6.3.4 \([14]\) \( \bar{w} = [u_1, u_2, U_3] \in V \) and is the solution of the strong homogenized system,

\[
\left( \int_{Y_1} c_1(y) \, dy \right) \frac{\partial u_1}{\partial t}(t, x) + \frac{1}{\beta} \frac{\partial}{\partial t} \left( \int_{Y_2} c_3(y) U_3(t, x, y) \, dy \right) = \text{div}_x \left( \int_{Y_1} \mu_1(y, \nabla_x u_1 + \nabla_y U_1) \, dy \right) \tag{6.3.3}
\]

\[
\left( \int_{Y_2} c_2(y) \, dy \right) \frac{\partial u_2}{\partial t}(t, x) - \alpha \frac{\partial}{\partial t} \left( \int_{Y_2} c_3(y) U_3(t, x, y) \, dy \right) = \text{div}_x \left( \int_{Y_2} \mu_2(y, \nabla_x u_2 + \nabla_y U_2) \, dy \right) \tag{6.3.4}
\]

\[
c_3(y) \frac{\partial U_3(t, x, y)}{\partial t} - \text{div}_y \mu_3(y, \nabla U_3(t, x, y)) = 0 \tag{6.3.5}
\]

where \( U_3(t, x, y) \) and \( \mu_3(y, \nabla_y U_3(t, x, y)) \) are \( Y \)-periodic and,

\[
\beta U_3(t, x, y) = u_1(t, x) - \alpha u_2(t, x) \text{ for } y \in \Gamma_{1,2} \tag{6.3.6}
\]

with boundary conditions

\[
\int_{Y_1} \mu_1(y, \nabla_x u_1 + \nabla_y U_1) \, dy \nu = 0 \text{ on } \partial \Omega \tag{6.3.7}
\]

\[
\int_{Y_2} \mu_2(y, \nabla_x u_2 + \nabla_y U_2) \, dy \nu = 0 \text{ on } \partial \Omega \tag{6.3.8}
\]

and initial conditions

\[
u_j(0, x) = u^0_j(x) \quad j = 1, 2; \quad U_3(0, x, y) = u^0_3(x) \tag{6.3.9}
\]

The functions \( U_j(t, x, y) \) solve the cell problems,

\[
\text{div}_y \mu_j(y, \nabla_x u_j(t, x) + \nabla_y U_j(t, x, y)) = 0 \text{ for } y \in Y_j \tag{6.3.10}
\]

\[
\mu_j(y, \nabla_x u_j(t, x) + \nabla_y U_j(t, x, y)) \nu = 0 \text{ on } \Gamma_{1,2} \text{ and } Y \text{-periodic on } \Gamma_{1,2} \text{ for } j = 1, 2. \quad \text{In the above, } t, x \text{ are treated as parameters and the cell equations are solved.} \]
For $\xi \in \mathbb{R}^N$, define the following functions:

$$\lambda_j(\xi) = \int_{\Omega_j} \mu_j(y, \xi + \nabla_y V_j^\xi(y)) \, dy, \quad j = 1, 2$$  \hspace{1cm} (6.3.12)

where $V_j^\xi$ is the $Y$-periodic solution of

$$\text{div}_y \mu_j(y, \xi + \nabla_y V_j^\xi(y)) = 0 \quad \text{in} \quad \Omega_j$$  \hspace{1cm} (6.3.13)

$$\mu_j(y, \xi + \nabla_y V_j^\xi(y)) \cdot \nu = 0 \quad \text{on} \quad \Gamma_{1,2}$$  \hspace{1cm} (6.3.14)

Then, because of (6.3.10), (6.3.11), the right hand sides in (6.3.3), (6.3.4) can be replaced by the functions $\text{div}_x \lambda_1(\nabla_x u_1(t, x))$ and $\text{div}_x \lambda_2(\nabla_x u_2(t, x))$ respectively. Also the left hand sides of (6.3.7), (6.3.8) can be replaced by $\lambda_1(\nabla_x u_1) \cdot \nu$ and $\lambda_2(\nabla_x u_2) \cdot \nu$ respectively.

**Remark 6.3.2** We note that the functions $\lambda_j$ can be interpreted as the integrands in the $\Gamma$-limit of the functionals

$$F_{j, \varepsilon}(\nabla v) = \int_\Omega \chi_j \mu_j \left( \frac{x}{\varepsilon}, \nabla v \right) \, dx.$$  

In fact, $\Gamma - \lim F_{j, \varepsilon}(\nabla v) = \int_\Omega \lambda_j(\nabla v) \, dx$ (cf. Dal Maso [16]). Further, the functions $\lambda_j$, $j = 1, 2$ satisfy conditions (6.2.1)-(6.2.3) for the same $p$ but maybe for different constants $\tilde{k}, \tilde{C}, c_0$ (cf. [17], [10]).

**Proposition 6.3.5** [14] The following energy identity holds

$$\frac{1}{2} \sum_{j=1}^2 \int_{\Omega \times Y_j} c_j(y)|u_j(T, x)|^2 \, dy \, dx + \frac{1}{2} \int_{\Omega \times Y_2} c_3(y)|U_3(T, x, y)|^2 \, dy \, dx$$

$$- \frac{1}{2} \sum_{j=1}^2 \int_{\Omega \times Y_j} c_j(y)|u_j^0(x)|^2 \, dy \, dx - \frac{1}{2} \int_{\Omega \times Y_2} c_3(y)|u_3^0(x)|^2 \, dy \, dx$$

$$+ \sum_{j=1}^2 \int_0^T \int_{\Omega \times Y_j} \mu_j(y, \nabla_x u_j + \nabla_y U_j) \cdot (\nabla_x u_j + \nabla_y U_j) \, dy \, dx \, dt$$

$$+ \int_0^T \int_{\Omega \times Y_2} \mu_3(y, \nabla_y U_3) \cdot \nabla_y U_3 \, dy \, dx \, dt = 0.$$
6.4 Correctors

We now prove corrector results for the gradient of flows under stronger hypotheses on \( \mu_j \)'s than (6.2.1)-(6.2.3). Let \( k_1, k_2 > 0 \) be constants and assume now that the \( \mu_j \)'s are Carathéodory functions, \( Y \)-periodic in the second variable, satisfying for \( \xi, \eta \in R^N \) with \( |\xi| + |\eta| > 0 \) and a.e. \( y \in Y \):

\[
\mu_j(y, 0) = 0, \quad (6.4.1)
\]

\[
|\mu_j(y, \xi) - \mu_j(y, \eta)| \leq k_1 (|\xi| + |\eta|)^{p-2} |\xi - \eta|, \quad (6.4.2)
\]

\[
(\mu_j(y, \xi) - \mu_j(y, \eta)) \cdot (\xi - \eta) \geq k_2 (|\xi| + |\eta|)^{p-2} |\xi - \eta|^2. \quad (6.4.3)
\]

**Remark 6.4.1** Note that (6.4.1) and (6.4.2) imply

\[
|\mu_j(y, \xi)| \leq k_1 |\xi|^{p-1} \quad (6.4.4)
\]

and, (6.4.1) and (6.4.3) imply

\[
\mu_j(y, \xi) \cdot \xi \geq k_2 |\xi|^p. \quad (6.4.5)
\]

Thus, the new hypotheses are indeed stronger than the original hypotheses on \( \mu_j \)'s. Moreover,

\[
(\mu_j(y, \xi) - \mu_j(y, \eta)) \cdot (\xi - \eta) \geq k_2 |\xi - \eta|^p \text{ if } p \geq 2 \quad (6.4.6)
\]

\[
|\mu_j(y, \xi) - \mu_j(y, \eta)| \leq k_1 |\xi - \eta|^{p-1} \text{ if } 1 < p < 2. \quad (6.4.7)
\]

These inequalities follow from (6.4.3) and (6.4.2) and triangle inequality in \( R^N \).

**Remark 6.4.2** An example of \( \mu_j \) satisfying (6.4.1)-(6.4.3) is \( \mu_j = |\xi|^{p-2} \xi \), i.e. the corresponding diffusion operator is the \( p \)-Laplacian. Let \( \Gamma, \gamma \) be positive constants. The following class of functions, \( f \in C^0(\Omega \times R^N; R^N) \cap C^1(\Omega \times R^N \setminus \{0\}; R^N) \), which satisfy condition (6.4.1) and

\[
\sum_{j=1}^{N} \left| \frac{\partial f_j}{\partial \eta_i} \right| (x, \eta) \leq \Gamma |\eta|^{p-2}
\]

\[
\sum_{j=1}^{N} \left| \frac{\partial f_j}{\partial \eta_i} (x, \eta) \xi_i \xi_j \right| \geq \gamma |\eta|^{p-2} |\xi|^2
\]
for all \( x \in \Omega, \eta \in R^N \setminus \{0\} \) and \( \xi \in R^N \), also satisfy (6.4.1)-(6.4.3) (cf. Damascelli [18]).

Let \( u_1^\varepsilon, u_2^\varepsilon, u_3^\varepsilon \) be the solution of the Cauchy problem (6.2.5)-(6.2.14) and let \([u_1, u_2, U_1, U_2, U_3]\) be as in Section 6.3. We will denote \([0, T] \times \Omega\) by \( \Omega_T \). Define the sequence of functions

\[
\xi_j(t, x, y) = \chi_j(y) (\nabla_x u_j(t, x) + \nabla_y U_j(t, x, y)), \quad j = 1, 2, \tag{6.4.8}
\]

\[
\xi_3(t, x, y) = \chi_3(y) \nabla_y U_3(t, x, y) \tag{6.4.9}
\]

and let,

\[
\xi_j^\varepsilon(t, x) = \xi_j(t, x, x^\varepsilon), \quad j = 1, 2, 3. \tag{6.4.10}
\]

The main theorems of this Chapter are the following:

**Theorem 6.4.1** Let \( \xi_j^\varepsilon \)’s be as above and assume that the functions \( \nabla_y U_j, \quad j = 1, 2, 3 \) are admissible (cf. Definition 6.3.1), then

\[
\lim_{\varepsilon \to 0} \left\| \chi_j \left( \frac{x}{\varepsilon} \right) \left( \nabla u_j^\varepsilon(t, x) - \xi_j^\varepsilon(t, x) \right) \right\|_{p, \Omega_T} \to 0, \quad j = 1, 2,
\]

\[
\lim_{\varepsilon \to 0} \left\| \chi_j \left( \frac{x}{\varepsilon} \right) \left( \varepsilon \nabla u_j^\varepsilon(t, x) - \xi_j^\varepsilon(t, x) \right) \right\|_{p, \Omega_T} \to 0. \tag{6.4.11}
\]

**Theorem 6.4.2** Under the same assumptions as in Theorem 6.4.1

\[
\lim_{\varepsilon \to 0} \left\| \chi_j \left( \frac{x}{\varepsilon} \right) \left( \mu_j \left( \frac{x}{\varepsilon}, \nabla u_j^\varepsilon \right) - \mu_j \left( \frac{x}{\varepsilon}, \xi_j^\varepsilon(t, x) \right) \right) \right\|_{q, \Omega_T} \to 0, \quad j = 1, 2,
\]

\[
\lim_{\varepsilon \to 0} \left\| \chi_j \left( \frac{x}{\varepsilon} \right) \left( \mu_j \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_j^\varepsilon \right) - \mu_j \left( \frac{x}{\varepsilon}, \xi_j^\varepsilon(t, x) \right) \right) \right\|_{q, \Omega_T} \to 0. \tag{6.4.12}
\]

**Remark 6.4.3** Theorem 6.4.1 shows that \( \chi_j(\varepsilon) \nabla_x (u_j(t, x) + \varepsilon U_j(t, x, x^\varepsilon)) \) strongly approximates \( \chi(\varepsilon) \nabla u_j^\varepsilon(t, x) \) for \( j = 1, 2 \) in \( L^p([0, T] \times \Omega) \), whereas Proposition 6.3.2 only implies that these two sequences have the same two-scale limit and hence, the same weak limit in \( L^p \). Similarly, for the third component of the flow. Theorem 6.4.2 is about a strong approximation for the flux terms. The utility of the corrector results...
lie in the fact that the approximations involve the homogenized Cauchy problem and cell problems which are computationally simpler compared to the original Cauchy problem. In this context, it is desirable to get order of $\varepsilon$ estimates for the corrector results and, this is still open. \\}

We first prove a few lemmas yielding some limits and estimates required in proving Theorems 6.4.1 and 6.4.2.

Henceforth, $M$ will denote a generic constant which does not depend on $\varepsilon$, but probably on $p, k_1, k_2, c_0, C$, and the $L^2$ norm of the initial vector $\overrightarrow{u^0}$. Let $0 < \kappa < 1$ be a constant and $\Phi_j(t, x, y)$ be admissible test functions such that

$$
\sum_{j=1}^{3} \|
abla_y U_j - \Phi_j\|^p_{L_p([0,T] \times \Omega \times Y_j)} \leq \kappa.
$$

Note that,

$$
\Phi_j(t, x, \frac{x}{\varepsilon}) \overset{2-\varepsilon}{\longrightarrow} \Phi_j(t, x, y)
$$

for $j=1,2,3$. Define the functions:

$$
\eta_j^x(t, x) = \chi_j\left(\frac{x}{\varepsilon}\right)(\nabla_x u_j(t, x) + \Phi_j(t, x, \frac{x}{\varepsilon})), \quad j = 1, 2 \tag{6.4.11}
$$

$$
\eta_3^x(t, x) = \chi_2\left(\frac{x}{\varepsilon}\right)\Phi_3(t, x, \frac{x}{\varepsilon}). \tag{6.4.12}
$$

Then we note that the functions $\eta_j^x(t, x)$ and $\mu_j^x(\varepsilon, \eta_j^x(t, x))$ arise from admissible test functions and we have the following two-scale convergence (cf. [14]),

$$
\eta_j^x \overset{2-\varepsilon}{\longrightarrow} \chi_j(y)(\nabla_x u_j(t, x) + \Phi_j(t, x, y)) \doteq \eta_j(t, x, y), \quad j = 1, 2,
$$

$$
\eta_3^x \overset{2-\varepsilon}{\longrightarrow} \chi_2(y)\Phi_3(t, x, y) \doteq \eta_3(t, x, y),
$$

$$
\mu_j^x(\varepsilon, \eta_j^x) \overset{2-\varepsilon}{\longrightarrow} \chi_j(y)\mu_j(\varepsilon, \eta_j(t, x, y)), \quad j = 1, 2, 3.
$$

Lemma 6.4.1 (cf. Lemma 3.1 [17]) Let $1 < p < 2$ and $\phi_1, \phi_2 \in L^p(\Omega_T)^N$. Then,

$$
\|\phi_1 - \phi_2\|^p_{L_p(\Omega_T)} \leq \left[\int_0^T \int_{\Omega} |\phi_1 - \phi_2|^2 |\phi_1| + |\phi_2|)^{p-2} \chi \, dx \, dt\right]^\frac{p}{2} \times \left[\int_0^T \int_{\Omega} (|\phi_1| + |\phi_2|)^p \, dx \, dt\right]^{\frac{2-p}{2}}.
$$
where \( \chi \) denotes the characteristic function of the set

\[
\{(i, x) \in [0, T] \times \Omega : |\psi_1|(t, x) + |\psi_2|(t, x) > 0\}.
\]

**Proof:** Multiply and divide the integrand in left hand side by (\(|\psi_1| + |\psi_2|)^{(2-\rho)/2}\) and apply Hölder’s inequality to get the result. ■

**Lemma 6.4.2**

\[
\sum_{j=1}^{2} \| \chi_j(y)(\nabla u_j + \nabla U_j) \|^p_p + \| \chi_2(y)\nabla U_3 \|^p_p \leq \frac{C}{2k_2} \sum_{j=1}^{3} \| u_j \|^2_{2, \Omega}
\]

**Proof:** Follows from the energy identity (Proposition 6.3.5) and (6.4.5). ■

**Lemma 6.4.3** Let \( \xi_i, \eta_i, \xi_i^\varepsilon, \eta_i^\varepsilon, i = 1, 2, 3 \) be functions as defined above. Then,

\[
\lim_{\varepsilon \to 0} \int_0^T \int_{\Omega^\varepsilon_i} \left( \mu_i \left( \frac{x}{\varepsilon}, \nabla u_i \right) - \mu_i \left( \frac{x}{\varepsilon}, \eta_i \right) \right) \cdot (\nabla u_i^\varepsilon - \eta_i^\varepsilon) \, dx \, dt
\]

\[
\leq \sum_{j=1}^{3} \int_0^T \int_{\Omega} \left( \mu_j(y, \xi_j) - \mu_j(y, \eta_j) \right) \cdot (\xi_j - \eta_j) \, dy \, dt
\]

for \( i=1, 2 \) and

\[
\lim_{\varepsilon \to 0} \int_0^T \int_{\Omega^\varepsilon_3} \left( \mu_3 \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_3 \right) - \mu_3 \left( \frac{x}{\varepsilon}, \eta_3 \right) \right) \cdot (\varepsilon \nabla u_3^\varepsilon - \eta_3^\varepsilon) \, dx \, dt
\]

\[
\leq \sum_{j=1}^{3} \int_0^T \int_{\Omega} \left( \mu_j(y, \xi_j) - \mu_j(y, \eta_j) \right) \cdot (\xi_j - \eta_j) \, dy \, dt
\]

**Proof:** Denote the integrals appearing in the left hand sides of the above relations by \( l_1^\varepsilon, l_2^\varepsilon \) and \( l_3^\varepsilon \) respectively. Then for \( i=1, 2, 3 \), using (6.2.17), we obtain,

\[
l_1^\varepsilon \leq \sum_{j=1}^{3} \int_{\Omega} c_j \left( \frac{x}{\varepsilon} \right) |u_j^\varepsilon(x)|^2 \, dx
\]

\[
= \frac{1}{2} \sum_{j=1}^{3} \int_{\Omega} c_j \left( \frac{x}{\varepsilon} \right) |u_j^\varepsilon(T, x)|^2 \, dx
\]

\[
- \frac{2}{\varepsilon} \int_0^T \int_{\Omega} \mu_j \left( \frac{x}{\varepsilon}, \eta_j \right) \cdot (\nabla u_j^\varepsilon - \eta_j^\varepsilon) \, dx \, dt
\]

\[
- \int_0^T \int_{\Omega} \mu_3 \left( \frac{x}{\varepsilon}, \eta_3 \right) \cdot (\varepsilon \nabla u_3^\varepsilon - \eta_3^\varepsilon) \, dx \, dt
\]

\[
- \frac{2}{\varepsilon} \int_0^T \int_{\Omega} \mu_j \left( \frac{x}{\varepsilon}, \nabla u_3^\varepsilon \right) \cdot \eta_j^\varepsilon \, dx \, dt
\]

\[
- \frac{1}{\varepsilon} \int_0^T \int_{\Omega} \mu_3 \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_3^\varepsilon \right) \cdot \eta_3^\varepsilon \, dx \, dt
\]
We now use the two-scale convergence properties of various functions discussed so far to pass to the limit. We get,

$$
\lim_{\varepsilon \to 0} \sum_{j=1}^{3} t_j = \frac{1}{2} \sum_{j=1}^{3} \int_{\Omega_j} \int_{\gamma_j} c_j(y) |u_j^0(x)|^2 \, dy \, dx
$$

$$
- \lim_{\varepsilon \to 0} \frac{1}{2} \sum_{j=1}^{3} \int_{\Omega_j} c_j \left( \frac{x}{\varepsilon} \right) |u_j^\varepsilon(T, x)|^2 \, dx
$$

$$
- \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega_j} \mu_j(y, \eta_j) (\xi_j - \eta_j) \, dy \, dx \, dt
$$

$$
- \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega_j} \mu_j(y, \xi_j) \eta_j \, dy \, dx \, dt
$$

The right hand side can be written as

$$
\frac{1}{2} \sum_{j=1}^{3} \int_{\Omega_j} \int_{\gamma_j} c_j(y) |u_j^0(x)|^2 \, dy \, dx
$$

$$
- \lim_{\varepsilon \to 0} \frac{1}{2} \sum_{j=1}^{3} \int_{\Omega_j} c_j \left( \frac{x}{\varepsilon} \right) |u_j^\varepsilon(x, T)|^2 \, dx
$$

$$
+ \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega_j} \mu_j(y, \xi_j) - \mu_j(y, \eta_j) (\xi_j - \eta_j) \, dy \, dx \, dt
$$

$$
- \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega_j} \mu_j(y, \xi_j) \xi_j \, dy \, dx \, dt
$$

which, using Proposition 6.3.5 to replace the last expression, is nothing but,

$$
\frac{1}{2} \sum_{j=1}^{2} \int_{\Omega_j} \int_{\gamma_j} c_j(y) |u_j(T, x)|^2 \, dy \, dx
$$

$$
+ \frac{1}{2} \int_{\Omega_2} \int_{\gamma_2} c_3(y) |U_3(T, x, y)|^2 \, dy \, dx
$$

$$
- \lim_{\varepsilon \to 0} \frac{1}{2} \sum_{j=1}^{3} \int_{\Omega_j} c_j \left( \frac{x}{\varepsilon} \right) |u_j^\varepsilon(T, x)|^2 \, dx
$$

$$
+ \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega_j} \mu_j(y, \xi_j) - \mu_j(y, \eta_j) (\xi_j - \eta_j) \, dy \, dx \, dt
$$

However, by standard arguments,

$$
\sum_{j=1}^{2} \int_{\Omega_j} \int_{\gamma_j} c_j(y) |u_j(T, x)|^2 \, dy \, dx
$$

$$
+ \int_{\Omega_2} \int_{\gamma_2} c_3(y) |U_3(T, x, y)|^2 \, dy \, dx
$$

$$
\leq \lim_{\varepsilon \to 0} \sum_{j=1}^{3} \int_{\Omega_j} c_j \left( \frac{x}{\varepsilon} \right) |u_j^\varepsilon(T, x)|^2 \, dx
$$

This completes the proof. \[\square\]
Lemma 6.4.4 Let $\xi_j, \eta_j, \kappa$ be as before. Then,
\[
\sum_{j=1}^{3} \int_0^T \int_{\Omega} \int_{Y_j} (\mu_j(y, \xi_j) - \mu_j(y, \eta_j)) \cdot (\xi_j - \eta_j) \, dy \, dx \, dt \leq M \kappa^{\delta(p)}
\]
where
\[
\delta(p) = \begin{cases} 
1 & \text{if } 1 < p < 2, \\
\frac{2}{p} & \text{if } p \geq 2.
\end{cases}
\]

Proof: Let the left hand side of the estimate be denoted by $S$.

Case 1: $1 < p < 2$. Using (6.4.7) we get,
\[
S \leq \sum_{j=1}^{3} \int_0^T \int_{\Omega} \int_{Y_j} |(\mu_j(y, \xi_j) - \mu_j(y, \eta_j)| |(\xi_j - \eta_j)| \, dy \, dx \, dt 
\]
\[
\leq k_1 \sum_{j=1}^{3} \int_0^T \int_{\Omega} \int_{Y_j} |\xi_j - \eta_j|^p \, dy \, dx \, dt 
\]
\[
\leq M \kappa.
\]

Case 2: $2 \leq p$. Using (6.4.2) and Hölder’s inequality we get,
\[
S \leq \sum_{j=1}^{3} \int_0^T \int_{\Omega} \int_{Y_j} |\mu_j(y, \xi_j) - \mu_j(y, \eta_j)| |\xi_j - \eta_j| \, dy \, dx \, dt 
\]
\[
\leq k_1 \sum_{j=1}^{3} \int_0^T \int_{\Omega} \int_{Y_j} |\xi_j - \eta_j|^2 |(|\xi_j| + |\eta_j|)|^{p-2} \, dy \, dx \, dt 
\]
\[
\leq k_1 \sum_{j=1}^{3} ||\xi_j - \eta_j||_p^2 \left( \int_0^T \int_{\Omega} \int_{Y_j} (|\xi_j| + |\eta_j|)^p \, dy \, dx \, dt \right)^{\frac{p-2}{p}} 
\]
\[
\leq k_1 \sum_{j=1}^{3} ||\xi_j - \eta_j||_p^2 (||\xi_j||_p + ||\eta_j||_p)^{p-2} 
\]
\[
\leq k_1 \left( \sum_{j=1}^{3} ||\xi_j - \eta_j||_p^p \right)^{\frac{3}{p}} \left( \sum_{j=1}^{3} (||\xi_j||_p + ||\eta_j||_p)^p \right)^{\frac{p-2}{p}} 
\]
\[
\leq k_1 \left( \sum_{j=1}^{3} ||\xi_j - \eta_j||_p^p \right)^{\frac{3}{p}} \left( \sum_{j=1}^{3} (2 ||\xi_j||_p + ||\xi_j - \eta_j||_p)^p \right)^{\frac{p-2}{p}} 
\]
\[
\leq k_1 2^{\frac{(p-2)(p-1)}{p}} \left( \sum_{j=1}^{3} ||\xi_j - \eta_j||_p^p \right)^{\frac{3}{p}} \left( \sum_{j=1}^{3} (2^p ||\xi_j||_p^p + ||\xi_j - \eta_j||_p^p) \right)^{\frac{p-2}{p}} 
\]

Therefore, by the estimate for the second term proved in Lemma 6.4.2, we get the result. ■
Theorem 6.4.3

\[
\lim_{\varepsilon \to 0} \left\| \chi^{(j)}_{\varepsilon} \left( \nabla u_{\varepsilon}^{j}(t, x) - \eta_{\varepsilon}^{j}(t, x) \right) \right\|_{p, \Omega_T}^p \leq M r(p),
\]

\[
\lim_{\varepsilon \to 0} \left\| \chi^{(3)}_{\varepsilon} \left( \varepsilon \nabla u_{3\varepsilon}(t, x) - \eta_{3\varepsilon}(t, x) \right) \right\|_{p, \Omega_T}^p \leq M r(p),
\]

where

\[ r(p) = \begin{cases} \frac{p}{2} & \text{if } 1 < p < 2, \\ \frac{p}{2} & \text{if } p \geq 2. \end{cases} \]

Proof: Case 1: \( 1 < p < 2 \). We use Lemma 6.4.1 with the functions \( \chi^{(j)}_{\varepsilon} \nabla u_{\varepsilon}^{j} \) and \( \eta_{\varepsilon}^{j} \), \( j = 1, 2 \) to get,

\[
\left\| \chi^{(j)}_{\varepsilon} \nabla u_{\varepsilon}^{j} - \eta_{\varepsilon}^{j} \right\|_{p, \Omega_T}^p \leq (\int_0^T \int_{\Omega_T} (\nabla u_{\varepsilon}^{j} - \eta_{\varepsilon}^{j})^2 (|\nabla u_{\varepsilon}^{j}|^p + |\eta_{\varepsilon}^{j}|^p) d\tau dt)^{\frac{p}{2}} (\int_0^T \int_{\Omega_T} (|\nabla u_{\varepsilon}^{j}| + |\eta_{\varepsilon}^{j}|)^p d\tau dt)^{\frac{2-p}{2}}.
\]

Therefore, using strong monotonicity (6.4.3), we get,

\[
\left\| \chi^{(j)}_{\varepsilon} \nabla u_{\varepsilon}^{j} - \eta_{\varepsilon}^{j} \right\|_{p, \Omega_T}^p \leq k \left( \int_0^T \int_{\Omega_T} \left( \mu_j \left( \frac{x}{\varepsilon}, \nabla u_{\varepsilon}^{j} \right) - \mu_j \left( \frac{x}{\varepsilon}, \eta_{\varepsilon}^{j} \right) \right) \cdot (\nabla u_{\varepsilon}^{j} - \eta_{\varepsilon}^{j}) d\tau dt \right)^{\frac{p}{2}} 
\times (\left\| \chi^{(j)}_{\varepsilon} \nabla u_{\varepsilon}^{j} \right\|_{p}^p + \left\| \eta_{\varepsilon}^{j} \right\|_{p}^{2-p})^{\frac{2-p}{2}}
\]

where \( k = 2^{(p-1)(2-p)/p} / k_2^\frac{p}{2} \). Similarly,

\[
\left\| \chi^{(3)}_{\varepsilon} \varepsilon \nabla u_{3\varepsilon} - \eta_{3\varepsilon} \right\|_{p, \Omega_T}^p \leq k \left( \int_0^T \int_{\Omega_T} \left( \mu_3 \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_{3\varepsilon} \right) - \mu_3 \left( \frac{x}{\varepsilon}, \eta_{3\varepsilon} \right) \right) \cdot (\varepsilon \nabla u_{3\varepsilon} - \eta_{3\varepsilon}) d\tau dt \right)^{\frac{p}{2}} 
\times (\left\| \chi^{(3)}_{\varepsilon} \varepsilon \nabla u_{3\varepsilon} \right\|_{p}^p + \left\| \eta_{3\varepsilon} \right\|_{p}^{2-p})^{\frac{2-p}{2}}
\]

Let,

\[
S_1^{\varepsilon} = \sum_{j=1}^{2} \left\| \chi^{(j)}_{\varepsilon} \nabla u_{\varepsilon}^{j} - \eta_{\varepsilon}^{j} \right\|_{p, \Omega_T}^p + \left\| \chi^{(3)}_{\varepsilon} \varepsilon \nabla u_{3\varepsilon} - \eta_{3\varepsilon} \right\|_{p, \Omega_T}^p,
\]

\[
S_2^{\varepsilon} = \sum_{j=1}^{2} \int_0^T \int_{\Omega_T} \left( \mu_j \left( \frac{x}{\varepsilon}, \nabla u_{\varepsilon}^{j} \right) - \mu_j \left( \frac{x}{\varepsilon}, \eta_{\varepsilon}^{j} \right) \right) \cdot (\nabla u_{\varepsilon}^{j} - \eta_{\varepsilon}^{j}) d\tau dt 
+ \int_0^T \int_{\Omega_T} \left( \mu_3 \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_{3\varepsilon} \right) - \mu_3 \left( \frac{x}{\varepsilon}, \eta_{3\varepsilon} \right) \right) \cdot (\varepsilon \nabla u_{3\varepsilon} - \eta_{3\varepsilon}) d\tau dt and,
\]

\[
S_3^{\varepsilon} = \sum_{j=1}^{2} \left\| \chi^{(j)}_{\varepsilon} \nabla u_{\varepsilon}^{j} \right\|_{p}^p + \left\| \eta_{\varepsilon}^{j} \right\|_{p}^p + \left\| \chi^{(3)}_{\varepsilon} \varepsilon \nabla u_{3\varepsilon} \right\|_{p}^p + \left\| \eta_{3\varepsilon} \right\|_{p}^p.
\]
Then, from the estimates for the individual terms in $S_1^\varepsilon$ and a simple application of H"older's inequality in $\mathbb{R}^3$, $S_1^\varepsilon \leq k(S_2^\varepsilon)^{\frac{1}{2}} \times (S_3^\varepsilon)^{1/2}$.

Note that $\eta_j^\varepsilon$ arise from admissible test functions. Therefore,

$$\lim_{\varepsilon \to 0} \sum_{j=1}^{3} \| \eta_j^\varepsilon \|_p^p = \sum_{j=1}^{3} \| \eta_j \|_{p,[0,T] \times \Omega \times Y}^p \leq \sum_{j=1}^{3} 2^{p-1} (\| \xi_j \|_{p,[0,T] \times \Omega \times Y}^p + \sum_{j=1}^{3} \| \eta_j - \xi_j \|_{p,[0,T] \times \Omega \times Y}^p) \leq M$$

where the last estimate follows from Lemma 6.4.2. Also by (6.2.17) and (5.4.5), we get,

$$\sum_{j=1}^{2} \| \chi_j^\varepsilon \nabla u_j^\varepsilon \|_p^p + \| \chi_j^\varepsilon \varepsilon \nabla u_3^\varepsilon \|_p^p \leq \frac{1}{2k_2} \| \bar{u}_0 \|_{H_\varepsilon}^2 \leq M$$

From this we conclude that, $\limsup \varepsilon \to 0 S_3^\varepsilon \leq M$. Therefore, taking lim sup as $\varepsilon \to 0$ and using Lemmas 6.4.3 and 6.4.4, we get

$$\limsup \varepsilon \to 0 S_1^\varepsilon \leq M$. If$.

This concludes the proof in this case.

Case 2: $2 \leq p$. From (6.4.6), we get,

$$|\nabla u_j^\varepsilon - \eta_j^\varepsilon|^p \leq \frac{1}{k_2} (\mu_{j}(\varepsilon, \nabla u_j^\varepsilon) - \mu_{j}(\varepsilon, \eta_j^\varepsilon)) \cdot (\nabla u_j^\varepsilon - \eta_j^\varepsilon)$$

Therefore, by integrating with respect to $t$ in $[0, T]$ and $x$ in $\Omega_j^\varepsilon$, we get,

$$\| \chi_j^\varepsilon \nabla u_j^\varepsilon - \eta_j^\varepsilon \|_{p,[0,T] \times \Omega_j^\varepsilon} \leq \frac{1}{k_2} \int_0^T \int_{\Omega_j^\varepsilon} (\mu_{j}(\varepsilon, \nabla u_j^\varepsilon) - \mu_{j}(\varepsilon, \eta_j^\varepsilon)) \cdot (\nabla u_j^\varepsilon - \eta_j^\varepsilon) \, dx \, dt.$$

Similarly,

$$\| \chi_3^\varepsilon \varepsilon \nabla u_3^\varepsilon - \eta_3^\varepsilon \|_{p,[0,T] \times \Omega_3^\varepsilon} \leq \frac{1}{k_3} \int_0^T \int_{\Omega_3^\varepsilon} (\mu_3(\varepsilon, \varepsilon \nabla u_3^\varepsilon) - \mu_3(\varepsilon, \eta_3^\varepsilon)) \cdot (\varepsilon \nabla u_3^\varepsilon - \eta_3^\varepsilon) \, dx \, dt.$$

We note that if $S_1^\varepsilon$ and $S_3^\varepsilon$ are defined as in the previous case, then $S_1^\varepsilon \leq \frac{1}{k_2} S_2^\varepsilon$.

Passing to the limit, as before, we reach our conclusions. \blacksquare
Theorem 6.4.4

\[
\lim_{\varepsilon \to 0} \left\| \chi_j^z \mu_j \left( \frac{x}{\varepsilon}, \nabla u_j^z \right) - \mu_j \left( \frac{x}{\varepsilon}, \eta_j^z \right) \right\|_{q, \Omega_T}^q \leq M \kappa^q(p)
\]

\[
\lim_{\varepsilon \to 0} \left\| \chi_j^\varepsilon \mu_3 \left( \frac{x}{\varepsilon}, \varepsilon \nabla u_j^\varepsilon \right) - \mu_3 \left( \frac{x}{\varepsilon}, \eta_j^\varepsilon \right) \right\|_{q, \Omega_T}^q \leq M \kappa^q(p)
\]

where

\[
s(p) = \begin{cases} 
\frac{2}{p} & \text{if } 1 < p < 2, \\
\frac{2}{p-1} & \text{if } p \geq 2.
\end{cases}
\]

Proof: We will prove only the first of these estimates, the other is proved similarly.

If \(1 \leq p < 2\), by (6.4.2) and triangle inequality in \(R^N\), we get,

\[
\int_0^T \int_{\Omega_T^j} |\mu_j \left( \frac{x}{\varepsilon}, \nabla u_j^\varepsilon \right) - \mu_j \left( \frac{x}{\varepsilon}, \eta_j^\varepsilon \right)|^q \, dx \, dt \leq k_1 \int_0^T \int_{\Omega_T^j} |\nabla u_j^\varepsilon - \eta_j^\varepsilon|^{q(p-1)} \, dx \, dt
\]

Since \(q(p - 1) = p\), using the Theorem 6.4.3, the estimate follows easily. Let \(2 \leq p\).

Then,

\[
\int_0^T \int_{\Omega_T^j} |\mu_j \left( \frac{x}{\varepsilon}, \nabla u_j^\varepsilon \right) - \mu_j \left( \frac{x}{\varepsilon}, \eta_j^\varepsilon \right)|^q \, dx \, dt
\]

\[
\leq k_1 \int_0^T \int_{\Omega_T^j} |\nabla u_j^\varepsilon - \eta_j^\varepsilon|^q (|\nabla u_j^\varepsilon| + |\eta_j^\varepsilon|)^{(p-2)q} \, dx \, dt
\]

The right hand side, by Hölder's inequality,

\[
\leq k_1 2^{p-1} \left( \int_0^T \int_{\Omega_T^j} |\nabla u_j^\varepsilon - \eta_j^\varepsilon|^p \, dx \, dt \right)^{\frac{1}{p-1}} \left( \int_0^T \int_{\Omega_T^j} (|\nabla u_j^\varepsilon|^p + |\eta_j^\varepsilon|^p) \, dx \, dt \right)^{\frac{p-2}{p-1}}
\]

\[
\leq M \left\| \chi_j^\varepsilon \nabla u_j^\varepsilon - \eta_j^\varepsilon \right\|_{p, \Omega_T}^{p-1}.
\]

So, again using Theorem 6.4.3, we get the desired result. \(\blacksquare\)

Proof of Theorems 6.4.1 and 6.4.2: Since, \(\nabla U_j^t\)'s are assumed to be admissible test functions, we can take \(\Phi_j \equiv \nabla U_j\). Thus, \(\kappa\) can be taken arbitrarily small and therefore, Theorem 6.4.1 follows from Theorem 6.4.3. Similarly, Theorem 6.4.2 follows from Theorem 6.4.4. \(\blacksquare\)

Remark 6.4.4 The functions \(\nabla U_j(t, x, y)\) will be admissible if we have \(C^1\) regularity of \(U_j\) in the variable \(y\). Even if the functions \(\nabla U_j\) are not admissible, Theorems 6.4.3 and 6.4.4 are corrector results in their own right. \(\blacksquare\)
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