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Abstract

In this thesis, we study the confinement-deconfinement (CD) transition and the Z3 sym-

metry in SU(3)+Higgs theory in 3 + 1 dimensions, using non-perturbative lattice Monte

Carlo simulations. In particular, we study the cut-o↵ e↵ects on the CD transition and

the Z3 symmetry by varying the number of lattice sites in the temporal direction (N⌧).

The Higgs field is considered to be in the fundamental representation. It is found that

for N⌧ = 2 the CD transition is a continuous, along with a large explicit breaking of the

Z3 symmetry. With the increase in N⌧ the strength of the CD transition increases, while

the strength of explicit breaking decreases. Our results suggest that the explicit breaking

is vanishingly small in the N⌧ ! 1 limit. In this limit, the CD transition is first order

as that in the case of pure SU(3) gauge theory. Similar results were also observed in

SU(2)+Higgs. These results are rather surprising since as long as the masses of the mat-

ter fields are finite, the Euclidean action breaks the Z3 symmetry.

To understand the realization of ZN symmetry in the N⌧ ! 1, we consider a one-

dimensional gauged chain of matter fields. As in SU(N) gauge theories with matter fields

in the fundamental representation in 3 + 1 dimensions, the action breaks ZN symmetry

explicitly. The analytic calculation of the partition function shows that the ZN symmetry

is realized in the continuum limit for a gauged chain of bosonic matter fields. To further

probe the reason behind the realisation of ZN symmetry we consider a simple model of

Z2+Higgs theory in both 3+1 and 0+1 dimensions where it is shown that the density of

states (DoS) exhibits Z2 symmetry. As the DoS dominate the thermodynamics over the

Boltzmann factor in the partition function, for a large number of temporal lattice sites and

in the Higgs symmetric phase, the Z2 symmetry is realized.
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Synopsis

Motivation and Introduction

At high temperatures, hadrons melt into quark-gluon plasma (QGP). Theoretical studies

in Quantum Chromodynamics (QCD) show that this melting proceeds via a transition

known as the confinement-deconfinement (CD) transition. In pure SU(N) gauge theories,

the CD transition is described by the center ZN 2 SU(N) symmetry and the Polyakov loop

(L) which plays the role of an order parameter. This symmetry is spontaneously broken

at high temperatures for pure SU(N) gauge theories. In the confined phase the Polyakov

loop average vanishes which leads to the ZN symmetric phase. In the deconfined phase,

the Polyakov loop acquires a non-zero thermal average value which leads to the sponta-

neous symmetry breaking (SSB) of the ZN symmetry, hence it plays the role of an order

parameter [1, 2] for the confinement-deconfinement (CD) transition. The ZN symmetry

of pure SU(N) gauge theory is spoiled when matter fields are included. Since the matter

fields satisfy either periodic (boson) or anti-periodic (fermion) boundary conditions so

the gauge transformations which do not satisfy the required boundary condition in tem-

poral directions can not act on the matter fields [3–5]. These may act only on the gauge

fields but in the process, the action does not remain invariant. There are several studies

of explicit breaking of ZN symmetry due to matter fields over the years. Perturbative loop

calculations of the Polyakov loop e↵ective potential show that this symmetry is explic-

itly broken by matter fields in the fundamental representation and this explicit breaking
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increases with a decrease in mass of the matter fields [3, 6]. Similarly, non-perturbative

computations find that the strength of explicit breaking vanishes only in the limit of in-

finitely massive matter fields [7]. There are some recent non-perturbative Monte Carlo

simulations of SU(2)+Higgs theory, that shows the strength of Z2 explicit breaking de-

pends on the Higgs condensate [5]. These studies find that the CD transition exhibits

critical behaviour in the Higgs symmetric phase for a large number of temporal sites (N⌧).

The distributions of the Polyakov loop are found to be Z2 symmetric, albeit within statis-

tical errors, suggesting the realisation of Z2 symmetry in the Higgs symmetric phase.

We plan to investigate the e↵ect of matter fields on Z3 symmetry. For this, we consider

SU(3)+Higgs theory in 3+1 dimensions. With the Higgs field in the fundamental repre-

sentation, the Z3 symmetry is explicitly broken. Our numerical results show that the CD

transition becomes first order in the Higgs symmetric phase at large N⌧. The distribution

of the phase of the Polyakov loop exhibits Z3 symmetry which indicates the realization

of Z3 symmetry in the Higgs symmetric phase. It is highly desirable to obtain such re-

sults through analytic calculation, where the partition function exhibits the ZN symmetry

even though the action breaks it explicitly. However, the exact calculation of the partition

function in 3 + 1 dimensional theories is extremely di�cult. Therefore, we consider a

one-dimensional chain of fermionic/bosonic matter fields which are in the fundamental

representation of the SU(N) gauge group. From these calculations, the free energy for

the Polyakov loop is obtained. The results show that, in the case of the Higgs (bosonic)

field, the explicit breaking of ZN rapidly decreases with the number of temporal sites

(N⌧) vanishing in the “continuum” limit (N⌧ ! 1). In the case of fermions, the explicit

breaking initially decreases rapidly with N⌧ but seems to approach a limiting value which

is non-zero. To understand the reason behind the realization of ZN symmetry we have

numerically studied the simple model of Z2 + Higgs theory [8, 9] in both 3+1 and 0+1

dimensions. The e↵ects of the Higgs field on both the CD transition and Z2 symmetry are

studied in lattice Z2+Higgs theory in 3 + 1 dimensional space. It is observed from our

3 + 1 dimensional simulation results that the Z2 symmetry breaks explicitly in presence
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of matter fields for small N⌧. But it is realized at a large N⌧ limit in the Higgs symmetric

phase. Our 0 + 1 dimensional results suggest that with the increase in N⌧ the density of

states (DoS) dominates the thermodynamics. Further, since the DoS turns out to be Z2

symmetric, thus the partition function exhibits the Z2 symmetry. The free energy cal-

culation in one dimension also suggests that the free energy di↵erence between the two

Polyakov loop sectors vanishes at a large N⌧ limit, which leads to the realization of Z2

symmetry due to the dominance of the density of states.

ZN symmetry in SU(N) gauge theories

In this section, we discuss the e↵ect of matter fields on the ZN symmetry in SU(N) gauge

theories. The total partition function of SU(N) gauge theory of fermions and bosons in

3 + 1 dimensional Euclidean space is given by

Z =
Z

[DA][D�][D�†][D ][D ̄ ] Exp[�S ] , (1)

where the Euclidean action is

S =

Z

V

d
3
x

Z �

0
d⌧

"
1
2

n
Tr

⇣
F
µ⌫

Fµ⌫

⌘
+ |Dµ�|2 + m

2
b
�†�

o
+  ̄ ( /D + mf ) 

#
, (2)

Fµ⌫ = @µA⌫ � @⌫Aµ + g[Aµ, A⌫], Dµ� = (@µ + igAµ)�, /D = (/@ + ig /A) .

Here Aµ, � and  are the gauge, Higgs and the fermion fields respectively. � and  are

in the fundamental representation. g is the gauge coupling strength, mb(mf ) is the mass

of �( ) fields and � is the inverse of temperature, i.e. � = 1/T . At finite temperature,

the gauge fields are required to be periodic and all gauge transformations are allowed as

long as they preserve the periodicity of the gauge fields in the temporal direction, i.e.

Aµ(⌧ = 0) = Aµ(⌧ = �).
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The matter fields on the other hand satisfy the following temporal boundary conditions:

�(⌧ = 0) = �(⌧ = �) ,  (⌧ = 0) = � (⌧ = �) . (3)

These fields transform under a gauge transformation V 2 SU(N) as

Aµ �! VAµV
�1 +

1
g

(@µV)V�1 , � �! V� ,  �! V . (4)

In the absence of the matter fields, one can consider V which is not necessarily periodic

but satisfies

V(⌧ = 0) = zV(⌧ = �) , (5)

where z is an element of the center ZN of SU(N). Though the pure gauge action is invariant

under this transformation, the Polyakov loop,

L(~x) =
1
N

Tr
h

P
n
Exp

⇣
� ig

Z �

0
A0d⌧

⌘oi
, (6)

transforms as L ! zL. In the deconfined phase, the Polyakov loop acquires some non-

zero thermal average value and the ZN symmetry is broken spontaneously. As a result,

there are N degenerate states in the deconfined phase characterized by the elements of ZN .

In the presence of the matter fields (�, ), the boundary conditions in Eq. 3, restrict the

gauge transformations to be periodic in ⌧. Non-periodic gauge transformations can not

act on the matter fields, hence two configurations of the Polyakov loop, L(~x) and zL(~x),

do not necessarily contribute equally to the partition function in Eq. 1. Hence the ZN

symmetry is explicitly broken. In presence of Higgs as matter fields, One can consider

these gauge transformations with z , but acting only on the gauge fields. But any gauge

transformations acting only on the gauge fields will likely result in a change in the action.

For example we make a transformation, (Aµ,�)! (A0µ,�), where A
0
µ is gauge transform

of Aµ with V(⌧ = 0) = zV(⌧ = �). The action for two configurations (Aµ,�) and (A0µ,�)

will be di↵erent, i.e. S (A0µ,�) > S (Aµ,�). Now keeping A
0
µ fixed we can vary �. It may
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be possible that there exists some �0 for which S (A0µ,�0) = S (Aµ,�). This then can lead

to the realization of the ZN symmetry [5].

CD transition and Z3 symmetry in SU(3)+Higgs theory

In this section, we study the e↵ect of the Higgs field on the CD transition and Z3 symmetry

in SU(3)+Higgs theory. To simplify the problem we consider vanishing bare Higgs mass

(m) and Higgs quartic coupling (�). The total discretized lattice action for SU(3)+Higgs

theory in 3+1 dimensional space (N3
s
⇥ N⌧) can be written as [5],

S = �g

X

P

Tr
0
BBBBB@1 �

UP + U
†
P

2

1
CCCCCA �

1
8

X

n,µ

Re
⇣
�†n+µUn,µ�n

⌘
+

1
2

X

n

(�†
n
�n) . (7)

The Higgs field �n is defined only on the lattice site n and Un,µ̂ is the gauge link which

connects site n and n + µ̂. Here n = (n1, n2, n3, n4) represents a point on the lattice with

1  n1, n2, n3  Ns and 1  n4  N⌧. �g is the gauge interaction strength and  = (m2+8)�1

is gauge-Higgs interaction coupling. For vanishing bare Higgs mass, the coupling  =

0.125. The plaquette UP is the path ordered product of links Un,µ along an elementary

square. The first term in Eq. 7, is the pure gauge action and the second term is the gauge-

Higgs interaction. On the discrete lattice, the Polyakov loop is defined as the path order

product of gauge links along the temporal direction, i.e.

L(~n) =
N⌧Y

n4=1

U(~n,n4),4̂ . (8)

Here ~n ⌘ n1, n2, n3 are the spatial and n4 is the temporal coordinates. Under the non-

periodic gauge transformations, the Polyakov loop transforms as

L(~n)! zL(~n) . (9)
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The pure gauge part of the action is always invariant under the gauge transformation. But

as mentioned above, the� fields cannot be transformed under nonperiodic gauge transfor-

mations, so the second term does not remain invariant under this transformation and the

ZN symmetry is broken explicitly. The above action is used in the Monte Carlo simulation

and a sequence of statistically independent configurations of (Un,µ,�n) are generated. A

new configuration is generated by repeatedly updating an arbitrary initial configuration

using standard heat bath algorithms [10, 11]. Initially pure gauge simulations for SU(3)

are performed to understand the nature of CD transition for N⌧ = 2 and 4. Then the Higgs

fields � are added and the CD transition is studied again to observe the e↵ects of matter

fields on the transition. From the Monte Carlo simulations for the pure SU(3) study, the

distribution of the Polyakov loop clearly shows there is a coexistence of both confined

and deconfined phases at N⌧ = 2. The coexistence of the confined and deconfined phases

and the jump in the order parameter L provide evidence that the transition is of the first

order and the Z3 symmetry is broken spontaneously in the deconfined phase.

 0

 0.4

 0.8

 1.2

 1.65  1.67  1.69  1.71  1.73

<
|L

|>

βg

κ=0.125,123 x 2

Figure 1: Average of L vs �g for N⌧ = 2.

 0

 3500

 7000

 10500

 14000

-2 -1  0  1  2

βgc=1.691

κ=0.125123 x 2

H
(θ

)

θ

Figure 2: Distribution of phase of L.

Now to observe the e↵ects of Higgs (�) as matter fields on the CD transition and the Z3

symmetry, the Polyakov loop average is plotted with respect to coupling �g for gauge-

Higgs interaction strength  = 0.125 in Fig. 1. The sharp variation of the Polyakov loop

around �gc ⇠ 1.691 for N⌧ = 2 only suggests a crossover for the CD transition. This

change in the nature of the transition from first order to crossover suggests that the Z3

symmetry is broken explicitly in presence of Higgs fields for N⌧ = 2. To study the Z3
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symmetry at  = 0.125, we compute the distribution of phase of the Polyakov loop H(✓)

on the complex plane. In Fig. 2 we show H(✓) vs ✓ for �g = 1.691. It is clear that there is

only one peak at ✓ = 0. Even for di↵erent values of �g, only one peak appears here which

indicates that the Z3 symmetry is broken explicitly.

To check how the nature of CD transition depends on N⌧ at  = 0.125, the distribution of

the Polyakov loop are studied for N⌧ = 4 with di↵erent values of �g. From Fig. 3, it is

observed that at the critical point there is a coexistence of confined and deconfined phases

which indicates the CD transition is first order at N⌧ = 4 even in the presence of Higgs.

This change of the nature of transition from crossover for N⌧ = 2 to first order for N⌧ = 4

clearly suggests that the explicit breaking of Z3 is reducing for higher N⌧ for  = 0.125.

We show H(✓) vs ✓ for �g = 1.903 in Fig. 4. For this value of �g the distribution of

-0.4

-0.2

 0

 0.2

 0.4

-0.4 -0.2  0  0.2  0.4

βg=1.903

κ=0.125,163 x 4

Im
 L

Re L

Figure 3: Distribution of L for N⌧ = 4.
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βg=1.903 κ=0.125,163 x 4

H
(θ

)

θ

Figure 4: Distribution of phase of L.

the phase of the Polyakov loop shows almost three degenerate peaks. These higher N⌧

studies show a monotonic decrease in the explicit breaking of Z3 suggesting that it will be

vanishingly small for N⌧ ! 1.
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Gauged 1 – d chain of SU(N) in presence of matter fields

In this section, we calculate the free energy corresponding to the Polyakov loop analyti-

cally in a 0+1 dimensional model for SU(N) gauge theories in presence of matter fields.

Gauged 1 – d chain of SU(N) – Higgs

The SU(N)+Higgs action in 3+1 Euclidean lattice is [5]

S = �g

X

p

"
1 � 1

2
Tr

⇣
Up + U

†
p

⌘#
� b

X

n,µ

⇣
�†

n
Un,µ�n+µ̂ + h.c.

⌘
+ a

X

n

�†
n
�n . (10)

�g is the gauge coupling constant, a = 1
2 and the coupling b = (m2

b
+ 8)�1, the Higgs mass

mb is expressed in lattice units [5]. The part of the action which breaks the ZN symmetry

explicitly is given by

S
0 = �b

X

n

⇣
�†

n
U

n,4̂�n+4̂ + h.c.
⌘
. (11)

One can start from a continuum 1-dimensional toy model whose lattice discretization

will result in the action in Eq. 11. The action for the one-dimensional chain is given by

considering a fixed spatial site and including the last term of Eq. 10

S = a

N⌧X

i=1

�†
i
�i � b

N⌧X

i=1

⇣
�†

i
Ui�i+1 + h.c.

⌘
. (12)

Here the � field does not interact with nearest neighbors in the spatial direction. � satis-

fies periodic boundary condition, i.e. �N⌧+1 = �1. The Polyakov loop is L = 1
N

Tr
 N⌧Y

i=1

Ui

!
.

We consider a gauge choice in which Ui = for i = 1, 2, ...,N⌧�1 and UN⌧ = U. Note that

this gauge choice preserves the Polyakov loop (Tr(U)). To derive the free energy V(L),
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only the �i fields in the partition functionZL are to be integrated out

ZL =

Z N⌧Y

i=1

d�†
i
d�i Exp[�S ] , S = S 1 + S 2 , (13)

where

S 1 = a�†1�1 � b

⇣
�†

N⌧
U�1 + h.c.

⌘
,

S 2 = a

N⌧X

i=2

�†
i
�i � b

N⌧�1X

i=1

⇣
�†

i
�i+1 + h.c.

⌘
. (14)

At first, the fields �2 to �N⌧�1 are integrated out sequentially using Gaussian integration,

i.e.

Z =
Z N⌧�1Y

i=2

d�†
i
d�i Exp[�S 2] , (15)

ZL =

Z
d�†1d�1d�†

N⌧
d�N⌧

�Z ⇥ Exp[�S 1]
�
. (16)

The partition function after integrating out �2 to �N⌧�1 is

ZL = Q

Z
d�†1d�1d�†

N⌧
d�N⌧⇥ Exp

h
�AN⌧�

†
N⌧
�N⌧ �CN⌧�

†
1�1 +

⇣
�†

N⌧
(BN⌧ + bU)�1 + h.c.

⌘i
.

(17)

Q =
Q

N⌧

k=2 I
n

k
, n = 2N, n is number of components of the � field and CN⌧ = a � EN⌧ . The

coe�cients AN⌧ to EN⌧ can be obtained by recursion formula

Ik+1 =

r
⇡

Ak

, Ak+1 = a � b
2

Ak

, Bk+1 =
bBk

Ak

, Ek+1 = Ek +
B

2
k

Ak

, (18)

with I2 = 1 , A2 = a , B2 = b and E2 = 0. After the integration of the remaining fields,

�1 and �N⌧ the partition function takes the form

ZL = Q

s
⇡8

Det(M)
. (19)

Here the matrix M is (4N ⇥ 4N) given by
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0
BBBBBBBBB@

AN⌧ BN⌧ + bU

BN⌧ + bU
†

CN⌧

1
CCCCCCCCCA

.

We consider N = 2 and evaluateZL explicitly for an arbitrary U

U = ↵0 + i↵ . � , ↵ = (↵1,↵2,↵3) , (20)

where �i’s are the Pauli matrices. The determinant of M is

Det M =
⇣
B

2
N⌧
� AN⌧CN⌧ + 2bBN⌧↵0 + b

2
⌘4
. (21)

Z2 rotation of the Polyakov loop (L = ↵0) changes ↵0 ! �↵0. So in the determinant, the

1.0×10
-8

1.0×10
-6

1.0×10
-4

1.0×10
-2

 4  6  9  13.5

B
N

τ

N
τ

Figure 5: BN⌧ versus N⌧ for Higgs mass parameter mb / 1/N⌧.

explicit symmetry breaking term of Z2 is 2bBN⌧↵0. For a fixed temperature and physical

Higgs mass parameter, it is observed that BN⌧ rapidly decreases, vanishing in the larger N⌧

limit restoring the Z2 symmetry. This happens even when the lattice Higgs mass parameter

scales as mb / 1/N⌧. Even for higher N one can see the realisation of ZN symmetry as the

o↵-diagonal elements of the matrix M turn out to be just U and U
† due to the vanishing of

BN⌧ . E↵ecting a ZN transformation, i.e. U ! zU, the factor z in U will cancel with z
⇤ in

U
† leaving the determinant unchanged. Fig. 5, shows BN⌧ versus N⌧ for mb / 1/N⌧. In the

log-log scale, it is clear that BN⌧ decreases faster than exponential decay. In the following,

10



we consider the e↵ects of staggered fermion fields on the ZN symmetry.

Gauged 1 – d chain of SU(N) – fermion

The lattice action for SU(N) staggered fermions is given by [12]

S = �g

X

p

"
1 � 1

2
Tr(Up + U

†
p
)
#
+ 2mf

X

n

 ̄n n +
X

n,µ

⌘n,µ

h
 ̄nUn,µ n+µ �  ̄nU

†
n�µ,µ n�µ

i
.

(22)

Here the fermion mass, as well as the fields, are expressed in lattice unit. The analog of

Eq. 12 in this case turns out to be

S = 2mf

N⌧X

i=1

 ̄i i +

N⌧�1X

i=1

⇣
 ̄i i+1 �  ̄i+1 i

⌘
�  ̄N⌧U 1 +  ̄1U

† N⌧ , (23)

Here we have considered the KS phase ⌘0 to be+1 [13,14], however the results/conclusions

do not depend on ⌘0. To find out the free energy V(L) we need to integrate out only the

fermion fields using standard Grassman integration. Before we integrate out, for conve-

nience we write S = S 1 + S 2, where

S 1 = 2mf  ̄1 1 �  ̄N⌧U 1 +  ̄1U
† N⌧ , (24)

S 2 = 2mf

N⌧X

i=2

 ̄i i +

N⌧�1X

i=1

⇣
 ̄i i+1 �  ̄i+1 i

⌘
. (25)

Initially we integrate the fields  2,  ̄2 to  N⌧�1,  ̄N⌧�1 sequentially as in the previous

section using Grassman integration. Afterwards  1,  ̄1 and  N⌧ ,  ̄N⌧ are integrated out to

obtain the partition function

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧ Exp[�S 1]Z , (26)

where

Z =
Z N⌧�1Y

i=2

d ̄id i Exp[�S 2] .

11



The partition function can be written as

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧ Exp

h
 ̄N⌧U 1 �  ̄1U

† N⌧

i

⇥
Y

r

⇣
1 � 2mf  ̄

r

1 
r

1 � 2mf  ̄
r

N⌧
 r

N⌧
+ 4m

2
f
 ̄r

1 1 ̄
r

N⌧
 r

N⌧

⌘

⇥
⇣
AN⌧ � BN⌧  ̄

r

1 
r

1 �CN⌧  ̄
r

N⌧
 r

N⌧
+  ̄r

N⌧
 r

1 + DN⌧  ̄
r

1 
r

N⌧
+ EN⌧  ̄

r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
.

(27)

Note that  r

i
denotes the colour r of the field  i at the temporal site i. The coe�cients AN⌧

to EN⌧ can be obtained by recursion as

Ak+1 = 2mf Ak+Ck , Bk+1 = 2mf Bk+Ek , Ck+1 = Ak , Dk+1 = (�1)k , Ek+1 = Bk , (28)

with A4 = (1 + 4m
2
f
) , B4 = 2mf , C4 = 2mf , E4 = 1 .

The simplified partition function is

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧ Exp

h
 ̄N⌧U 1 �  ̄1U

† N⌧

i

⇥
Y

r

⇣
Ã � B̃ ̄r

1 
r

1 � C̃ ̄r

N⌧
 r

N⌧
+  ̄r

N⌧
 r

1 + D̃ ̄r

1 
r

N⌧
+ Ẽ ̄r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
,

(29)

where Ã = AN⌧ , B̃ = (2mf AN⌧ + BN⌧) , C̃ = (2mf AN⌧ + CN⌧) , D̃ = DN⌧ and Ẽ =

EN⌧ + 2mf CN⌧ + 2mf BN⌧ + 4m
2
f
AN⌧ .

For N = 2, integration of the rest of the fields in Eq. 29 leads to

ZL = Ẽ
2 + 2ẼÃ|U11|2 + Ã

2 + 2B̃C̃|U12|2 + 2
h
1 � D̃Re

⇣
U

2
11

⌘i

+ (Ẽ + Ã)(1 � D̃)Tr(U) . (30)

The Z2 explicit breaking term turns out to be linear in Ẽ + Ã in Eq. 30. For higher N it

is di�cult to evaluate ZL for a general U. To proceed further we assume the U to be

12



Urs = �r�rs. After the exponential term in the partition function is written as a polynomial

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧

⇥
Y

r

⇣
A � B ̄r

1 
r

1 �C ̄r

N⌧
 r

N⌧
+ Fr ̄

r

N⌧
 r

1 + Dr ̄
r

1 
r

N⌧
+ Er ̄

r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
,

(31)

where A = Ã , B = B̃ , C = C̃ , Dr = D̃��⇤
r
Ã , Er = Ẽ��rD̃+�⇤r + Ã and Fr = (1+�rÃ).

The partition function for higher N is

ZL =
Y

r

Er . (32)

The corresponding free energy is

V(L) = �T

X

r

(
log

⇣
Ẽ + Ã

⌘
+ log

 
1 � �rD̃ � �⇤r

Ẽ + Ã

!)
. (33)

The second term in Eq. 33, breaks the ZN symmetry explicitly. If the lattice spacing is

 40
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 0  25  50  75  100
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N
τ

Figure 6: Ã and Ẽ versus N⌧ for fermion mass parameter mf / 1/N⌧.

fixed, then Ẽ + Ã diverges in the limit N⌧ ! 1. The second term vanishes in this limit,

and so does the temperature. In order to study the explicit breaking at a fixed nonzero

13



temperature, the behavior of Ẽ and Ã must be studied in the limit N⌧ ! 1 while scaling

the fermion mass parameter (in lattice units) as mf / 1/N⌧. We have numerically checked

that Ẽ and Ã increase rapidly with N⌧ initially, but seem to approaches a finite limiting

value for N⌧ ! 1. For mf / 1/N⌧, Fig. 6 shows the N⌧ dependence Ẽ and Ã. These

results suggest that for the one-dimensional fermion chain the explicit breaking of ZN

vanishes only at zero temperature.

Study of Z2 symmetry, CD transition and density of states

in Z2 +Higgs theory

In this section, we study the Monte Carlo simulation results of Z2+Higgs theory in the

3+1 dimension. We also analytically calculate the free energy of the Polyakov loop and

the density of states of this theory in 0+1 dimensions. The lattice action for the Z2+Higgs

theory in 3 + 1 dimensional space is given by

S = ��g

X

P

UP � 
X

n,µ̂

�n+µ̂Un,µ̂�n . (34)

�g is the gauge coupling constant and  is the strength of gauge Higgs interaction. Here

both the Un,µ̂ and �n take values ±1. For this theory, under the Z2 gauge transformations,

the gauge links Un,µ̂ transform as

Un,µ̂ ! VnUn,µ̂V
�1
n+µ̂ . (35)

The matter fields (�n), transform as, �n ! Vn�n. Here Vn and Vn+µ̂ are the elements of

Z2 gauge group and they can take values ±1. The Vn’s satisfy the following equation

V(~n, n4 = 1) = zV(~n, n4 = N⌧) , (36)
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where z 2 Z2 with z = ±1. The pure gauge part of the action, in Eq. 34, is invariant under

the Z2 gauge transformations of the gauge links, i.e. Z2 symmetry is always there for pure

gauge theory which is just spontaneously broken at high �g values. The Polyakov loop,

L(~n) is the order parameter of this theory and transforms non-trivially under Z2 gauge

transformations, [2] i.e.

L(~n)! zL(~n) . (37)

Now since the Higgs fields are periodic, they satisfy the boundary condition, �(~n, n4 =

1) = �(~n, n4 = N⌧). Z2 gauge transformations spoil this boundary condition. Therefore,

in the presence of Higgs fields (�n), the Z2 symmetry is broken explicitly.

For  , 0 case, S (U,�) , S (Ug,�), where Ug = VUV
�1 with V(0) = zV(�). So these

pair of configurations will not contribute equally to the partition function. The change in

the action due to Z2 "rotation" of gauge links can be compensated by changing the Higgs

field appropriately. This was numerically tested by updating the Higgs field using Monte

Carlo steps after Z2 rotating the gauge links.

In the following Metropolis algorithm [15] is used to update the gauge links Un,µ̂ and

Higgs fields �n in the lattice Monte Carlo simulations. The nature of CD transition is

studied for both pure Z2 gauge theory ( = 0) and in presence of Higgs field ( = 0.13)

for di↵erent values of N⌧. In Fig. 7, We show the plot of Polyakov loop vs �g for N⌧ = 8.
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Figure 7: Average of L vs �g for N⌧ = 8.
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Figure 8: Phase diagram for N⌧ = 8.

The results of  = 0 suggest that there is a range of �g over which two separated states
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(green line) are present. This indicates that the CD transition is first order. It is observed

that the CD transition is first order also for N⌧ = 4 but it is a crossover one for N⌧ = 2.

In order to study the e↵ect of� field on the CD transition and Z2 symmetry, phase diagram

is studied in �g �  plane [16, 17] in Fig. 8. In the Higgs symmetric phase ( < c), the

distribution of the interaction term, in other words, the entropy, dominates over the action

or the Boltzmann factor. In this phase, there is a possibility for the realization of Z2

symmetry. In the Higgs broken phase ( > c), i.e. large , the interaction term dominates

over the entropy and Z2 symmetry is badly broken in this phase. Our study is mostly

focused on studying the CD transition and Z2 symmetry in the Higgs symmetric phase.

To observe the e↵ect of the � field on the CD transition, in Fig. 7 we have shown how the

order parameter behaves with �g for  = 0.13. We can see the CD transition is still first

order as two states (yellow line) clearly appear here as well for a given range of �g but

the range of �g over which two states appear moves towards smaller values of �g, i.e. the

critical �g decreases.
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Figure 9: (a) H(|L|) vs |L| in deconfined phase for N⌧ = 2, (b) H(|L|) vs |L| in deconfined
phase for N⌧ = 8.

In Figs. 9a and 9b, the histograms of the Polyakov loop H(|L|) is studied numerically for

 = 0.13 to see the e↵ect of N⌧ on Z2 symmetry. Here  = 0.13 corresponds to Higgs

symmetric phase. This study is done in the deconfined phase for the two Polyakov loop

sectors at N⌧ = 2, 8. We plot H(|L|) but present L > 0 and L < 0 sectors as separate

data. For N⌧ = 2, the histograms of the two Polyakov loop sectors do not agree with each
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other which indicates the Z2 symmetry is explicitly broken here. But for N⌧ = 8, the two

distributions corresponding to the two Polyakov loop sectors agree well which leads to

almost realization of Z2 symmetry at higher N⌧. For larger  in the Higgs broken phase,

Z2 symmetry is badly broken.

To study how Z2 symmetry depends on , the thermal average of the temporal components

of interaction, sk4 =
P

n �nU
n,4̂�

†
n+4̂

and the corresponding susceptibility �sk4 =
D
sk

2
4

E
�

hsk4i2 are computed in the deconfined phase at �g = 0.435. The results for (hsk4i , �sk4)

are shown in Figs. 10a and 10b for N⌧ = 16. It is observed that  < 0.154 corresponds

to the Higgs symmetric phase and for  > 0.154 the system is in Higgs broken phase.

In the Higgs symmetric phase, for larger N⌧, the  value up to which sk4 and �sk4 of the

two Polyakov sectors match (within numerical errors) is higher. But in the Higgs broken

phase, the Z2 symmetry is not observed even at higher N⌧.
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Figure 10: (a) hsk4i vs  for �g = 0.435 on 643 ⇥ 16 lattice, (b) �sk4 vs  for �g = 0.435
on 643 ⇥ 16 lattice.

To understand the realization of Z2 symmetry in this theory, we consider a simple temporal

one-dimensional model for a given spatial site. The gauge Higgs interaction action for this

0 + 1 dimensional model which breaks the Z2 symmetry is

S 1D = � sk4, sk4 =

N⌧X

n=1

�nUn�n+1 . (38)

n denotes the temporal lattice site, i.e. 1  n  N⌧ and �N⌧ satisfies periodic boundary

condition �N⌧+1 = �1. To see the N⌧ dependence of the Z2 symmetry we calculate the
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free energy V(L,N⌧) analytically. To simplify the calculation we have considered a gauge

choice in which all the gauge links are set to unity except the last one, i.e. Ui = 1 for

i = 1, 2, ...,N⌧ � 1 and UN⌧ = L. With this gauge choice, for L = 1 this model behaves

like a one-dimensional Ising model. The Z2 rotated part of it, i.e. L = �1 can be obtained

by making the coupling between the fields �N⌧ and �1 as anti-ferromagnetic. The exact

partition functions for the two Polyakov loop sectors are given by

Z(L = 1) = �N⌧

1 + �
N⌧

2 , Z(L = �1) = �N⌧

1 � �
N⌧

2 , (39)

where �1 = e
 + e

� and �2 = e
 � e

�. The free energies corresponding to the partition

function in the large N⌧ limit are given by

V(L = 1) = V(L = �1) = �T N⌧log(�1) . (40)

It is clear that the free energies for the two Polyakov loop sectors are equal at the large

N⌧ limit in this 0 + 1 dimensional model. This clearly indicates that the Z2 symmetry

realization happens at a large N⌧ limit even in the presence of �.
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Figure 11: (a) ⇢(sk4) for  = 0 in 0+1 dimensions, (b) ⇢(sk4) for  = 0 in 0+1 dimensions.

The entropy or the DoS, i.e. ⇢(sk4) corresponding to sk4 are shown in Figs. 11a and 11b.

For smaller N⌧ (N⌧ = 4), the DoS or ⇢(sk4) for the two Polyakov loop sectors are not

described by a single function which indicates there is no Z2 symmetry. But for large N⌧

(N⌧ = 16), the distribution of sk4 for the two Polyakov loop sectors are well described by
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a single Gaussian function whose peak is at sk4 = 0 and
p

N⌧ as standard deviation. So

the peak height and the distribution of sk4 around this peak dominate the thermodynamics

at a large N⌧ limit where Z2 symmetry is observed even in the presence of Higgs fields.

It is also clear from the 1 + 1 dimensional numerical study that the interaction along the

spatial directions does not a↵ect the 0+ 1 dimensional results of Z2 symmetry realization.

Conclusion

In this thesis, we study the ZN symmetry in SU(N) gauge theories in the presence of

matter fields. The matter fields are in the fundamental representation of the SU(N) gauge

group. Our numerical study of SU(3)+Higgs in 3+1 dimension shows that in presence

of Higgs as matter fields, the CD transition becomes a crossover for small N⌧ and the Z3

symmetry is broken explicitly. With the increase in N⌧, the CD transition becomes a first

order which is accompanied by the e↵ective realization of the Z3 symmetry in the Higgs

symmetric phase. In order to calculate the free energy analytically, a 0+1 dimensional

model is considered for SU(N) gauge theories in presence of matter fields. The action

for the gauged chains can be obtained by considering the terms of the corresponding 3+1

gauge theories which break the ZN symmetry explicitly. The matter fields are integrated

out, in the partition function, which results in an analytic form of the Polyakov loop free

energy and it suggests that the explicit breaking of ZN decreases with an increase in N⌧.

In the study of Z2+Higgs, it is argued that the dependence of explicit breaking on N⌧ is

possibly due to the enhancement of density of states [18]. At the large N⌧ limit, the density

of states dominates the thermodynamics which results in the realization of ZN symmetry.

It is also observed that in the phase diagram where the action dominates over the entropy

or the density of states, the ZN symmetry is explicitly broken. Hence the ZN symmetry is

explicitly broken in the Higgs broken phase even for large N⌧ but in the Higgs symmetric

phase, it is realized in the large N⌧ limit. It would be interesting to find numerically if

there is a realization of ZN symmetry in presence of fermions.
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Plan of the thesis

In this thesis, we study the ZN symmetry in SU(N) gauge theories in the presence of matter

fields.

• Chapter 1 will provide a general introduction and motivation for studying ZN sym-

metry in SU(N) gauge theories.

• Chapter 2 will discuss ZN symmetry in SU(N) gauge theories.

• Chapter 3 will study CD transition and Z3 symmetry in SU(3)+Higgs theory.

• Chapter 4 will study gauged 1-d chain of SU(N) in presence of matter fields.

• Chapter 5 will Study the Z2 symmetry, CD transition and density of states in Z2+Higgs

theory.

• Chapter 6 will conclude with a discussion of the results as well as open problems.

20



List of Figures

1 Average of L vs �g for N⌧ = 2. . . . . . . . . . . . . . . . . . . . . . . . 6

2 Distribution of phase of L. . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Distribution of L for N⌧ = 4. . . . . . . . . . . . . . . . . . . . . . . . . 7

4 Distribution of phase of L. . . . . . . . . . . . . . . . . . . . . . . . . . 7

5 BN⌧ versus N⌧ for Higgs mass parameter mb / 1/N⌧. . . . . . . . . . . . . 10
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Chapter 1

Motivation and Introduction

The study of confinement-deconfinement (CD) transition is an important part of under-

standing matter at extreme temperatures and/or densities. These extreme conditions are

believed to exist in the early Universe, in extreme dense stars, the quark-gluon plasma

(QGP) formed in relativistic heavy-ion collisions etc. Most of the theories in this con-

text, of which non-abelian gauge fields are a part, undergo the CD transition. These fields

are described by Yang-Mill’s SU(N) gauge theories and are responsible for interaction

between matter fields in theories such as quantum chromodynamics (QCD), electroweak

theory (EWT) etc. The basic constituents of QCD are quarks and gluons that are confined

inside hadrons in the hadronic matter. At high temperatures and/or densities hadrons melt

into quark-gluon plasma (QGP), in which the quarks and gluons are deconfined [19–22].

The detailed phase diagram study of QCD shows that this melting of hadrons proceeds

via a transition known as confinement-deconfinement (CD) transition. The nature of this

transition depends on the masses and the number of quark flavours [23–28]. The CD

transition also occurs in the EWT, apart from the Higgs transition. The gauge sector

background is taken to be in the deconfined state during the Higgs transition. The na-

ture of CD transition in EWT is also a↵ected by the Higgs field [29, 30]. Given that the

CD transition is an integral part of theories such as QCD, EWT etc., it is necessary to
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understand in detail the e↵ects of the matter field for smaller lattice cut-o↵.

In pure SU(N) gauge theory, the confined and deconfined phases are characterized by the

free energy of an isolated static charge. In the confined phase the free energy diverges,

as a consequence static charges can occur only in color singlet pairs. In the string model

of confinement, the static charges are connected by a string of non-zero tension. The

string picture of confinement is supported by lattice gauge theory calculations which show

that the free energy of static charges rises linearly with distance [31]. The melting of

this string leads to the liberation of the static charges and the onset of deconfinement

in the deconfined phase. The Euclidean formulation of thermodynamics relates the free

energy of an isolated static charge, in units of temperature, to the negative logarithm of

the Polyakov loop average [32, 33]. The Polyakov loop average vanishes in the confined

phase and acquires a non-zero value in the deconfined phase, thus acting as an order

parameter for the CD transition. The Euclidean action is found to be symmetric under

gauge transformations, which are classified by the center ZN of the gauge group SU(N).

The Polyakov loop transforms like a ZN�spin under these gauge transformations. Since

the Polyakov loop acquires a non-zero average value in the deconfined phase, the ZN

symmetry is spontaneously broken (SSB) [1, 34–36]. The SSB leads to N degenerate

states in the deconfined phase and global topological defects such as strings and domain

walls in physical space [3, 37–40]. The N degenerate states are characterized by each

element of ZN . Non-perturbative studies show that the CD transition is second order [33,

41] for N = 2 and first order [34, 35] for N � 3.

The ZN symmetry of pure SU(N) gauge theory is spoiled when matter fields in the funda-

mental representation, as in QCD, EWT etc., are included. The matter fields in the fun-

damental representation, satisfy either periodic(boson) or anti-periodic(fermion) bound-

ary conditions. However, the ZN gauge transformations are not compatible with these

boundary conditions. The requirement that the matter fields satisfy either periodic or an-

tiperiodic boundary conditions in the temporal direction forces the gauge transformations
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to be periodic [3–5, 42–44]. It is necessary to consider the ZN transformations on the

gauge fields, as it is expected that the Polyakov loop configurations belonging to di↵erent

ZN sectors will contribute to the partition function. Thus the ZN gauge transformations

may act only on the gauge fields but in the process, the action does not remain invariant.

Therefore the ZN symmetry is explicitly broken. As a consequence, in the presence of

dynamical matter fields in the fundamental representation, the string connecting the static

particle and anti-particle pair breaks due to excitations of dynamical charges. The free

energy of isolated static charges remains finite. The Polyakov loop average, as a result, is

expected to become non-zero even in the confined phase. Studies of spin systems show

that the strength of a phase transition and explicit breaking of the associated symmetry are

correlated. A strong first-order phase transition can turn to a crossover for large explicit

breaking. So, it is expected that the explicit breaking of ZN symmetry will soften the CD

transition. There are several studies of explicit breaking of ZN symmetry due to matter

fields over the years [3, 7, 9, 40, 42, 43, 45–47]. In lattice gauge theories in the strong

coupling limit, mean-field calculations show that the explicit breaking increases with a

decrease in quark masses [42, 48]. Similarly, in the perturbative limit, one loop calcu-

lations find that with the decrease in the mass of dynamical fields, the explicit breaking

increases [1,48]. Recently, there are extensions of loop calculations to higher order which

show a similar trend [6]. Further, the free energy di↵erence between di↵erent ZN states,

in the deconfined phase, increases with temperature. Note that these perturbative calcula-

tions on ZN symmetry in SU(N) gauge theories are reliable at high temperatures and away

from the CD transition point. As the fluctuations and gauge coupling are expected to grow

if the temperature is lowered towards the CD transition point. Thus, non-perturbative ef-

fects are expected to dominate near the CD transition point.

The e↵ect of dynamical fields near the CD transition is studied mostly in non-perturbative

lattice simulations. Previously, the lattices in these studies have a small number of tem-

poral lattice sites (N⌧  4). Early lattice studies in SU(2) with dynamical quarks find a

sharp crossover CD transition [49]. In SU(3) with dynamical quarks, the explicit break-
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ing of Z3 increases for smaller masses [44], in the heavy-quark region. For small enough

masses, the explicit breaking is so large that the CD transition becomes a crossover. Sim-

ilar results were also observed in SU(2)+Higgs theory [50]. It was observed that the CD

transition becomes sharper for N⌧ = 4 than for N⌧ = 2. Recent studies of Z2 symmetry in

SU(2)+Higgs theory suggests that the explicit breaking is vanishingly small even before

the pure gauge limit [4]. The explicit breaking decrease in the Higgs symmetric phase

suggests the Higgs condensate could be playing the role of the symmetry breaking field.

In further studies, for vanishing bare Higgs mass and quartic coupling, the CD transition

shows critical behaviour. This critical behaviour was observed only in the continuum

limit, i.e. for N⌧ ! 1 or cut-o↵ approaching zero [5]. These results suggest that the in-

teraction between the gauge and matter fields depends on N⌧. Also, the explicit breaking

is vanishingly small, for vanishing bare Higgs mass, where it is least expected.

It is important to study, whether in SU(N)+Higgs theories for higher N � 3, explicit

breaking of ZN decreases with N⌧. Also if this leads to any changes in the nature of

CD transition in SU(N)+Higgs theory vs N⌧. As an extension of the previous study in

SU(2)+Higgs theory, in the present thesis work, we study the CD transition in SU(3)+Higgs

theory and the explicit breaking of Z3 symmetry near the transition point. For simplicity,

we consider vanishing bare Higgs mass (m = 0) and quartic coupling (� = 0). For this

choice of parameters, the system is found to be in the Higgs symmetric phase around the

CD transition point. As in the case of SU(2)+Higgs, the CD transition is found to depend

on the lattice cut-o↵. The distribution of the Polyakov loop shows that the strength of

explicit breaking decreases with N⌧. Also, the CD transition becomes stronger with N⌧.

It is found that for N⌧ = 2 the transition is a continuous and the Z3 symmetry is badly

broken. For N⌧ > 2 the transition is first order. The ZN asymmetry in the distribution of

the Polyakov loop decreases monotonically with N⌧.

The exact calculation of the partition function in 3 + 1 dimensional theories is extremely

di�cult. In this case, the evidence of ZN symmetry in the results is valid only up to an
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error. Hence, it is highly desirable to obtain the above results through analytic calculation,

where the partition function exhibits the ZN symmetry even though the action breaks it ex-

plicitly. In this thesis, we consider a one-dimensional chain of fermionic/bosonic matter

fields which are in the fundamental representation of the SU(N) gauge group [51]. The

lattice action can be derived from a one-dimensional continuum theory. We mention here

that, there are several one-dimensional models considered in the literature [52–56] for

di↵erent purposes over the years. The one-dimensional gauge chain can also be obtained

from the 3+1 lattice actions by restricting to terms that break the ZN symmetry explicitly.

Coincidentally, in these terms which break the ZN symmetry, matter fields correspond-

ing to di↵erent spatial sites do not couple. The terms can be arranged as a collection of

non-interacting one-dimensional chains extending in the temporal direction. Hence the

partition function can be written as the product of the partition functions of these one-

dimensional chains. It is shown that the matter fields, in the partition function, can be

integrated out exactly for any arbitrary N⌧, even when the temporal length of the chain

is held fixed. From these calculations, the free energy for the Polyakov loop is obtained.

The results show that, in the case of the Higgs (bosonic) field, the explicit breaking of ZN

rapidly decreases with N⌧ vanishing in the “continuum” limit. In the case of fermions,

the explicit breaking initially decreases rapidly with N⌧ but approaches a non-zero limit-

ing value. The non-perturbative lattice MC simulations, as well as integrable analytical

models, show that the ZN symmetry is realised in the presence of bosonic matter fields, in

the continuum limit. From these results, however, it is not clear what is the reason for this

realisation.

The non-invariance of the action under ZN gauge transformation which is not periodic in

temporal directions does not necessarily imply the explicit breaking of ZN symmetry. The

presence of ZN symmetry or its explicit breaking can only be inferred from the free energy

of the Polyakov loop. In the free energy or the partition function calculations, two factors

play important roles. They are the distribution of the action, which is also known as the

density of states (DoS) and the Boltzmann factor. The latter clearly does not respect the

29



ZN symmetry. So the realization of the ZN symmetry must come from the DoS and its

dominance over the Boltzmann factor. Computing the DoS in SU(N)+Higgs theory is a

di�cult task as the configuration space is infinite [18]. In this situation, the Z2+Higgs

theory in four dimensions provides a suitable alternative. Since the field variables take

values ±1, it is possible to calculate the DoS with some simplifications.

The Z2+Higgs theory has been extensively studied in literature [8, 9, 57–61]. The phase

diagram of this theory is found to be similar to that of SU(N)+Higgs theories in 3 and

4�dimensions [16, 17]. Though in this theory, there is no analogue of the beta-functions

of SU(N)+Higgs theories, and the temperature is controlled by the couplings of the

therory [62]. The similarity with the SU(N)+Higgs theories arises when periodic/anti-

periodic boundary condition is imposed on the Higgs field, in any one of the four dimen-

sions. As a consequence gauge transformations which are not periodic in this “temporal”

direction are not allowed and the Z2 symmetry is explicitly broken similar to the explicit

breaking of ZN symmetry in SU(N)+Higgs theories. It is important to note the di↵erence

in the role of N⌧ between Z2+Higgs and SU(N)+Higgs theories. Though in both cases

increase in N⌧ introduces additional degrees of freedom, in SU(N)+Higgs theory to study

ZN symmetry at fixed temperature the couplings need to be tuned.

In the Z2+Higgs theory, the Z2 symmetry of the Polyakov loop and the nature of CD

transition are studied by varying the number of lattice points, N⌧, along the temporal

direction. The computations are mostly done on the Higgs symmetric side of the Higgs

transition line. Our results show that the Z2 symmetry is realised for large N⌧. Also,

the behaviour of the CD transition is found to be similar to the pure gauge case apart

from the location of the critical point. To understand the role of N⌧, a 0 + 1 dimensional

model is considered by keeping the temporal component of the gauge Higgs interaction

corresponding to a single spatial coordinate.

For the one-dimensional model, the Polyakov loop can take values ±1. For each of these

cases, the free energy can be calculated exactly. The free energy calculations show the
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emergence of Z2 symmetry in the large N⌧ limit for arbitrary interaction coupling. Further,

the Monte Carlo results for the distribution of the interaction term, in 3 + 1 dimensions,

are reproduced well by exact 0+ 1 dimensional DoS with an additional Boltzmann factor,

though with a di↵erent value of the coupling strength. The DoS for both values of the

Polyakov loop sharply peaked at zero. For large N⌧ both of them can be approximated by

a single gaussian, with the same peak height and width, suggesting Z2 symmetry. Now,

since the peak height grows with N⌧, the DoS will dominate the thermodynamics in the

N⌧ ! 1, leading to vanishingly small Z2 explicit symmetry breaking.
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Chapter 2

ZN symmetry in SU(N) gauge theories

In this chapter, we describe the ZN symmetry in SU(N) gauge theories, in Euclidean space.

The matter fields, fermionic fields and the bosonic Higgs fields are in the fundamental

representation of the SU(N) gauge group. The SU(N) generators are in the fundamental

representation. In the following, we describe how the ZN arises in Euclidean action and

its explicit breaking due to matter fields.

2.1 ZN symmetry in pure SU(N) gauge theories

The path-integral form of the partition function for pure SU(N) gauge theory at finite

temperature for the gauge field Aµ(x) is given by

Z =
Z

[DAµ]e�S [Aµ] . (2.1)

Here x is a four-vector xµ with µ = 1, 2, 3, 4, representing a point in Euclidean space.

The gauge field Aµ(x) = T
a
A

a

µ(x), where T
a’s are the generators of SU(N) gauge group

with a = 1, 2, ...,N2 � 1. The generators are traceless matrices and satisfy the following
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properties

Tr(TaTb) =
1
2
�ab , [Ta,Tb] = i fabcTc . (2.2)

The generators are taken to be in the fundamental representation of the SU(N), i.e. N ⇥

N dimensional. In the adjoint representation, i.e. N
2 � 1 ⇥ N

2 � 1 matrices, the ZN

symmetry does not arise and the Polyakov loop is not a good order parameter for the CD

transition [63].

The Euclidean action, S [Aµ], in Eq. 2.1 is given by

S [Aµ] =
Z

V

d
3
x

Z �

0
d⌧

"
1
2

Tr
⇣
Fµ⌫(~x, ⌧)Fµ⌫(~x, ⌧)

⌘ #
. (2.3)

Here � = 1
T

, T is the temperature and g is the gauge coupling strength. In terms of the

gauge fields Aµ, the non-abelian gauge field strength Fµ⌫ is written as, Fµ⌫ = @µA⌫�@⌫Aµ+

ig[Aµ, A⌫]. The path integration in Eq. 2.1 is carried out over gauge field that are periodic

along the temporal direction, i.e. Aµ(~x, ⌧ = 0) = Aµ(~x, ⌧ = �). At finite temperatures, all

gauge transformations are allowed as long as they preserve the periodicity of the gauge

fields in the temporal direction. The action, Eq. 2.3 is invariant under the following gauge

transformation of gauge fields

Aµ(~x, ⌧) �! A
0
µ(~x, ⌧) = V(~x, ⌧)Aµ(~x, ⌧)V�1(~x, ⌧) � i

g
V(~x, ⌧)@µV�1(~x, ⌧) , (2.4)

where V(~x, ⌧) 2 SU(N). The field strength tensor transforms as

Fµ⌫(~x, ⌧)! F
0
µ⌫(~x, ⌧) = V(~x, ⌧)Fµ⌫(~x, ⌧)V†(~x, ⌧) . (2.5)

The periodicity of the gauge transformed fields is preserved, even if V(~x, ⌧) is not periodic

in ⌧ but satisfies

V(~x, ⌧ = 0) = zV(~x, ⌧ = �) , with z 2 ZN ⇢ SU(N) . (2.6)
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Here z 2 ZN = exp(2⇡in

N
) with n = 0, 1, 2, ...,N � 1. is a N ⇥ N identity matrix. All the

gauge transformations satisfying Eq.2.6 can be represented by the element z. The term

ZN symmetry refers to the fact that all allowed gauge transformations of the Euclidean

gauge action are classified by center ZN of the gauge group SU(N). The Polyakov loop

(L) which is the path-ordered product of links in the temporal direction, i.e.

L(~x) =
1
N

Tr
h
P
n

exp
⇣
� ig

Z �

0
A0(~x, ⌧)d⌧

⌘oi
, (2.7)

transforms as L! zL under a gauge transformations Eq. 2.4 with the boundary condition

as given in Eq. 2.6. So the Polyakov loop is invariant when the gauge transformations

are periodic, i.e. z = . This transformation of the Polyakov loop is similar to that of

magnetization under the Z2 transformation in the Ising model [2, 32, 36]. As mentioned

previously, in pure SU(N) gauge theory, the thermal average of the Polyakov loop van-

ishes in the confined phase. In the deconfined phase, the Polyakov loop acquires a nonzero

thermal average value. Thus it plays the role of an order parameter for the CD phase tran-

sition, and the ZN symmetry is spontaneously broken in the deconfined phase. As a result

of spontaneous symmetry breaking, there are N degenerate states in the deconfined phase

characterized by the elements of ZN . Note that L is the trace of a SU(N) matrix. For

N = 2 the range of values L can take is [�1, 1]. For N > 2 it can take any value in a

n-polygon(with curved sides) in the complex plane whose vertices are given by exp(2⇡in

N
)

with n = 0, 1, 2, ...,N � 1.

If F is the free energy of an isolated static fermion or boson, then the thermal average

value of the Polyakov loop is [64, 65]

h|L|i ⇠ e
�F . (2.8)

In the confinement phase the free energy is infinite and the h|L|i = 0. In the deconfinement

phase the free energy becomes finite and h|L|i , 0.
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2.2 ZN symmetry in SU(N) gauge theories in the presence

of matter fields in the fundamental representation

In the following, we describe the ZN symmetry when the matter fields are present in

the Euclidean action. Like the gauge fields, the matter fields in the Euclidean space are

required to satisfy particular boundary conditions depending on the spin. This turns out

to be in conflict with the ZN symmetry when the matter fields are in the fundamental

representation. Note that this problem does not arise in the presence of adjoint matter

fields.

2.2.1 ZN symmetry in SU(N) gauge theories with Higgs

In the presence of the Higgs field �, in the fundamental representation, the Euclidean

SU(N)+Higgs action is given by

S [Aµ,�,�†] = S [Aµ] +
Z

V

d
3
x

Z �

0
d⌧

"
1
2

(Dµ�)†(Dµ�) +
m

2
H

2
�†� +

�H

4!
(�†�)2

#
. (2.9)

The� field is a N⇥1 column matrix with complex elements. Here the covariant derivative

Dµ� = @µ� + igAµ�. mH is the Higgs mass and �H is the Higgs quartic coupling. The

total partition function of this theory at finite temperature is given by

Z =
Z

[DAµ][D�][D�†]e�S [Aµ,�,�†] . (2.10)

The bosonic field � is required to be periodic in the temporal direction, i.e.

�(~x, 0) = �(~x, �). (2.11)
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Under the SU(N) gauge transformation, the � fields in the fundamental representation

transform as

�(~x, ⌧) �! �0(~x, ⌧) = V(~x, ⌧)�(~x, ⌧) . (2.12)

The requirement that the gauge transformed field �0 also satisfies periodic boundary con-

dition forces the gauge transformations to be periodic. Under a non-trivial ZN gauge

transformation, with V(~x, ⌧ = 0) = zV(~x, ⌧ = �), the transformed gauge fields A
0
µ satisfies

periodic boundary condition in the temporal direction, i.e.

A
0
µ(~x, 0) = A

0
µ(~x, �) . (2.13)

But the gauge transformed matter fields �0 on the other hand satisfy the following tem-

poral boundary condition

�0(~x, 0) = z�0(~x, �) . (2.14)

For z , , the �0 do not satisfy the required boundary condition in Eq. 2.11. �0 field

can not contribute to the partition function. However, one can consider the ZN transfor-

mation acting only on the gauge fields. This will lead to L ! zL. Since the ZN gauge

transformations now have acted only on the gauge fields, the action will be di↵erent, i.e.

S (L) , S (zL). Hence the ZN symmetry is broken explicitly. Note that, since z 2 SU(N),

gauge transformations such as in Eq. 2.6, can be written as

V(~x, ⌧) = g(⌧)Vp(~x, ⌧), with g(⌧ = 0) = zg(⌧ = �) , (2.15)

and Vp(~x, ⌧) is periodic ⌧ = �. Hence, to see the e↵ect of ZN gauge transformations,

one needs to consider gauge transformations which are functions g(⌧) with the above

properties. To see, which terms of the action are a↵ected, let us consider g(0) = zg(�)

with z 2 ZN . This transformation is gauge equivalent to g(⌧) = exp[i↵(⌧)], with ↵(⌧) =

(2⇡n/N)✓(⌧ � �). This gauge transformation will a↵ect only the terms in which temporal

gauge fields are involved, i.e. |D0�|2. So at the leading order, the explicit breaking of ZN
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arises due to temporal gradient terms. The other terms in the action influence the explicit

breaking at higher order, which may be significant in the Higgs broken phase.

2.2.2 ZN symmetry in SU(N) gauge theories with fermion

The action for a minimally coupled SU(N) gauge theory of fermions in 3 + 1 Euclidean

space is given by

S [Aµ, ,  ̄ ] = S [Aµ] +
Z

V

d
3
x

Z �

0
d⌧

h
 ̄ ( /D + mf ) 

i
(2.16)

The fermion field  is also a N ⇥ 1 column matrix with complex elements. Here /D =

(/@ + ig /A) . The �-matrices are the Euclidean versions of the (Minkowski) �-matrices

and they are 4 ⇥ 4 matrices in Dirac space. The Euclidean �-matrices follow the anti-

commutation relations as

n
�µ, �⌫

o
= 2�µ⌫ with µ, ⌫ = 1, 2, 3, 4 . (2.17)

The fermion fields  are in the fundamental representation, and mf is the mass of  

fields. The corresponding partition function takes the form

Z =
Z

[DAµ][D ][D ̄ ] e
�S [Aµ, , ̄ ] . (2.18)

The  fields contributing to the partition function satisfy the anti-periodic boundary con-

dition in the temporal direction, i.e.

 (~x, 0) = � (~x, �) . (2.19)
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These fields transform under a gauge transformation V 2 SU(N) as

 (~x, ⌧) �!  0(~x, ⌧) = V(~x, ⌧) (~x, ⌧) . (2.20)

Hence the hermitian conjugate of it can be written as

 ̄ (~x, ⌧) �!  ̄ 0(~x, ⌧) =  ̄ (~x, ⌧)V†(~x, ⌧) . (2.21)

The action is invariant if

S [Aµ, ,  ̄ ] = S [A0µ, 
0,  ̄ 0] . (2.22)

The gauge transformed action gives

S [A0µ, 
0,  ̄ 0] = S [A0µ] +

Z

V

d
3
x

Z �

0
d⌧

h
 ̄V

†
⇣
�µ(@µ + igA

0
µ) + mf

⌘
V 

i
. (2.23)

The gauge transformed fields  0 also required to be anti-periodic. A non-trivial ZN gauge

transformation, with V(~x, ⌧ = 0) = zV(~x, ⌧ = �) and z , � , would lead to  0 with

 0(~x, 0) = z 0(~x, �) . (2.24)

Such fields can not contribute to the partition function as described in the case of Higgs

and the ZN symmetry is broken explicitly.

Explicit breaking of ZN , i.e. S (L) , S (zL), does not necessarily imply that it will also

be broken at the level of partition function averages. To get an estimate of the explicit

symmetry breaking we need to consider the partition function average of observables that

are sensitive to ZN symmetry such as Polyakov loop, gauge Higgs interaction, etc. It is

impossible to compute these observables near the CD transition using perturbative calcu-

lations where non-perturbative e↵ects are expected to dominate. Though the perturbative

calculations have been successful in studying the ZN symmetry in gauge theories at high

temperatures away from the transition region. These studies are not reliable as both the
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gauge coupling and the fluctuations increases as the temperature approaches Tc. Hence

this problem is not analytically tractable in 3+1 dimensions. We mention here that some

0 + 1 dimensional models can be studied analytically as reported in the later part of this

thesis. In 3 + 1 dimensions, the issue of ZN symmetry can only be studied using non-

perturbative means. Previously, in the non-perturbative Monte Carlo(MC) simulations of

SU(2)+Higgs theory, the partition function averages show Z2 symmetry near the CD tran-

sition, in the continuum limit. In the present work, we extend this work to SU(3)+Higgs.
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Chapter 3

Confinement deconfinement transition

and Z3 symmetry in SU(3)+Higgs

theory

In this chapter, we discuss the e↵ects of bosonic matter fields, the Higgs, on Z3 symmetry

and the CD transition in SU(3)+Higgs theory. The Higgs is considered to be in the funda-

mental representation of the SU(3) gauge group. We carry out Monte Carlo simulations

of the partition function and compute partition function averages of the observables that

are sensitive to Z3 symmetry e.g. Polyakov loop, gauge-Higgs interaction action, etc. To

study the cut-o↵ dependence on the e↵ect of Higgs on Z3 symmetry and the CD transition,

several values of N⌧ are considered.
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3.1 Numerical simulations of the CD transition and the

Z3 symmetry

The Euclidean action in presence of Higgs fields is given by

S [Aµ,�,�†] =
Z

V

d
3
x

Z �

0
d⌧

"
1
2

Tr
⇣
Fµ⌫Fµ⌫

⌘
+

1
2

(Dµ�)†(Dµ�) +
m

2
H

2
�†� +

�H

4!
(�†�)2

#
.

(3.1)

To carry out the Monte Carlo simulation, we consider a Euclidean space with spatial

volume L
3 and inverse of temperature, 1/T , as temporal extent. mH is the bare Higgs mass

and �H is the Higgs quartic coupling. This 3+1 dimensional Euclidean space is discretized

into N
3
s
⇥ N⌧ points. In terms of the lattice constant a, Ns = (L/a) and N⌧ = (1/Ta). The

Higgs field �n and gauge field Aµ(n) live at site n. n ⌘ (~n, n4) ⌘ (n1, n2, n3, n4) with

1  (n1, n2, n3)  Ns and 1  n4  N⌧. The transition from the continuum to the lattice is

basically e↵ected by making the following substitutions:

x ! na

Z
d

4
x ! a

4
X

n

�(x) ! �(n)

Aµ(x) ! Aµ(n) . (3.2)

Instead of the discretized gauge field Aµ(n), the lattice action is written in terms of gauge

link Un,µ = e
igaAµ(n), where g is the gauge coupling constant. The gauge link connects the

lattice points n and n+ µ̂. Here µ̂ is a unit vector in the µ-th direction, with (µ = 1, 2, 3, 4).

Under a gauge transformation Vn 2 SU(N), the gauge links transform as

Un,µ = VnUn,µV
�1
n+µ . (3.3)
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The gauge field strength can be written in terms of the plaquette UP, which is path ordered

product of links Un,µ̂ along an elementary square, i.e.

UP = Un,µ̂Un+µ̂,⌫̂U
†
n+⌫̂,µ̂U

†
n,⌫̂ . (3.4)

The sketch of an elementary plaquette UP is shown in Fig. 3.1. This is a gauge invariant

n n+µ̂

n+µ̂+⌫̂n+⌫̂

Un,µ̂

Un+µ̂,⌫̂

U
†
n+⌫̂,µ̂

U
†
n,⌫̂

Figure 3.1: Sketch of an elementary plaquette UP.

object. From Eq. 3.3, it can be easily seen that trace of a path-ordered product of links

along closed loops is gauge invariant. From Eq. 3.4 UP can be written in terms of field

strength tensor as

UP = e
ia

2
gFµ⌫ . (3.5)

For small lattice spacing, a, the exponential function can be expanded as follows

UP = 1 + ia
2
gFµ⌫(n) � a

4
g

2

2

h
Fµ⌫(n)

i2 � i
a

6
g

3

6

h
Fµ⌫(n)

i3
+ .... (3.6)

The corresponding hermitian conjugate of Up is

U
†
P
= 1 � ia

2
gFµ⌫(n) � a

4
g

2

2

h
Fµ⌫(n)

i2
+ i

a
6
g

3

6

h
Fµ⌫(n)

i3
+ .... (3.7)
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The terms with higher power of a can be neglected. Adding Eqs. 3.6 and 3.7 we have

h
Fµ⌫(n)

i2 ' 1
a4g2

h
2 �

⇣
UP + U

†
P

⌘i
, (3.8)

Tr
h
Fµ⌫(n)

i2
=

1
a4g2 Tr

h
2 �

⇣
UP + U

†
P

⌘i
. (3.9)

The pure gauge Euclidean lattice action can be written as

S (U) = a
4 1
2

X

n

Tr
h
Fµ⌫(n)

i2
= �g

X

p

"
1 � 1

2N
Tr

⇣
UP + U

†
P

⌘#
, (3.10)

where �g = 2N/g2. The covariant derivative on the lattice is given by

Dµ�(n) = @µ�(n) +
1 � Un,µ̂

a
�(n) , (3.11)

where µ̂ is a vector of length, a, pointing along the µ�th direction. The 4�dimensional

Laplacian, ⇤, is substituted by the lattice Laplacian, ⇤̂, i.e.

⇤�(x)! 1
a2 ⇤̂�(n) , (3.12)

where

⇤̂�(na) =
X

µ

⇥
�(n + µ̂) +�(n � µ̂) � 2�(n)

⇤
. (3.13)

Using all the above definitions of continuum operators and variables on the lattice, the

corresponding total Euclidean action can be written as

S (U,�) = �g

X

P

"
1 � 1

2N
Tr

⇣
UP + U

†
P

⌘#
+

8a
2

2

X

n

Tr
⇣
�†

n
�n

⌘

� a
2
X

n,µ

Re Tr
⇣
�†n+µUn,µ�n

⌘
� m

2
H

a
4

2

X

n

Tr
⇣
�†

n
�n

⌘
+
�Ha

4

2

X

n

Tr
⇣
�†

n
�n

⌘2
.

(3.14)
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It is convenient to write the lattice action in terms of dimensionless variables, parameters

etc. We use the following scaling of �, �H and the Higgs mass mH [66] as

�(x)!
p
�n

a
, �H !

�

2 , m
2
H
! (1 � 2� � 8)

a2
, (3.15)

In terms of the dimensionless field variables and parameters the total discretized lattice

action can be written as

S (U,�) = �g

X

P

"
1 � 1

2N
Tr

⇣
UP + U

†
P

⌘#
� 

X

n,µ

Re Tr
⇣
�†n+µUn,µ�n

⌘

+
1
2

X

n

Tr
⇣
�†

n
�n

⌘
+ �

X

n

 
1
2

Tr
⇣
�†

n
�n

⌘
� 1

!2

.

(3.16)

For the present study we take, N = 3, � = 0 and mH = 0, and the resulting action can be

written as [5, 66]

S = �g

X

P

"
1 � 1

2N
Tr

⇣
UP + U

†
P

⌘#
� 

X

n,µ

Re
⇣
�†n+µUn,µ�n

⌘
+

1
2

X

n

⇣
�†

n
�n

⌘
. (3.17)

 = 1/8, for which, the system is found to be in the Higgs symmetric phase around the

CD transition point. The gauge-Higgs interaction, the second term in Eq. 3.17, can be

φ

U

Figure 3.2: Position of gauge links U and Higgs fields � on the lattice.

graphically represented by Fig. 3.2. On the discrete lattice, the Polyakov loop is defined
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as the path order product of gauge links along the temporal direction, i.e.

L(~n) =
N⌧Y

n4=1

U(~n,n4),4̂ . (3.18)

The volume average of the Polyakov loop (L) is given by

L =
1

N3
s

X

~n

L(~n) . (3.19)

Under the gauge transformations, the Polyakov loop transforms as

L(~n)! zL(~n) . (3.20)

The pure gauge part of the action is always invariant under the gauge transformations.

But as mentioned above, the � fields cannot be transformed under nonperiodic gauge

transformations, so the second term does not remain invariant under this transformation

and the Z3 symmetry is broken explicitly. As discussed in the previous chapter, only

the terms involving the temporal links in the gauge-Higgs interaction terms break the Z3

symmetry. The strength of the explicit breaking can be obtained by numerical simulations

of the partition function and calculating averages of Z3 sensitive observables, such as the

Polyakov loop.

The numerical simulations of the above action in Eq. 3.17 results in a sequence of sta-

tistically independent configurations of (Un,µ,�n) as follows. Using the Monte Carlo

methods, an initial configuration of {Un,µ,�n} is updated according to the probability dis-

tribution, exp(�S ). To update a given link Un,µ, the rest of the fields coupled to it are

treated as heat-bath. A new choice for the link is generated using the standard heat-bath

method [10, 11], which we describe in the following.

For SU(3) link variables, there is no direct heat-bath algorithm. However, a pseudo-heat-

bath algorithm can be formulated by updating the di↵erent SU(2) subgroups of SU(3) so
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that there is no invariant sub-group left. This concept can be generalized to SU(N). In

each step of the iteration, the new link variable is obtained by multiplying the previous

one by p matrices belonging to the p subgroups SU(2). If U is the original link variable

then the updated link variable U
0 is obtained by [10]

U
0 = ApAp�1.....Aq.....A1U , (3.21)

where the A’s belong to the SU(2) subgroups of the SU(N) gauge group. If we call the set

of subgroups as
n
Aq

o
with q = 1, 2, ..., p, then a possible choice is p = N � 1. A simple

choice of the subgroup Aq has the following matrix elements

Aq =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
. . .

1

(aq)

1
. . .

1

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

, (3.22)

aq is an SU(2) matrix located at q-th and (q+1)-th rows and columns. Although for SU(3),

two SU(2) sub-groups are su�cient, here all three SU(2) sub-groups are used.

0
BBBBBBBBBBBBBBBBBB@

a11 a12 0

a21 a22 0

0 0 1

1
CCCCCCCCCCCCCCCCCCA

,

0
BBBBBBBBBBBBBBBBBB@

1 0 0

0 a11 a12

0 a21 a22

1
CCCCCCCCCCCCCCCCCCA

,

0
BBBBBBBBBBBBBBBBBB@

a11 0 a12

0 1 0

a21 0 a22

1
CCCCCCCCCCCCCCCCCCA

.

If we define

U
(q) = AqAq�1.....A1U , U

(0) = U , (3.23)
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then the recursion relation can be obtained as

U
(q) = AqU

q�1 , U
(p) = U

0 . (3.24)

Note that our SU(3) pure gauge action is of the Wilson-action type, i.e.

S (U) ' ��g

N
Re Tr(UV) , (3.25)

where V is the sum of staples connected to the link U and V < SU(3). It is a general 3⇥ 3

complex matrix. Now each multiplication with Aq gives rise to a heat bath distribution of

the SU(2) group as described below.

S (AqU) = ��g

N
Re Tr(AqUV) = ��g

N
Re Tr(aqwq) + terms independent of aq , (3.26)

with wq =

0
BBBBBBBBB@
Wii Wi j

Wji Wj j

1
CCCCCCCCCA

, where W = UV . Here aq = a0 + i~a . ~� with a
2
0 + |~a|2 = 1. The

vector ~a = (a1, a2, a3) and �’s are the Pauli matrices. wq now takes over the role of the

SU(2)-staple as described in Eq. 3.28.

To proceed further as given in reference [67,68], we consider the following Wilson action

to update the SU(2) subgroup of the link variable

S = �g

X

P

"
1 � 1

2
Re Tr UP

#
. (3.27)

The plaquette UP contains the link variable U 2 SU(2) and the staple V . The probability

of a link U is

dP(U) / dUexp
(
�g

2
Re Tr(UV)

)
, (3.28)

where V =
P6

i=1 Vi is the sum of the 6 staples connected to the link U. The link variable
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U is an SU(2) group element and can be parametrized as

U = ↵0 + i~↵ . ~� , ~↵ = (↵1,↵2,↵3) , (3.29)

The unitarity condition implies that ↵2
0 + |~↵|2 = 1. The invariant group measure in terms

of this parametrization is

dU =
1

2⇡2 �(↵
2 � 1)d4↵ . (3.30)

Now if Û 2 SU(2) then Û = V/
p

det V = V/c, where c =
p

det V . Since dU is an

invariant measure we can write

dP(UÛ
�1) / dUexp

(
�g

2
Re Tr (UVÛ

�1)
)

= dUexp
(
�g

2
cRe Tr U

)
. (3.31)

As Tr U = 2↵0, the probability dP(U) depends on ↵0. Thus we have to generate a U such

that

dP(U) = dUexp
⇣
�gc↵0

⌘
. (3.32)

Once ↵0 is chosen, the vector ~↵ can take any value on the surface of a sphere whose radius

is
q

1 � ↵2
0. Thus ↵0 needs to be generated in the interval [�1, 1] with a probability

P(↵0) /
q

1 � ↵2
0 exp

⇣
�gc↵0

⌘
. (3.33)

To generate ↵0 with the above probability, the Creutz method is used [67]. In this method

the factor exp
⇣
�gc↵0

⌘
generates ↵0, then the generated ↵0 is accepted or rejected with the

other factor
q

1 � ↵2
0. Now if the distribution of ↵0 is peaked close to one, which is where

the prefactor
q

1 � ↵2
0 is small, then the rejection rate becomes very large. To improve

this, an alternative method has been introduced by Kennedy and Pendleton in ref [11]. In

the following, we describe the standard updating procedure for the Higgs field [69].

To update a component of�n, e↵ective action is written down by collecting all terms in the
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action with the particular component [69]. As it turns out for mH = 0 the e↵ective action

is Gaussian. The width of the gaussian is a constant and does not depends on the near-

est neighbour fields which act as heat-bath. The updating process is repeated for all the

links and cite variables. Since a new configuration is generated from an old one, the two

are correlated. To reduce this correlation, we have calculated the autocorrelation of the

Polyakov loop as C(i) =
P
⌧

⇣
hL(⌧)L(⌧ + i)i � hL(⌧)i2

⌘
, where L(⌧) and L(⌧+ i) correspond

to the measured value of L for the ⌧-th and (⌧+i)-th configurations in the Monte Carlo his-

tory. We extract the slope of h = �log [C(i)]. The entire field configuration of the lattice

is updated h times before a new configuration is accepted in the Monte Carlo history. The

partition function averages are obtained by averaging observables over this history. The

observables computed, to study the CD transition and explicit breaking of Z3, are the av-

erage of the Polyakov loop (h|L|i) and it’s distributions H(L),H(Arg(L)), the gauge-Higgs

interaction term (S K = Re
P

n,µ

⇣
�†n+µUn,µ�n

⌘
) and the plaquette (S g =

P
p Up). The sim-

ulations were carried out for several values of N⌧ = 2, 3, 4, 8, 12, to study the continuum

limit. The simulations of pure SU(3) were also carried out to observe changes e↵ected by

the presence of the Higgs field. We set Ns � 4N⌧ for all the simulations.
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3.2 The CD transition vs N⌧

The previous studies have shown that, in pure SU(3) gauge theory the nature of CD tran-

sition is first order [2, 34, 35, 70–82] and it does not depend on N⌧. The nature of this
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Figure 3.3: H(|L|) for N⌧ = 2 at �g = 1.698 and  = 0.
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Figure 3.4: H(|L|) for N⌧ = 4 at �g = 1.897 and  = 0.

transition is easily identified by |L|, its fluctuations, and the histograms of |L|, etc. In our

simulations Ns = 4N⌧ in most cases except when we consider finite-size scaling analysis.

In Fig. 3.3 we show the histogram of Polyakov loop H(|L|) for N⌧ = 2 at �g = 1.698. In

Fig. 3.4, the same is plotted for N⌧ = 4 at �g = 1.897. Since the transition is first order

and the �g values are near the transition point, the histogram shows two peaks. The peak

corresponding to the smaller(higher) value of |L| corresponds to the confined(deconfined)
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phase.

In order to study the nature of CD phase transition for pure SU(3) gauge theory, the

average of absolute value of the Polyakov loop (L) vs �g for N⌧ = 2 and 4 is plotted in

Figs. 3.5 and 3.6 respectively. The simulation results for pure SU(3) agree with previous
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Figure 3.5: h|L|i vs �g for N⌧ = 2.
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Figure 3.6: h|L|i vs �g for N⌧ = 4.

results [74, 76]. The nature of the CD transition is found to be independent of N⌧ as well.

As in previous studies [73–75], the transition region shifts to higher values with N⌧. There

is a range of �g for which there are two values of |L|. These correspond to the two peaks of

H(|L|). In the simulations for small lattice sizes, both the confined and deconfined phases

are sampled near the transition point (�gc). In this case, h|L|i will lie somewhere between
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the confined and deconfined values. As a result of this, h|L|i vs �g may seem continuous.

In the figures, we indicate the �g values, by green color, for which both states are sampled.

The scatter plots of the real and imaginary parts of the Polyakov loop are shown in

Figs. 3.7–3.9 for N⌧ = 2 for di↵erent values of �g. For �g = 1.692, the scatter plot is

Z3�symmetrically distributed around zero which gives h|L|i = 0, i.e. the system is in the

confined phase. At �g = 1.698, there is a coexistence of both confined and deconfined
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Figure 3.7: Confined phase.
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Figure 3.8: Near critical point.
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Figure 3.9: Deconfined phase.

phases. The three di↵erent states at ✓ = 0, 2⇡/3 and 4⇡/3, away from the central patch,

are in the deconfined phase. For �g = 1.71, there is only one state which lies in the de-

confined phase for which h|L|i , 0. For this �g the di↵erent Z3 states are not sampled.

The Z3 state sampled is biased by the initial configuration of the links. The coexistence

of the confined and deconfined phases and the discontinuous jump in h|L|i show that the

transition is first order. Similar results are obtained for higher N⌧ as well.
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To observe the e↵ects of Higgs (�) as matter fields on the CD transition and the Z3 sym-

metry, we compute the Polyakov loop average and its fluctuations for di↵erent values of

�g for  = 0.125. Figs. 3.10 and 3.11, show results of �g dependence of h|L|i and it’s

fluctuations �L for N⌧ = 2.
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Figure 3.10: Polyakov loop vs �g for  = 0.125.
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Figure 3.11: Susceptibility vs �g for  = 0.125.

As can be seen, h|L|i varies continuously suggesting a continuous transition. The cor-

responding fluctuations, �L, sharply peaked around �gc ⇠ 1.691. However, determining

whether the transition is a crossover or a second order, will require finite-size scaling

analysis. This change in the nature of the transition from first order to continuous sug-

gests that the Z3 symmetry is getting a↵ected by the presence of the Higgs fields at finite

N⌧ = 2.
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The Figs. 3.12 and 3.13 shows the histogram H(|L|) for N⌧ = 3 and N⌧ = 4, at �g = 1.854

and �g = 1.904 respectively. We have taken, Ns = 4N⌧. The two peaks in H(|L|) suggest

that the CD transition is first order.
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Figure 3.12: H(|L|) for N⌧ = 3 at �g = 1.854 and
 = 0.125.

 0

 250

 500

 750

 1000

 0  0.1  0.2  0.3  0.4  0.5

κ=0.125,163 x 4βg=1.904

H
(|

L
|)

|L|

Figure 3.13: H(|L|) for N⌧ = 4 at �g = 1.904 and
 = 0.125.
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We follow the same method as in the pure SU(3) case to calculate the Polyakov loop

average h|L|i. The results for h|L|i vs �g are shown in Figs. 3.14 and 3.15 for N⌧ = 3 and

4 respectively. The results do not change qualitatively for higher Ns. The results from
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Figure 3.14: h|L|i vs �g for N⌧ = 3.
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Figure 3.15: h|L|i vs �g for N⌧ = 4.

N⌧ = 2 to N⌧ = 4 show that the nature of CD transition changes with N⌧. For higher N⌧

the CD transition continues to be the first order. Since higher N⌧ corresponds to a smaller

cut-o↵, these results suggest that the CD transition is first order in the continuum limit.

The first-order transition is also accompanied by the e↵ective realization of Z3 symmetry,

as we discuss in the following section.
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3.3 Z3 symmetry vs N⌧

In this section, we present observables that are sensitive to the Z3 symmetry, i.e. the

distribution of the Polyakov loop in the complex plane, the average of the gauge-Higgs

interaction S K and the gauge action S g etc. When there is Z3 symmetry, the distribution

should be invariant, as the transformation L ! zL is made. Also, the di↵erence in S K

between di↵erent Z3 states in the deconfined state should vanish. Here, Z3 states refer

to peaks in the distribution of the Polyakov loop, away from the origin, in the complex

L�plane. These states can also be seen in the scattered plot of L values from the Monte

Carlo history, as patches for which the Polyakov loop phase (✓) is close to 0, 2⇡/3 and

4⇡/3, seen in Fig. 3.17.
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Figure 3.16: Distribution of L in the confined phase for N⌧ = 4.

The distributions of L for pure SU(3) are shown in Figs. 3.16 and 3.17 at �g = 1.891 and

�g = 1.92 respectively. The distribution in Fig. 3.16 corresponds to the confined phase and

in Fig. 3.17 corresponds to the deconfined phase. It can be seen that both distributions are

almost Z3 symmetric. A Z3 rotation in the complex plane will result in identical figures.
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In the deconfined phase, �g > �gc, the symmetry is spontaneously broken, which leads

to Z3�states. The three patches in Fig. 3.17 correspond to the three Z3�states. Note that

all the three states, for �g away from �gc, can not be sampled in a single MC run as the

tunnelling rate between them is very small. To sample di↵erent Z3 states we consider MC

runs with di↵erent initial conditions. Though the Polyakov loop values di↵er, they have

the same free energy.

-0.6

-0.3

 0

 0.3

 0.6

-0.4 -0.2  0  0.2  0.4  0.6

κ=0,163 x 4

βg=1.92

Im
 L

Re L

Figure 3.17: Distribution of L in the deconfined phase for N⌧ = 4.
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In the presence of Higgs, we show the distribution H(✓) of the Polyakov loop phase (✓) in

Fig. 3.18 at �gc = 1.691 for 123 ⇥ 2 lattice. If there was Z3 symmetry or if the Z3 explicit

breaking was small, then the distribution would have peaks near ✓ = 2⇡/3 and ✓ = 4⇡/3.

The figure clearly shows that there is only one peak in the distribution, signifying a
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Figure 3.18: Distribution of phase of the Polyakov loop for h|L|i = 0.584874.
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Figure 3.19: L on the complex plane for 123 ⇥ 2 lattice.

large explicit breaking of the Z3 symmetry. The corresponding scattered plot of L on the

complex plane is shown in Fig. 3.19 and it shows there is only one state at ✓ = 0. Also, for

other values of �g near �gc only one state appears which indicates that the Z3 symmetry

is broken explicitly. No change is observed for higher statics. Note that, for N⌧ = 2 the

Z3 states corresponding to ✓ = 2⇡/3, 4⇡/3, arise for �g away from the transition point,
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i.e. deep in the deconfinement phase [46]. For N⌧ = 4, Fig. 3.20 shows H(✓) close to
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Figure 3.20: Distribution of phase of the Polyakov loop.
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Figure 3.21: L on the complex plane for 163 ⇥ 4 lattice.

the critical point. There is a slight Z3 asymmetry in H(✓), though peaks corresponding

to ✓ = 2⇡/3, 4⇡/3 are almost comparable to that of the peak at ✓ = 0. In Fig. 3.21 the

measured values of L, for same �g, are plotted in the complex plane. The distribution of

the scattered points is almost Z3 symmetric. These results suggest that for larger N⌧ the

explicit breaking of Z3, near the transition point significantly decreases.
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To compare the physical properties of the di↵erent Z3 states, in the continuum limit, we

compute observables such as S K = Re
P

n,µ

⇣
�†n+µUn,µ�n

⌘
and S g =

P
p Up between ✓ = 0

and ✓ = 2⇡/3 by varying N⌧. The �g values, for each N⌧, are chosen such that they all cor-

respond to the same physical temperature according to the one-loop beta-function [50].

Note that, for higher N⌧ one loop beta-function will provide valid estimates of the tem-

perature. In Figs. 3.22 and 3.23, the di↵erence in S K and S g between ✓ = 0 and ✓ = 2⇡/3
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Figure 3.22: Di↵erence of S K between ✓ = 0 and 2⇡/3 in the deconfined phase.
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Figure 3.23: Di↵erence of S g between ✓ = 0 and 2⇡/3 in the deconfined phase.

vs N⌧ are respectively plotted. These results correspond to the same physical temperature

T = 3.2314 ⇤L in the deconfined phase, where ⇤L is an integration constant with the

dimension of a mass in the beta function. The results show that �S K and �S g correspond-
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ing to ✓ = 0 and ✓ = 2⇡/3 decreases with N⌧ and approaches vanishingly small value at a

large N⌧ limit. The free energy di↵erence between them can be calculated by computing

�S g(mH) and integrating it over mH. Since �S g(mH = 1) = 0 and our results suggest that

�S g(mH = 0) is vanishingly small for large N⌧, we expect �S g = 0 8 mH. This will result

in a vanishingly small free energy di↵erence between the Z3 states in the continuum limit.

The above results suggest that the explicit breaking Z3 symmetry will be vanishingly

small in the continuum limit. To test whether the decrease in Z3 explicit breaking with

N⌧ is due to a decrease in the interaction between the gauge and Higgs fields with N⌧,

we compare the gauge Higgs interaction term (S K) in the action, Eq. 3.17. Note that, a

weaker interaction with increasing N⌧ should lead to a decrease in S K . Our results, in

Fig. 3.24, show that S K increases monotonically with N⌧. The increase slows down with

N⌧, as it should saturate for larger N⌧, i.e. continuum limit. These results suggest that the

ZN symmetry in the continuum limit is not due to the Higgs mass exceeding the inverse

of the lattice spacing and e↵ectively falling through the lattice.
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Figure 3.24: S K for di↵erent N⌧ near �gc.

It will be helpful to obtain such results, where the partition function averages exhibit

the ZN symmetry even though the action breaks it explicitly, through analytical calcu-

lations. However, the exact calculation of the partition function in (3 + 1)-dimensional

theories is extremely di�cult. In the next chapter, we consider a one-dimensional chain of
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fermionic/bosonic matter fields which are in the fundamental representation of the SU(N)

gauge group. These two toy models are exactly integrable, i.e. the matter fields can be

integrated out exactly. Thus, we are able to calculate the free energy as a function of the

Polyakov loop for any arbitrary gauge field background.
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Chapter 4

Gauged 1 – d chain of SU(N) in

presence of matter fields

In this chapter, we consider a one-dimensional lattice toy model of SU(N) gauge theories

in presence of matter fields. We work with a 0 + 1 lattice action, which can be derived

from one-dimensional continuum action. The one-dimensional chain can also be derived

from the terms in 3 + 1 dimensional action, which breaks the ZN explicitly. Interestingly,

the ZN explicit breaking is caused by terms in the action involving temporal derivatives

of matter fields. On the lattice, these terms at di↵erent spatial sites do not couple. Hence,

the explicit breaking terms in 3+1 are a collection of one-dimensional chains. The matter

fields can be integrated out from the partition function of these chains, for any arbitrary

background of gauge fields. This calculation results in free energy as a function of the

Polyakov loop. The strength of the explicit breaking of ZN can be obtained from this free

energy.
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4.1 Gauged 1 – d chain of SU(N) – Higgs

The SU(N)+Higgs action on the Euclidean lattice, for vanishing Higgs mass and quartic

interactions, can be written as [5]

S = �g

X

p

"
1 � 1

2
Tr

⇣
Up + U

†
p

⌘#
� b

X

n,µ

⇣
�†

n
Un,µ�n+µ̂ + h.c.

⌘
+ a

X

n

�†
n
�n . (4.1)

�g is the gauge coupling constant, a = 1
2 and the coupling b =

⇣
m

2
b
+ 8

⌘�1
, the Higgs mass

mb is expressed in lattice units [5]. The part of the action which breaks the ZN symmetry

explicitly is given by

S
0 = �b

X

n

⇣
�†

n
U

n,4̂�n+4̂ + h.c.
⌘
. (4.2)

One can start from a continuum 1-dimensional toy model whose lattice discretization will

result in the action in Eq. 4.2 [52–56]. As mentioned previously, the � fields in S
0 do

not interact with nearest neighbours in the spatial direction. Therefore, we can rewrite the

action as

S
0 =

X

m

S m , S m =

N⌧X

⌧=1

�b

⇣
�†

m+⌧4̂
U

m+⌧4̂,4̂�m+(⌧+1)4̂ + h.c.
⌘
, (4.3)

where m = (n1, n2, n3) denotes the spatial sites and 4̂ denotes an unit vector along the

temporal direction. S m represents the action for the one-dimensional gauged chain, along

the temporal direction, anchored at the spatial site m. Since the � field at di↵erent spatial

sites do not couple, the partition function corresponding to the action of Eq. 4.2 can be

written as

Z
⇣
U(m,n4),4̂

⌘
=

Z Y

m,n4

d�m,n4Exp
⇥�S

0⇤ =

0
BBBBBB@

Z Y

n4

d�n4Exp [�S m=1]

1
CCCCCCA

N
3
s

. (4.4)

We simplify the notations and write S m=1 as

S = a

N⌧X

i=1

�†
i
�i � b

N⌧X

i=1

⇣
�†

i
Ui�i+1 + h.c.

⌘
. (4.5)
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For convenience, the subscripts of the field variables have been replaced by i. N⌧ denotes

the number of temporal sites. � satisfies periodic boundary condition, i.e. �N⌧+1 = �1.

Figure 4.1: one-dimensional temporal chain.

The one-dimensional temporal chain, corresponding to the action of Eq. 4.5, is shown in

Fig. 4.1. The Polyakov loop for the above chain

L =
1
N

Tr
0
BBBBB@

N⌧Y

i=1

Ui

1
CCCCCA , (4.6)

transforms under ZN transformation as L! zL. The free energy V(L), in units of temper-

ature, is given by

V(L) = �log(ZL) , (4.7)

where the partition functionZL is given by

ZL =

Z N⌧Y

i=1

d�†
i
d�i Exp[�S ] . (4.8)

In order to derive the free energy V(L), only the �i fields in the partition function ZL

are to be integrated out. To simplify the calculation we consider a gauge choice in which

Ui = for i = 1, 2, ...,N⌧ � 1 and UN⌧ = U. Note that this gauge choice preserves the

Polyakov loop (L = Tr(U)/N).

For convenience the action in Eq. 4.5 is written as S = S 1 + S 2 as in the following

S 1 = a�†1�1 � b

⇣
�†

N⌧
U�1 + h.c.

⌘

S 2 = a

N⌧X

i=2

�†
i
�i � b

N⌧�1X

i=1

(�†
i
�i+1 + h.c.) . (4.9)
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The Higgs field being in the fundamental representation of the SU(N) gauge group at the

i-th site can be written as

�i =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBB@

�1
i

�2
i

...

�N

i

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCA

, (4.10)

with �1
i
, �2

i
,...,�N

i
are all complex. At first, the fields �2 to �N⌧�1 are integrated out se-

quentially using Gaussian integration, i.e.

Z =
Z N⌧�1Y

i=2

d�†
i
d�i Exp[�S 2] . (4.11)

Afterwards, the remaining integration of �1 and �N⌧ can be carried out to obtain the

partition function

ZL =

Z
d�†1d�1d�†

N⌧
d�N⌧

�Z ⇥ Exp[�S 1]
�
. (4.12)

The integration of �1 and �N⌧ requires evaluation of the determinant of a matrix of size

4N ⇥ 4N. The integrations of �2 to �N⌧�1 greatly simplify the problem, otherwise one

would have to deal with evaluating a matrix whose size depends on N⌧.

In the integration of Z in Eq. 4.11, due to the gauge choice mentioned above, the di↵er-

ent components, i.e. �i, as well as the real and imaginary parts of any �i’s do not mix.

Therefore it can be written as

Z =
2NY

r=1

I(�1,r,�N⌧,r) , (4.13)

where �1,r and �N⌧,r are the r-th component of �1 and �N⌧ respectively. I(�1,r,�N⌧,r)

is obtained by integrating out r-th component of �2 to �N⌧�1. The integration result will

be a function of r-th component of �1 and �N⌧ . The function for other components can

be replaced by corresponding components of �1 and �N⌧ . Hence, in the following, we

68



ignore the subscript r and denote the r-th component by � as

I(�1, �N⌧) =
Z N⌧�1Y

i=2

d�i Exp[�S
0
2] , (4.14)

where

S
0
2 = a

N⌧�1X

i=2

�2
i
� 2b

N⌧�1X

i=1

�i�i+1 . (4.15)

The integration I(�1, �N⌧), in Eq. 4.14, can also be written as

I(�1, �N⌧) =
Z N⌧�1Y

i=3

d�ie
�S
0
3

Z
d�2 Exp

h
�a�2

2 + 2�2 (b�1 + b�3)
i
. (4.16)

S
0
3 is obtained by taking out terms from S

0
2 which are dependent on �2. After �2 is inte-

grated out

I(�1, �N⌧) =
Z N⌧�1Y

i=3

d�ie
�S
0
3

r
⇡

a
Exp

"
1
a

(b�1 + b�3)2
#
, (4.17)

which can also be written as

I(�1, �N⌧) =
Z N⌧�1Y

i=4

d�ie
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0
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⇥
r
⇡

a

Z
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2
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�2

1

#
. (4.18)

Here again S
0
4 is S

0
2 without terms containing �2 and �3. Given the forms of I(�1, �N⌧) in

Eqs. 4.16 and 4.18 one can easily write down the form of I(�1, �N⌧) after integration of

�k�1 as

I(�1, �N⌧) =
Z

d�k+1....d�N⌧�1e
�S
0
k+1

⇥ Ik

Z
d�k Exp

h
�Ak�

2
k
+ 2�k (Bk�1 + b�k+1) + Ek�

2
1

i
. (4.19)
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Carrying out the �k integration will result in

I(�1, �N⌧) =
Z

d�k+2....d�N⌧�1e
�S
0
k+2

⇥ Ik+1

Z
d�k+1 Exp

h
�Ak+1�

2
k+1 + 2�k+1 (Bk+1�1 + b�k+2) + Ek+1�

2
1

i
. (4.20)

From Eqs. 4.19 and 4.20, one can read o↵ the following recursion relations

Ik+1 =

r
⇡

Ak

, Ak+1 = a � b
2

Ak

, Bk+1 =
bBk

Ak

, Ek+1 = Ek +
B

2
k

Ak

, (4.21)

with I2 = 1, A2 = a, B2 = b and E2 = 0. Using these recursion relations we can work

out the integration, I(�1, �N⌧) completely. Using I(�1, �N⌧)’s one can write the partition

function as

ZL = Q

Z
d�†1d�1d�†

N⌧
d�N⌧

⇥ Exp
h
�AN⌧�

†
N⌧
�N⌧ �CN⌧�

†
1�1 +

⇣
�†

N⌧
(BN⌧ + bU)�1 + h.c.

⌘i
, (4.22)

where

Q =

N⌧Y

k=2

I
n

k
, n = 2N . (4.23)

n corresponds to the number of components of the � field. The coe�cient CN⌧ = a� EN⌧ .

After the integration of the remaining fields �1 and �N⌧ , the partition function takes the

form

ZL = Q

s
⇡8

Det(M)
. (4.24)

M is (4N ⇥ 4N) given by

0
BBBBBBBBB@

AN⌧ BN⌧ + bU

BN⌧ + bU
†

CN⌧

1
CCCCCCCCCA

.

The exact form of Det(M) for arbitrary N is di�cult to find. However, the sequential

integration has greatly simplified the problem. For arbitrary N⌧ we need to deal with a
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matrix of size 4N ⇥ 4N. In the following we consider N = 2 and evaluate ZL explicitly

for an arbitrary U, which can be parametrized as

U = ↵0 + i↵ . � , ↵ = (↵1,↵2,↵3) , (4.25)

where �i’s are the Pauli matrices. The corresponding matrix M is given by
0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

AN⌧ 0 0 0 B1 b↵3 �b↵2 b↵1

0 AN⌧ 0 0 �b↵3 B1 �b↵1 �b↵2

0 0 AN⌧ 0 b↵2 b↵1 B1 �b↵3

0 0 0 AN⌧ �b↵1 b↵2 b↵3 B1

B1 �b↵3 b↵2 �b↵1 CN⌧ 0 0 0

b↵3 B1 b↵1 b↵2 0 CN⌧ 0 0

�b↵2 �b↵1 B1 b↵3 0 0 CN⌧ 0

b↵1 �b↵2 �b↵3 B1 0 0 0 CN⌧

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

,

where B1 = �(b↵0 + BN⌧). The determinant of M is given by

Det M =
⇣
B

2
N⌧
� AN⌧CN⌧ + 2bBN⌧↵0 + b

2
⌘4
. (4.26)

Z2 rotation of the Polyakov loop changes ↵0 ! �↵0. So in the determinant the explicit

symmetry breaking term of Z2 is 2bBN⌧↵0. It is observed that BN⌧ rapidly decreases,

vanishing in the larger N⌧ limit restoring the Z2 symmetry. Even for higher N one can see

the realization of ZN symmetry as the o↵-diagonal elements of the matrix M turn out to

be just U and U
† due to the vanishing of BN⌧ . E↵ecting a ZN transformation, ie U ! zU,

the factor z in U will cancel with z
⇤ in U

† leaving the determinant unchanged.

From the above results, it can be shown that there is a realization of ZN symmetry for

fixed temperature T . The number of temporal sites N⌧ and T are related by T = 1/(alN⌧),

where al is the lattice spacing. Fixing T amounts to al / 1/N⌧. al enters into the calcula-

tions through the parameter b = (m2
b
+ 8)�1 which depends on the Higgs mass parameter,
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mb, expressed in lattice units. For a fixed Higgs physical mass, the corresponding mass
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Figure 4.2: BN⌧ versus N⌧ for Higgs mass parameter mb / 1/N⌧.

parameter in lattice units must decrease, i.e. mb / al. Consequently, in the N⌧ ! 1

limit the dimensionless parameter b increases to b = 1/8. This increase, however, does

not a↵ect the realisation of ZN symmetry, since bBN⌧ in Eq. 4.26 vanishes in the N⌧ ! 1

limit. Fig. 4.2 shows BN⌧ versus N⌧ for mb / 1/N⌧ . In the log-log scale, it is clear that

BN⌧ decreases faster than exponential decay.

In the following, we consider the e↵ects of staggered fermion fields on the ZN symmetry.

4.2 Gauged 1 – d chain of SU(N) – fermion

The lattice action for SU(N) staggered fermions is given by [12]

S = �g

X

p

"
1 � 1

2
Tr

⇣
Up + U

†
p

⌘#
+ 2mf

X

n

 ̄n n +
X

n,µ

⌘n,µ

h
 ̄nUn,µ n+µ �  ̄nU

†
n�µ,µ n�µ

i
.

(4.27)

Here the fermion mass mf , as well as the fields  , are expressed in lattice units. ⌘n,µ is

the Kogut–Susskind (KS) phase and can take values ±1. It takes over the role of the �µ

matrices. The one-dimensional gauged temporal chain, an analog of Eq. 4.5 in this case
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turns out to be

S = 2mf

N⌧X

i=1

 ̄i i +

N⌧�1X

i=1

⇣
 ̄i i+1 �  ̄i+1 i

⌘
�  ̄N⌧U 1 +  ̄1U

† N⌧ . (4.28)

The change in the sign of the last two terms is due to the anti-periodicity of  i.e.

 N⌧+1 = � 1. Here we have considered the KS phase ⌘ to be +1 [13, 14], however,

the results/conclusions do not depend on ⌘. As in the previous section we work in the

gauge in which all temporal links except the last one are set to identity. The last link is

denoted by U. The corresponding Polyakov loop is L = Tr(U)/N. To find out the free

energy V(L), for a given configuration or value of L, we need to integrate out only the

fermion fields. For convenience, like in the case of Higgs chain, we write S = S 1 + S 2

where

S 1 = 2mf  ̄1 1 �  ̄N⌧U 1 +  ̄1U
† N⌧ , (4.29)

S 2 = 2mf

N⌧X

i=2

 ̄i i +

N⌧�1X

i=1

⇣
 ̄i i+1 �  ̄i+1 i

⌘
. (4.30)

The fermion fields in the fundamental representation of the SU(N) gauge group at the i-th

site can be written as

 i =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBB@

 1
i

 2
i

...

 N

i

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCA

,  ̄i =
⇣
 ̄1

i
,  ̄2

i
, . . . ,  ̄N

i

⌘
, (4.31)

with  1
i
,  2

i
,..., N

i
are all complex.

In this case, we use Grassmann algebra to integrate out the fermion fields. The elements

 1, 2, ..., n are said to be the generators of a Grassmann algebra when they anticommute
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among each other, i.e.

{ i, j} =  i j +  j i = 0 , i, j = 1, 2, ..., n . (4.32)

From Eq. 4.32 it follows that

 2
i
= 0 . (4.33)

To do the integration over Grassmann variables, we now state the Grassmann rules for

calculating integrals of the form

Z nY

i=1

d i f ( ) . (4.34)

To calculate an arbitrary integral, the following conditions are satisfied by  i

Z
d i = 0 ,

Z
d i i = 1 . (4.35)

The integration measures {d i} also anticommute among themselves, as well as with other

 j’s for all i, j

{d i, d j} = 0, {d i, j} = 0 . (4.36)

In particular we consider a Grassmann algebra with 2n generators  i,  ̄i with i = 1, 2, ..., n.

All these 2n generators anticommute among each other, i.e.

{ ̄i, j} = { ̄i,  ̄ j} = 0 . (4.37)

The corresponding integration measures also anticommute

{d ̄i, d j} = {d ̄i, d ̄ j} = 0 ,

{d ̄i, j} = {d i,  ̄ j} = 0 . (4.38)
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In the following we initially integrate the fields  2,  ̄2 to  N⌧�1,  ̄N⌧�1 sequentially just as

in the previous section. Afterwards  1,  ̄1 and  N⌧ ,  ̄N⌧ are integrated out to obtain the

partition function

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧ Exp[�S 1]Z , (4.39)

whereZ is given by

Z =
Z N⌧�1Y

i=2

d ̄id i Exp[�S 2] . (4.40)

Since S 2 is diagonal in color space we consider a particular color of  i and denote it by

 i. For this choice the relevant integral is

I =
Z N⌧�1Y

i=2

d ̄id i Exp[�S 2, ] . (4.41)

The part of the action which contain  2,  ̄2 is

S̃ 2 = 2mf  ̄2 2 +  ̄1 2 �  ̄2 1 +  ̄2 3 �  ̄3 2 . (4.42)

To see the result of  2 and  ̄2 integration we need only to consider the following integral

I2
 =

Z
d ̄2d 2 e

�S̃ 2 . (4.43)

Since the terms in the exponential appear as quadratic in Grassmann variables, they com-

mute among each other, i.e. [S 2, , S̃ 2] = 0. To proceed further, let us consider a function

of the form

f ( ,  ̄) = e
�P

i j  ̄iAi j j , (4.44)

which can also be written as

f ( ,  ̄) =
Y

i, j

e
� ̄iAi j j . (4.45)
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Making use of Eq. 4.33

f ( ,  ̄) =
Y

i, j

⇣
1 �  ̄iAi j j

⌘
. (4.46)

After making use of the above properties the integration in Eq. 4.43 results in

I2
 = 2mf �  ̄3 3 �  ̄1 1 +  ̄3 1 +  ̄1 3 . (4.47)

Now, we need to consider the action S 2, � S̃ 2. The terms in this action, which contain

 3,  ̄3 are

S̃ 3 =
⇣
2mf  ̄3 3 +  ̄3 4 �  ̄4 3

⌘
. (4.48)

We now repeat the integration of  3,  ̄3 as done above, but the integrand now has to take

into account the factor I2
 

I3
 =

Z
d ̄3d 3 e

�S̃ 3 ⇥ I2
 

=

Z
d ̄3d 3 e

�S̃ 3 ⇥
⇣
2mf �  ̄3 3 �  ̄1 1 +  ̄3 1 +  ̄1 3

⌘

=
⇣
1 + 4m

2
f
� 2mf  ̄1 1 � 2mf  ̄4 4 +  ̄4 1 �  ̄1 4 +  ̄4 4 ̄1 1

⌘
. (4.49)

After integrating  2,  ̄2 and  3,  ̄3 the integral in Eq. 4.41 takes the form

I =
Z N⌧�1Y

i=4

d ̄id i Exp[�S
4
2, ]

⇥
h
1 + 4m

2
f
� 2mf  ̄1 1 � 2mf  ̄4 4 +  ̄4 1 �  ̄1 4 +  ̄4 4 ̄1 1

i
. (4.50)

S
4
2, is obtained by dropping terms which depend on  2,  ̄2 and  3,  ̄3. The sequential

integration  4 up to  N⌧�1 and their conjugates straight forward and lead to

I = AN⌧ � BN⌧  ̄1 1 �CN⌧  ̄N⌧ N⌧ +  ̄N⌧ 1 + DN⌧  ̄1 N⌧ + EN⌧  ̄N⌧ N⌧  ̄1 1 , (4.51)
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where the coe�cients AN⌧ to EN⌧ can be obtained by recursion as

Ak+1 = 2mf Ak +Ck, Bk+1 = 2mf Bk + Ek ,

Ck+1 = Ak, Dk+1 = (�1)k, Ek+1 = Bk , (4.52)

with

A4 = (1 + 4m
2
f
), B4 = 2mf , C4 = 2mf , E4 = 1 . (4.53)

Taking the I integrals into account we can write the partition function as

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧ Exp

h
 ̄N⌧U 1 �  ̄1U

† N⌧

i

⇥
Y

r

⇣
1 � 2mf  ̄

r

1 
r

1 � 2mf  ̄
r

N⌧
 r

N⌧
+ 4m

2
f
 ̄r

1 1 ̄
r

N⌧
 r

N⌧

⌘

⇥
⇣
AN⌧ � BN⌧  ̄

r

1 
r

1 �CN⌧  ̄
r

N⌧
 r

N⌧
+  ̄r

N⌧
 r

1 + DN⌧  ̄
r

1 
r

N⌧
+ EN⌧  ̄

r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
. (4.54)

Note that  r

i
denotes the colour r of the field  i at the temporal site i. This expression can

be simplified as

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧ Exp

h
 ̄N⌧U 1 �  ̄1U

† N⌧

i

⇥
Y

r

⇣
Ã � B̃ ̄r

1 
r

1 � C̃ ̄r

N⌧
 r

N⌧
+  ̄r

N⌧
 r

1 + D̃ ̄r

1 
r

N⌧
+ Ẽ ̄r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
, (4.55)

where Ã = AN⌧ , B̃ = (2mf AN⌧ + BN⌧), C̃ = (2mf AN⌧ + CN⌧), D̃ = DN⌧ and Ẽ = EN⌧ +

2mf CN⌧ + 2mf BN⌧ + 4m
2
f
AN⌧ . For large mf , inZL the ratio of the leading and sub-leading

term scales as ⇠ mf . The sub-leading terms contain matrix elements of U. In the limit

of mf ! 1, therefore the fermions decouple from the gluons and exact ZN symmetry is

recovered for any N⌧. For N = 2, the matrix form of U can be written as

0
BBBBBBBBB@

U11 U12

�U
⇤
12 U

⇤
11

1
CCCCCCCCCA

.
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 1 and  N⌧ in the exponential of Eq. 4.55 can be written as

 1 =

0
BBBBBBBBB@
 1

1

 2
1

1
CCCCCCCCCA
,  N⌧ =

0
BBBBBBBBB@
 1

N⌧

 2
N⌧

1
CCCCCCCCCA
. (4.56)

Hence the exponential factors can be written explicitly as

 ̄N⌧U 1 =
⇣
 ̄1

N⌧
 ̄2

N⌧

⌘
0
BBBBBBBBB@

U11 U12

�U
⇤
12 U

⇤
11

1
CCCCCCCCCA

0
BBBBBBBBB@
 1

1

 2
1

1
CCCCCCCCCA

=  ̄1
N⌧

U11 
1
1 +  ̄

1
N⌧

U12 
2
1 �  ̄2

N⌧
U
⇤
12 

1
1 +  ̄

2
N⌧

U
⇤
11 

2
1 , (4.57)

 ̄1U
† N⌧ =

⇣
 ̄1

1  ̄2
1

⌘
0
BBBBBBBBB@
U
⇤
11 �U12

U
⇤
12 U11

1
CCCCCCCCCA

0
BBBBBBBBB@
 1

N⌧

 2
N⌧

1
CCCCCCCCCA

=  ̄1
1U
⇤
11 

1
N⌧
�  ̄1

1U12 
2
N⌧
+  ̄2

1U
⇤
12 

1
N⌧
+  ̄2

1U11 
2
N⌧
. (4.58)

In the integration of Eq. 4.55 only the factors with eight Grassmann variables  ̄1
1 ̄

2
1 

1
1 

2
1 ̄

1
N⌧
 ̄2

N⌧
 1

N⌧
 2

N⌧

will survive. Integration of the rest of the fields in Eq. 4.55 leads to

ZL = Ẽ
2 + 2ẼÃ|U11|2 + Ã

2 + 2B̃C̃|U12|2 + 2
h
1 � D̃ Re

⇣
U

2
11

⌘i

+(Ẽ + Ã)(1 � D̃)Tr(U) . (4.59)

The free energy for N = 2 is

V(L) = �T log (ZL)

= �T

(
log

⇣
Ẽ

2 + 2ẼÃ|U11|2 + Ã
2 + 2B̃C̃|U12|2 + 2

h
1 � D̃ Re

⇣
U

2
11

⌘i⌘

+log

0
BBBBBB@1 +

(Ẽ + Ã)(1 � D̃)Tr(U)
⇣
Ẽ2 + 2ẼÃ|U11|2 + Ã2 + 2B̃C̃|U12|2 + 2

h
1 � D̃ Re

⇣
U

2
11

⌘i⌘

1
CCCCCCA

)
. (4.60)

As one can see from Eq. 4.59 that the Z2 explicit breaking term is linear in Ẽ + Ã. For non

zero mf , in the free energy V(L) the first four terms ofZL dominate over Ẽ + Ã.
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Figs. 4.3 and 4.4 shows how the ratio (Ẽ+Ã)
(Ẽ2+Ã2+2ẼÃ+2B̃C̃) varies with N⌧. If the lattice fermion

mass parameter mf is fixed, then the logarithm of that ratio decreases linearly with N⌧ i.e.

the second term in Eq. 4.60 vanishes at large N⌧. This implies that the Z2 explicit breaking

decreases with N⌧ and vanishes at the N⌧ ! 1 limit. But for mf / 1/N⌧, the Z2 explicit

breaking initially decreases rapidly but seems to approach a finite non zero limiting value

at N⌧ ! 1.
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Figure 4.3: N⌧ dependence for fermion mass parameter mf = constant.
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Figure 4.4: N⌧ dependence for fermion mass parameter mf / 1/N⌧.
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For higher N it is di�cult to evaluate ZL for a general U. To proceed further we assume

the U to be Urs = �r�rs. After the exponential in Eq. 4.55 is written as a polynomial

Exp
h
 ̄N⌧U 1 �  ̄1U

† N⌧

i
= e

 ̄N⌧U 1e
� ̄1U

† N⌧

=
Y

r

⇣
1 + �r ̄

r

N⌧
 r

1

⌘ ⇣
1 � �⇤

r
 ̄r

1 
r

N⌧

⌘

=
Y

r

⇣
1 + �r ̄

r

N⌧
 r

1 � �⇤r  ̄r

1 
r

N⌧
+  ̄r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
. (4.61)

The corresponding partition function for higher N is

ZL =

Z
d ̄1d 1d ̄N⌧d N⌧

Y

r

⇣
1 + �r ̄

r

N⌧
 r

1 � �⇤r  ̄r

1 
r

N⌧
+  ̄r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘

⇥
⇣
Ã � B̃ ̄r

1 
r

1 � C̃ ̄r

N⌧
 r

N⌧
+  ̄r

N⌧
 r

1 + D̃ ̄r

1 
r

N⌧
+ Ẽ ̄r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
(4.62)

=

Z
d ̄1d 1d ̄N⌧d N⌧

⇥
Y

r

⇣
A � B ̄r

1 
r

1 �C ̄r

N⌧
 r

N⌧
+ Fr ̄

r

N⌧
 r

1 + Dr ̄
r

1 
r

N⌧
+ Er ̄

r

N⌧
 r

N⌧
 ̄r

1 
r

1

⌘
, (4.63)

where A = Ã, B = B̃, C = C̃, Dr = D̃ � �⇤
r
Ã, Er = Ẽ � �rD̃ + �⇤r + Ã and Fr = (1 + �rÃ).

After the fields are integrated out we get the following result for the partition function:

ZL =
Y

r

Er . (4.64)

The corresponding free energy is

V(L) = �T log (ZL)

= �T

X

r

n
log

⇣
Ẽ + Ã � �rD̃ + �

⇤
r

⌘o

= �T

X

r

(
log

⇣
Ẽ + Ã

⌘
+ log

 
1 � �rD̃ � �⇤r

Ẽ + Ã

!)
. (4.65)

The second term in Eq. 4.65 breaks the ZN symmetry explicitly. For a fixed lattice fermion

mass parameter mf , i.e. if the lattice spacing is fixed, then Ẽ+Ã diverges in the limit N⌧ !

1. The second term vanishes in this limit. These results show that at zero temperature
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the explicit breaking in this model will be vanishingly small. Fig. 4.5 shows how the

logarithm of Ã and Ẽ varies with N⌧. It increases linearly and diverges in the N⌧ ! 1

limit.
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Figure 4.5: Ã and Ẽ versus N⌧ for fermion mass parameter mf = constant.
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Figure 4.6: Ã and Ẽ versus N⌧ for fermion mass parameter mf / 1/N⌧.

To study the explicit breaking of ZN at a fixed nonzero temperature and physical fermion

mass, the behavior of Ẽ and Ã must be studied in the limit N⌧ ! 1 while scaling the

fermion mass parameter in lattice units as mf / 1/N⌧. Unlike in the case of bosons, it is
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not possible to carry this out analytically as the polynomial coe�cients in Ẽ and Ã change

with N⌧. However, we are able to numerically check that Ẽ and Ã increase rapidly with

N⌧ initially, but seem to approach a finite limiting value for N⌧ ! 1. For mf / 1/N⌧

, Fig. 4.6 shows the N⌧ dependence Ẽ and Ã. These results suggest that for the one-

dimensional fermion chain, the explicit breaking of ZN vanishes only at zero temperature.

To understand the reason behind the realization of ZN symmetry in SU(N)+Higgs theory

in the continuum limit, in the next chapter we discuss a simple model of Z2+Higgs theory

in both 3+1 and 0+1 dimensions.
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Chapter 5

Study of Z2 symmetry, CD transition

and density of states in Z2+Higgs theory

In the previous chapters, we have seen in examples of gauge theories in the presence of

the Higgs field, that there is ZN symmetry in partition function averages even though the

action is not ZN invariant. This is unlike in the Ising model, wherein in the presence

of a symmetry-breaking external field, the partition function averages do not possess Z2

symmetry. It is, therefore, important to understand the underlying reason for the ZN sym-

metry. In SU(N)+Higgs theory the explicit ZN breaking is unconventional, as it is caused

by a dynamical field. A dynamical field is associated with entropy, which may a↵ect the

ZN symmetry. Conventionally in a partition function, there are two important factors, i.e.

entropy and the Boltzmann factor. The latter is just the negative exponential of the ac-

tion so breaks the ZN symmetry. So it may be the entropy, in other words, the density of

states (DoS) is responsible for the ZN symmetry. To test this we consider the Z2+Higgs

theory in this chapter. The fact that both the links and the Higgs fields take values ±1,

makes it possible for a quantitative estimate of the DoS. Note that the Z2+Higgs theory

does not have a continuum limit, hence, the temporal direction is not the same as the in-

verse of temperature. However, the model action processes Z2 symmetry and the e↵ect
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of a large number of temporal sites can be studied. In this chapter, we also describe a

one-dimensional model along the lines of models considered in the last chapter.

5.1 Z2 symmetry in Z2+Higgs gauge theory

The action for the Z2+Higgs theory in four dimensional lattice (N3
s
⇥ N⌧) is given by

S = ��g

X

P

UP � 
X

n,µ̂

�n+µ̂Un,µ̂�n . (5.1)

Here �g is the gauge coupling strength. The plaquette UP which is path ordered product

of the links along an elementary square on the µ � ⌫ plane, i.e.

UP = Un,µ̂Un+µ̂,⌫̂Un+⌫̂,µ̂Un,⌫̂ . (5.2)

 is the gauge Higgs interaction strength. Both Un,µ̂ and �n take values ±1.

The pure gauge part of the action, the first term in Eq. 5.1, is invariant under the Z2 gauge

transformations

Un,µ̂ ! VnUn,µ̂V
�1
n+µ̂ , (5.3)

where Vn = ±1 2 Z2. The Vn’s satisfy the following boundary condition,

V(~n, n4 = 1) = zV(~n, n4 = N⌧) . (5.4)

z = ±1 2 Z2. So the gauge transformations can be classified by the group Z2. For z = �1

the gauge transformations are anti-periodic in the temporal direction.

The Polyakov loop is defined as the product of links along the temporal direction, i.e.

L(~n) =
N⌧Y

n4=1

U(~n,n4),4̂ , (5.5)
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transforms non-trivially under Z2 gauge transformations [2]. It is easy to see that, in a

gauge transformation, the Polyakov loop transforms as

L(~n)! zL(~n) . (5.6)

This transformation property of the Polyakov loop under Z2 (or ZN in general) gauge

transformation is similar to that of magnetization in the Ising model. So the Polyakov

loop, L(~n) is Z2 gauge invariant as long as the transformation is periodic i.e. z = +1 but

changes sign when the transformation is anti-periodic. The partition function in the pure

gauge case ( = 0) is given by

Z =
Z

DUe
�S . (5.7)

Since the action for  = 0 is invariant under Z2 gauge transformations, any configuration

and its gauge rotated counterpart will contribute equally to the partition function. There-

fore the distribution of the Polyakov loop exhibits Z2 symmetry in this case. Equivalently

the free energy of the Polyakov loop will have Z2 symmetry.

The presence of the Higgs field changes the space of allowed gauge transformations. The

reason is that the Higgs field is required to be periodic in the temporal direction. Under a

gauge transformation, �n transforms as

�n ! Vn�n . (5.8)

Now the periodic boundary condition of � would be spoiled if non-periodic gauge trans-

formations, characterized by z = �1 are allowed. In this case, given a configuration, one

can define a Z2 counterpart in which only the gauge links are Z2 rotated. Obviously, these

pair of configurations will not contribute equally to the partition function for  , 0. So

according to the Boltzmann factor,
P
~n L(~n) and �P

~n L(~n) are non degenerate. This situa-

tion is similar to the presence of an external field in the Ising model. However, the status

of Z2 symmetry in the free energy can be answered only after integrating out the Higgs
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field for a given L(~n) and its Z2 rotated configurations.

The Polyakov loop and Ising spins are similar in how they transform under respective

transformations. However, there is an important di↵erence between them. This becomes

clear when one compares L(~n) and an Ising spin at a spatial point ~n = {n1, n2, n3}. A

given value of L(~n) is associated with an entropy factor. This is because there are many

di↵erent combinations of U(~n,n4),4̂ and �~n,n4 are possible for a given value of L(~n). Larger

the N⌧, larger is the corresponding entropy. This aspect of the Polyakov loop needs to

be taken into account to understand the explicit breaking or realization of Z2 symmetry.

In the following, we discuss the algorithm of the Monte Carlo simulations [83], present

simulation results for the phase diagram in the �g �  plane, distribution of the Polyakov

loop, and CD transition in the Higgs symmetric phase, etc.

5.2 Numerical technique and Monte Carlo simulation re-

sults

In the Monte Carlo simulations, the Metropolis algorithm is used for sampling the statis-

tically significant configurations [15]. To update a particular gauge link Un,µ, we consider

the change in the action by flipping it. If the action decreases then the flipped gauge link

is accepted for the new configuration. If the action increases by �S then the new link is

accepted with probability Exp(��S ). The same procedure is adopted for �n. The process

of updating is carried out over all n and µ in multiple sweeps. Configurations separated

by 10 sweeps are used in our analysis, which brings down the autocorrelation between

successive configurations to an acceptable level. For these simulations, N⌧ = 4 � 24 and

Ns = 16 � 84 with Ns/N⌧ = 4 lattices have been considered [84]. Note that the choice

of this ratio is used to mimic the calculations of SU(N) gauge theories. Ns needs to be

significantly larger than the correlation length.
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Figure 5.1: The average of the Polyakov loop vs �g for N⌧ = 2.

The pure gauge simulations are initially performed to understand the nature of the CD

transition and Z2 symmetry of the Polyakov loop. The simulations were repeated in the

presence of � to study its e↵ects. The pure gauge transition has been studied previously

in the mean-field approximations [57], which finds the transition is first order in four

dimensions. Also using duality transformations it can be shown that the critical �g ⇠

0.4407 for  = 0 [58]. These results are supported by Monte Carlo simulations of smaller

lattices [8]. The simulations carried out in this work are also consistent with these results.

Fig. 5.1 shows plot of the average of the Polyakov loop versus �g for N⌧ = 2. The

Polyakov loop varies smoothly around the critical point, indicating a crossover transition.
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In Figs. 5.2 and 5.3 the average of the Polyakov loop is plotted vs �g for N⌧ = 4, 8. There

is a range in �g for which clearly separated peaks in the distribution of the Polyakov loop

have been observed. We take the average of the Polyakov loop values corresponding to

each peak separately. Therefore we have two points in the figure for a given �g.
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Figure 5.2: The average of the Polyakov loop vs �g for N⌧ = 4.
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Figure 5.3: The average of the Polyakov loop vs �g for N⌧ = 8.

The two peaks are shown in the Monte Carlo history of the Polyakov loop in Figs. 5.4 and

5.5. Here �g = 0.4316 (N⌧ = 4) and 0.4295 (N⌧ = 8) lies in the transition region as shown

by the green line. There is a coexistence of confined and deconfined phases for this value

of �g.

The two peaks also suggest that the transition is first order. For larger lattice sizes the

range of �g over which two states are observed increases [50]. This is expected as
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Figure 5.4: Monte Carlo history of Polyakov loop for N⌧ = 4.
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Figure 5.5: Monte Carlo history of Polyakov loop for N⌧ = 8.

the strength of fluctuations relatively decrease with volume (when correlation length is

smaller than the spatial size of the system), making it di�cult for the field to climb over

the barrier and cross to the other side.

The e↵ect of the � field on the CD transition and Z2 symmetry is expected to depend

on . To relate these two aspects of pure gauge theory to the phases of the Higgs field,

simulations were performed to obtain the Higgs transition line.
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For a given �g,  > c corresponds to the Higgs broken phase. In this phase the action

term dominates. For  < c the fluctuations of the Higgs rather than the action domi-

nate the thermodynamic properties. This situation is similar to the Ising model at high

temperatures. In Fig. 5.6 the Higgs transition line is plotted in the �g �  plane.
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Figure 5.6: Phase diagram.
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Figure 5.7: hski vs  for �g = 0.3.

The location of the phase boundary is obtained by studying the  dependence of the in-

teraction term sk =
P

n,µ̂�n+µ̂Un,µ̂�n and its fluctuations for di↵erent values of �g. In our

simulations, the Higgs transition is found to be first order for the intermediate range of �g

and crossover for both small and large �g, as observed in previous studies [16, 17]. For

large �g, critical c remains flat and increases with decrease in �g in the small �g regime.

In our simulations the critical values (�gc, c) were found to vary mildly with N⌧. The
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corresponding hski vs  plots are shown in Figs. 5.7–5.9 for �g = 0.3, 0.35 and 0.45. The

transition is crossover for �g = 0.3 and 0.45, but it is first order for �g = 0.35.
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Figure 5.8: hski vs  for �g = 0.35.
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Figure 5.9: hski vs  for �g = 0.45.

The interaction term has a tendency to maximize �n+µ̂Un,µ̂�n. In the large  limit this will

dominate over entropy and we expect �n+µ̂Un,µ̂�n �! 1. In this limit, the Polyakov loop

will approach unity. For a suitable gauge choice, the volume average of the Higgs field

will approach one, indicating that the corresponding phase will be Higgs broken phase.

For L = �1 the corresponding action will di↵er by an order of the size of the system,

hence will be suppressed. This corresponds to the maximal explicit breaking of the Z2

symmetry of the Polyakov loop. In the Higgs broken phase, i.e. large , the interaction
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term dominates over the entropy. The action takes the largest value when all the temporal

links are +1. So, in the Higgs phase, Z2 symmetry is badly broken, also observed in our

simulations. In the Higgs symmetric phase, i.e. smaller , it is the fluctuations of Higgs

in other words the distribution of the interaction term dominate. In this phase, there is a

possibility for the realization of Z2 symmetry.

In Figs. 5.10–5.12 we show CD transition in the Higgs symmetric phase ( = .13). For

comparison,  = 0 results also have been included. For N⌧ = 2 the transition becomes

weaker when Higgs fields are included. For N⌧ = 4, 8 the CD transition is first order even

in the presence of �, though the transition point shifts to lower values of �g.
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Figure 5.10: The average of the Polyakov loop vs �g for N⌧ = 2.
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Figure 5.11: The average of the Polyakov loop vs �g for N⌧ = 4.
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Figure 5.12: The average of the Polyakov loop vs �g for N⌧ = 8.

To check the N⌧ dependence of the Z2 symmetry at  = .13, the histograms of the Polyakov

loop are computed both in the confined and the deconfined phases for N⌧ = 2, 3, and 8. In

the deconfined phase, L < 0 data is Z2 rotated and then compared with L > 0 data. We plot

H(|L|) but present L > 0 and L < 0 sectors as separate data. The distributions/histograms

are shown in Figs. 5.13–5.18. For N⌧ = 2 the histograms clearly show there is no Z2

symmetry. On the deconfinement side, there is no Z2 symmetry as the two Polyakov loop

sectors do not overlap. For N⌧ = 3 the two peaks corresponding to the two sectors are

approaching each other. For N⌧ = 8, the histogram of the Polyakov loop for two Z2 sectors

agrees well with each other, which suggests a small explicit breaking of Z2.
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Figure 5.13: Histogram of L in the con-
fined phase.
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Figure 5.17: Histogram of L in the con-
fined phase.
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Figure 5.18: Histogram of L in the decon-
fined phase.

The  dependence of the Z2 symmetry is studied by computing the thermal average of

the temporal part of the interaction, i.e. sk4 =
P

n �nU
n,4̂�

†
n+4̂

and the corresponding

susceptibility �sk4 . These simulations are carried out in the deconfined phase, as there

are two Z2 states corresponding to each sector of the Polyakov loop. The results for

(hsk4i , �sk4) are shown in Figs. 5.19–5.22. The di↵erence in (hsk4i , �sk4) between the two

sectors is vanishingly small below,  = s (N⌧). s is found to increases with N⌧. For the

largest considered, N⌧ = 24, the two sectors agree in (hsk4i , �sk4) up to the Higgs transition

point  = c. When the Higgs transition is first order the Z2 symmetry is observed for

 > c, in the Higgs symmetric phase. Note that for  > c the Higgs symmetric phase is

meta-stable.

It is clear from our 3 + 1 dimensional simulations that the Z2 symmetry is realized in
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Figure 5.21: sk4 average vs  for �g =
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Figure 5.22: sk4 fluctuation vs  for �g =

0.435 on 643 ⇥ 16 lattice.

the Higgs symmetric phase for large N⌧, i.e. the partition function averages of physical

observables exhibit the Z2 symmetry. For large N⌧, below �gc(N⌧) thermal average of the

Polyakov loop hLi = 0. Note that hLi / Exp(�F/T ), where F is the free energy between

static charges. This suggests that for �g  �gc(N⌧) static charges are confined. Previously

confinement was observed only in the �g ! 0 limit [9]. It would be interesting to study

the confinement aspects of the ZN symmetry realization in SU(N) gauge theories for larger

N⌧.

To understand the realization of Z2 symmetry in the current theory, we consider a 0 + 1

dimensional model keeping only the temporal component of the interaction term corre-

sponding to a single spatial coordinate in the following section.
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5.3 The partition function and density of states in 0 + 1

dimensions

The temporal component of the gauge Higgs interaction corresponding to a particular

spatial site can be written as

S = � sk4 , sk4 =

N⌧X

n=1

�nUn�n+1 . (5.9)

n denotes the temporal lattice site, i.e. 1  n  N⌧. �n satisfies the periodic boundary

condition �N⌧+1 = �1. Since the action will not be invariant if a z = �1 gauge trans-

formation is made on Ui’s, the action breaks the Z2 symmetry explicitly. For this model,

the Polyakov loop can take values ±1. To see the N⌧ dependence of the Z2 symmetry

we calculate the free energy V(L,N⌧). To simplify the calculations we set Ui = 1, for

i = 1, 2, ...,N⌧ � 1 and UN⌧ = L. All other configurations of Ui corresponding to a given

value of L are gauge equivalent. Now the partition function for L = 1 is nothing but that

of the one-dimensional Ising chain. For L = �1 the only di↵erence is that the coupling

between �N⌧ and �1 is anti-ferromagnetic.

The action for L = +1 is

S (L = 1) = � ��1�2 +�2�3 + ...... +�N⌧�1�N⌧ +�N⌧�1
�
. (5.10)

The corresponding partition function is given by

Z(L = 1) =
+1X

�1=�1

+1X

�2=�1

....
+1X

�N⌧=�1

Exp
2
666664

N⌧X

i=1

�i�i+1

3
777775 . (5.11)

The partition function can be expressed in terms of matrices. This is a product of 2 ⇥ 2

matrices. To see this, let the matrix P be defined such that its matrix elements are given
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by

h�|P|�0i = e
(��0) , (5.12)

where � and �0 may independently take on the values ±1. Here is a list of all the matrix

elements:

h+1|P| + 1i = e


h�1|P| � 1i = e


h+1|P| � 1i = h�1|P| + 1i = e
� . (5.13)

Thus an explicit representation of the transfer matrix P is given by

P =

0
BBBBBBBBB@

e


e
�

e
�

e


1
CCCCCCCCCA

.

With these definitions, we can write the partition function in the form

Z(L = 1) =
+1X

�1=�1

+1X

�2=�1

....
+1X

�N⌧=�1

h�1|P|�2i h�2|P|�3i ....
⌦
�N⌧ |P|�1

↵

=

+1X

�1=�1

D
�1|PN⌧ |�1

E

= Tr P
N⌧

= �N⌧

1 + �
N⌧

2 . (5.14)

The two eigen values of the P matrix are �1 = e
 + e

� and �2 = e
 � e

� with �1 � �2.

The free energy corresponding to the partition function is given by

V(L = 1) = �T log [Z(L = 1)]

= �T log
⇣
�N⌧

1 + �
N⌧

2

⌘

= �T log

8>><
>>:�

N⌧

1

2
666641 +

 
�2

�1

!N⌧
3
77775

9>>=
>>;
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= �T

8>><
>>:log�N⌧

1 + log
2
666641 +

 
�2

�1

!N⌧
3
77775

9>>=
>>; . (5.15)

Since the ratio �2
�1
< 1, so at N⌧ ! 1 limit the free energy becomes

V(L = 1) = �T N⌧log(�1) . (5.16)

The action for L = �1 is

S (L = �1) = � ��1�2 +�2�3 + ...... +�N⌧�1�N⌧ ��N⌧�1
�
. (5.17)

The corresponding partition function for L = �1 turns out to be

Z(L = �1) = �N⌧

1 � �
N⌧

2 . (5.18)

For each choice of L, the partition function can be calculated exactly, i.e.

Z(L = 1) = �N⌧

1 + �
N⌧

2 , Z(L = �1) = �N⌧

1 � �
N⌧

2 . (5.19)

The corresponding free energies at large N⌧ are given by,

V(L = 1) = V(L = �1) = �T N⌧log(�1) . (5.20)

This results show that there is Z2 symmetry in 0 + 1 dimensions in the limit of N⌧ ! 1.

As noted previously, the restoration of the Z2 symmetry (vanishingly small explicit break-

ing) must come from the Z2 symmetry of the entropy or the DoS. For L = 1 the sequence

of allowed value of sk4 is {N⌧,N⌧ � 4, .... � �N⌧}. On the other hand for L = �1 the

corresponding sequence is {N⌧ � 2,N⌧ � 6, .... � 2 � N⌧}.
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The DoS or ⇢(sk4) for N⌧ = 4, 8, 12 and 16 are shown in Figs. 5.23–5.26. For small N⌧

there are clear di↵erence for L = ±1. The di↵erence persists for the largest as well as

smallest values of sk4. For even N⌧, ⇢(sk4) = 2N⌧!/(N⌧ � q)!q! where q = 0, 2, ...,N⌧ for

L = 1 and q = 1, 3, ...,N⌧ � 1 for L = �1. For odd N⌧, ⇢(sk4) = 2N⌧!/(N⌧ � q)!q! where

q = 1, 3, ...,N⌧ for L = 1 and q = 0, 2, ...,N⌧ � 1 for L = �1.
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Figure 5.23: ⇢(sk4) for  = 0 in 0+1 di-
mensions.
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Figure 5.24: ⇢(sk4) for  = 0 in 0+1 di-
mensions.
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Figure 5.25: ⇢(sk4) for  = 0 in 0+1 di-
mensions.
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Figure 5.26: ⇢(sk4) for  = 0 in 0+1 di-
mensions.

For large N⌧, ⇢(sk4)’s for both L = ±1 approach a Gaussian centred at sk4 = 0, with
p

N⌧ as standard deviation. The logarithm of the peak height is given by ' logN⌧! �

2log(N⌧/2)! + log2 for N⌧ even. For N⌧ = 2n + 1 the same can be approximated by

logN⌧! � log(n2 + n) + log2. The thermodynamics in the N⌧ ! 1 limit will be dominated

by peak height and distribution of ⇢(sk4) around the peak, which is Z2 symmetric, for all

finite . These results show that the origin of the Z2 symmetry in Z2+Higgs theory is due

to the dominance of the DoS. Interestingly this situation is similar to one dimensional
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Ising chain where entropy dominates for any nonzero temperature.

In order to take into account the e↵ect of nearest neighbour coupling along the spatial

direction we consider 1 + 1 dimensional model with Ns = 2 and vary N⌧. In this case

the Polyakov loop can take value L = 0,±2. The exact calculation of ⇢(sk) get increas-

ingly di�cult with N⌧. One can however consider generating configurations randomly by

giving equal probability for each allowed value of a given variable. The results for the

distribution of the total action for N⌧ = 4 and N⌧ = 16 are shown in Figs. 5.27 and 5.28.

As one can see that for higher N⌧, ⇢(sk) around the peak (at sk = 0) do not depend on L.
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Figure 5.27: ⇢(sk) for  = 0 in 0+1 dimensions.
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Figure 5.28: ⇢(sk) for  = 0 in 0+1 dimensions.

To find out how well the ⇢(sk4) describes the Monte Carlo simulations of the four-dimensional
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partition function, the thermal average of the distribution function H(sk4) of sk4 has been

computed. For each configuration, H(sk4) is given by the number of spatial sites with

a given value of sk4. Note that the distribution of sk4 takes into account the Boltzmann

factor which shifts the peak of ⇢(sk4) to the right. Fig. 5.29 shows the distribution H(sk4)

for N⌧ = 4 at  = 0.1 and �g = 0.435. The values correspond to the deconfined and Higgs

symmetric phase. There is a large di↵erence in H(sk4) for the two Polyakov loop sectors,

i.e. the Z2 symmetry is broken explicitly. Since hLi , 1, L at the lattice sites can take +1

or �1 values. For hLi > 0 (hLi < 0), there will a finite fraction of the spatial site, for which

L = �1 (L = +1). Consequently, a plot of H(sk4) has two envelopes. The lower envelope
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Figure 5.29: H(sk4) for  = 0.1, �g = 0.435 for 3 + 1 dimension.
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Figure 5.30: H(sk4) for  = 0.1, �g = 0.435 for 3 + 1 dimension.

in H(sk4) corresponds to the smaller fraction of lattice sites with L = �1 (L = +1) when
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hLi > 0 (hLi < 0). In Fig. 5.30, for N⌧ = 16 the results clearly show that H(sk4) for both

the Polyakov loop sectors can be approximately described by a single function in other

words the presence of Z2 symmetry. The thermal average of the Polyakov loop for the

two sectors are found to be hLi = 0.5896 ± 0.002 and �0.5897 ± 0.00199.

In Fig. 5.31, we try to fit the 3 + 1 dimensional simulation result with 0 + 1 dimensional

DoS by including an extra Boltzmann factor, i.e. exp(0sk4). The resulting fit agrees very

well with H(sk4). We expect that the 0 + 1 results can describe the 3 + 1 Monte Carlo

simulations in most of the phase diagrams except for critical points. Note here, H(sk4)

values from 3 + 1 simulations correspond to  = 0.1. However, to fit DoS one needs a

 = 0.106 which is higher. This is due to the fact that in 3 + 1 dimensions sk4 at a given

spatial point interacts with sk4 at the nearest neighbor sites. The above results suggest

that, the 3+1 dimensional results can be reproduced from 0+1 dimensional results by

using H(sk4) / ⇢(sk4) exp(0sk4). Here H(sk4) is the DoS in 3+1 dimension and ⇢(sk4)

is the DoS in 0+1 dimension. Considering a mean-field approximation one can compute

the free energy di↵erence between L = 1 and L = �1 at  = 0 for the 3 + 1 dimensional

system at  = 0.1, which turns out to be 10�10.
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Figure 5.31: H(sk4) fitted with 0 + 1 density of states with a Boltzmann factor.
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Chapter 6

Conclusion

In this thesis, we have studied the ZN symmetry in SU(N) gauge theories in the presence

of matter fields. The matter fields considered here are in the fundamental representation

of the SU(N) gauge group. The presence of matter fields leads to the explicit breaking

of ZN symmetry at the level of action. The strength of this explicit breaking depends on

the parameters of the theory. The calculation of the explicit symmetry breaking requires

that the matter fields are integrated out. This is done using non-perturbative lattice sim-

ulations, in the phase diagrams close to the CD transition. In previous numerical studies

of SU(2)+Higgs theories in 3+1 dimensions, it was observed that the presence of matter

fields breaks the Z2 symmetry explicitly for small N⌧. The numerical results also suggest

that at the large N⌧ limit the Z2 symmetry is restored in the Higgs symmetric phase i.e. the

explicit symmetry breaking is vanishingly small in the continuum limit [5]. In this thesis,

we have extended that work for SU(3)+Higgs. To understand the e↵ect of Higgs as matter

fields we have studied the CD transition and Z3 symmetry in SU(3)+Higgs theory for a

vanishing bare mass and quartic coupling of the Higgs field. The Monte Carlo simulation

results show that the nature of the CD transition, as well as the explicit breaking of Z3,

varies with N⌧. Most of the simulations that have been done are around the CD transition

point. For N⌧ = 2 the Polyakov loop varies continuously across the transition. However,
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determining whether the transition is a crossover or a second order, will require finite-size

scaling analysis. The distribution of the Polyakov loop does not exhibit Z3 symmetry,

suggesting large explicit breaking. In comparison, for N⌧ = 2, the pure gauge CD tran-

sition is first order. This shows that for N⌧ = 2, the first order CD transition turns to

a continuous in the presence of Higgs. For N⌧ = 3, even in the presence of Higgs, the

transition is the first order. The distribution of the Polyakov loop near the transition point

does have peaks corresponding to all the Z3 sectors. However, the peak heights are found

to be di↵erent. This suggests that the explicit breaking is there but small compared to the

N⌧ = 2 case. The results for N⌧ = 4 is similar to N⌧ = 3. The distributions of the Polyakov

loop show partial Z3 symmetry, with the di↵erence in the peak height of Z3 sectors being

small compared to N⌧ = 3. This pattern that CD transition is first order and monotonic

decrease in the explicit breaking continuous for higher N⌧ considered in our simulations.

To make a quantitative assessment of explicit breaking we compute the di↵erence of the

gauge-Higgs interaction as well as that of the pure gauge action. Our results show that the

di↵erence in both observables decreases and approaches a vanishingly small value at large

N⌧. The vanishing di↵erence in gauge actions in the large N⌧ limit will lead to the same

free energy for all the Z3 states. These results suggest that the CD transition is first order

and the explicit breaking of Z3 is vanishingly small in the continuum limit. Perturbative

calculations show that deep inside the deconfinement there Z3 is explicitly breaking. It is

possible that the realization of Z3 is limited to the region close to the transition point. It

will be interesting to explore Z3 for large �g values and compare them with perturbative

results. We have observed that the action does not possess the Z3 symmetry but the parti-

tion function averages turn out to be Z3 symmetric. We believe that the entropy has the Z3

symmetry and dominates over the Boltzmann factor in the continuum limit, which leads

to the realization of Z3 symmetry. We mention here that for non-zero Higgs mass, the

results will be similar to the present study. In the future, we plan to study the implications

of non-zero �. It is highly desirable to obtain such results through analytic calculations

where the partition function exhibits the ZN symmetry even though the action breaks it
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explicitly.

In order to observe this, we have studied the explicit breaking of ZN symmetry in a model

of a one-dimensional gauged chain of bosons and fermions [51]. Here we have tried to do

an analytic calculation to obtain the free energy for SU(N) gauge theories in presence of

matter fields. The matter fields are integrated out, in the partition function, which results

in an analytic form of the Polyakov loop free energy. The action for the gauged chains

can be obtained by considering the terms of the corresponding 3 + 1 gauge theories which

break the ZN symmetry explicitly. The same can also be obtained by, the spatial links be-

ing set to unity and matter fields uniform in the spatial direction. In this simplification,

most of the terms of the original action drop out except for the ones which break the ZN

symmetry. Also, the problem reduces to a collection of a non-interacting, 1-dimensional

chain of gauged bosons/fermions making analytical calculations possible. To derive the

free energy V(L) for the Polyakov loop L, the partition function is evaluated for a given

background of temporal gauge links. The calculations become simple in the gauge where

all the temporal links are set to unity except the last one. Subsequently, the matter fields

are integrated out sequentially except for the two fields connected to the last gauge link.

The integration of the last two fields results in the determinant of a finite-sized matrix for

the Higgs case, even for any arbitrary N⌧. For fermions, the integration of the last two

fields is simpler. The process of sequential integration leads to well-defined recursion re-

lations and greatly simplifies the calculation of a determinant of a matrix of arbitrary size

(⇠ N⌧N) by reducing it to size ⇠ 2N. In the Higgs case, the ZN symmetry is realized in the

partition function for N⌧ ! 1, both at zero and non-zero temperatures. Consequently, the

Polyakov loop free energy exhibits the ZN symmetry. For fermions, the explicit breaking

initially decreases rapidly with N⌧. However it approaches a non-zero limiting value for

N⌧ ! 1. The dependence of explicit breaking on N⌧, in these results, can be attributed to

the dominance of the density of the states over the action.

To understand the realization of ZN symmetry we have numerically studied the simple
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model of Z2+Higgs in both 3+1 and 0+1 dimensions [18]. In the 3+1 dimension, the

CD transition is the first order for pure Z2 gauge theory for N⌧ � 3. For smaller values

of gauge-Higgs interaction coupling (), the transition is still first order in nature. It is

observed that the Z2 symmetry is explicitly broken in presence of Higgs fields for small

N⌧. The numerical results show that for large N⌧, the Z2 symmetry is realized in the Higgs

symmetric phase within statistical errors. To understand the mechanism of emergence

of the Z2 symmetry a simplified one-dimensional model of Z2+Higgs is considered by

keeping only the temporal interaction terms at a given spatial site. The partition function

and the corresponding free energy for each of the two Polyakov loop sectors are exactly

calculated. It is shown that the free energy di↵erence between the two Polyakov loop

sectors vanishes in the large N⌧ limit, which leads to Z2 symmetry purely due to the

dominance of entropy. The DoS for finite N⌧ is calculated, where the asymmetry between

the di↵erent Polyakov loop sectors rapidly decreases with N⌧. So the DoS dominate the

thermodynamics at the large N⌧ limit resulting in the realization of Z2 (or in general ZN)

symmetry. The e↵ect of nearest neighbor interaction along the spatial directions in a

simple model shows the persistence of Z2 symmetry in the DoS. Further, it is shown that

the 3+1 Monte Carlo simulations can be reproduced using the DoS of the one-dimensional

model after including a simple Boltzmann factor. For a better understanding of the e↵ects

of Z2 or ZN realization on the confinement, the interaction between static charges needs

to be studied in SU(N) gauge theories in view of the results reported in this thesis, which

we plan to do in the future. The realization of ZN symmetry due to the dominance of

DoS, its e↵ect on the CD transition, and the ZN states in the deconfined phase will play

an important role in the study of the early Universe. Our results suggest that for a better

understanding of ZN symmetry and related physical phenomena in SU(N) gauge theory of

fermion, near the CD transition requires non-perturbative simulations with smaller lattice

cut-o↵ than the results that are presently available.
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