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Abstract

In this thesis, we employ biophysical methods to study the design principles of the

bacterial cell wall and to study the efficacy of biomimetic methacrylate polymers

as antimicrobial agents. Specifically, in the first part of the thesis, we explore the

design principles underpinning the viability of the cell wall of bacteria, which is pri-

marily composed of the peptidoglycan (PG) network, a mesh of relatively long and

stiff glycan chains, cross-linked intermittently by flexible peptides. We examine the

molecular level architecture of the PG mesh and its role in enhancing the toughness

or the resistance to crack propagation, of the cell wall. We also investigate the ef-

fect of variability in the elastic properties of the PG mesh on its bulk mechanical

response, by studying an appropriately modelled spring system using theoretical

methods and simulations. In the second part of the thesis, we study the confor-

mational landscape, aggregation dynamics and interactions with model bacterial

membrane of biomimetic methacrylate ternary antimicrobial polymers (AMPolys),

utilizing detailed atomistic molecular dynamics simulations. Our aim here is to

go beyond the traditional binary composition design, constituting hydrophobic and

charged cationic groups, of such AMPolys, by including additional functional groups

in order to better optimize their antimicrobial action. We specifically examine the

role played by neutral polar groups in influencing the aggregation dynamics of such

polymers in solution phase and study their membrane-interactions in depth. Fur-

ther, we also investigate the conformational landscape of AMPolys that have anionic

functional groups as constituents, with particular focus on probing the formation

of salt bridges and their role in determining the conformational dynamics of such

polymers.
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Synopsis

Bacteria are single celled, prokaryotic micro-organisms that were one of the first

life forms to appear on earth and have since emerged as one of the most successful

organisms as well, populating habitats as diverse as hot springs, human gut, even

radioactive waste [1]. They have formed complex and varied associations with hu-

mans, which in several instances has turned out to be beneficial for both. However,

bacteria are also responsible for causing several serious diseases in human beings, in-

cluding tuberculosis, diptheria, typhus, leprosy [2]. A crucial step in managing such

bacterial infections has been the development of antibiotics, which fight bacterial

infections either by killing bacteria or by slowing its growth, usually by imped-

ing crucial cellular functions like cell wall synthesis and protein synthesis in the

cell. However, several strains of bacteria have started displaying an alarming rise in

resistance to antibiotic treatment. This has rendered several commonly used antibi-

otics largely ineffective. Indeed, strains of the bacteria Escherichia coli have even

developed resistance to colistin and carbapenem, two antibiotics of “last resort” [3].

It has been estimated that by 2050, infections from multi-drug resistant pathogens

will cause higher mortality than cancer [4], which gives an insight into the graveness

of this public health crisis. This necessitates the exploration and design of newer

antibacterial agents. For this, an important pathway is to utilize biophysical meth-

ods to unravel the design principles of the bacterial cell and to model the action

of antimicrobial agents on them, thus enabling us to effectively design and test the

efficacy of new age antibacterials.

This thesis is divided into two parts. In the first part, we study the design features

of the cell wall of bacteria, which is primarily composed of the peptidoglycan (PG)

network, a mesh of relatively long and stiff glycan chains, cross-linked intermittently

by flexible peptides. We explore the molecular scale architecture of the PG mesh

and its role in enhancing the toughness or the resistance to crack propagation,
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of the cell wall, utilizing theoretical methods. We also investigate the effect of

variability in the elastic properties of the PG mesh on its bulk mechanical response,

by studying an appropriately modelled spring system using theoretical methods

and simulations. In the second part of the thesis, we study the conformational

landscape, aggregation dynamics and interactions with model bacterial membrane

of biomimetic antimicrobial polymers (AMPolys), utilizing detailed atomistic

molecular dynamics simulations. We specifically examine the role played by

neutral polar groups in influencing the aggregation dynamics of such polymers

in solution phase and study their membrane-interactions in depth. Further, we

also investigate the conformational landscape of AMPolys that have anionic func-

tional groups as constituents, with particular focus on probing the formation of salt

bridges and their role in determining the conformational dynamics of such polymers.

Design principles of the bacterial cell wall

The cell wall is a critical component of the bacterial cell and plays a number of

important roles, including resisting the high internal pressure (referred to as turgor

pressure) and ensuring that the cell maintains its characteristic shape [5]. It is

composed primarily of the peptidoglycan (PG) network, a sturdy mesh of relatively

long and stiff glycan chains cross-linked intermittently by peptides. The molecular

level architecture of the PG mesh displays an array of design components, including

length distribution of the glycan chains, degree and placement of peptide cross-

linkers along the glycan backbone, whose relevance in determining the bulk material

properties of the cell wall remains to be fully explored and elucidated.

Safeguarding the bacterial cell wall against mechanical failure

For ensuring cell survival, the cell has to be stiff enough to bear the high turgor

pressure and tough enough to prevent mechanical failure due to propagation of

cracks. It is therefore natural to explore the molecular scale design features of
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Figure 1: (a) A longitudinally aligned crack on the cell wall. Near the tip, the
crack comes up against a glycan strand, which are composed of disaccharide units
consisting of alternating sugars NAG and NAM connected by a glycosidic bond. (b)
Plot of total energy as crack length varies, for different degrees of effect of cross-
linking. The solid lines represent the plane case, while dotted lines represent the
cylinder case. The cross (×) represent the critical crack lengths.

the cell wall, specifically the PG mesh, which allow the mechanical requirements

necessary for cell survival to be satisfied. While the stiffness of the cell wall has

been well studied [6, 7], here we study the role of various design components of the

cell in securing the cell wall by enhancing its toughness. In particular, we examine

the role of the geometry of the cell, the cross-linked polymeric structure of the cell

wall and the role of the MreB cytoskeleton [8] in ensuring stabilization of the cell

wall against crack propagation. Our model, specifically, studies the Gram-negative

rod-shaped bacteria (e.g. E.coli), with a single layer of the peptidoglycan mesh,

with glycan strands oriented in the circumferential direction [9]. Our main results

are summarized below-

• We show that cross-linking is crucial for maintaining the integrity of the cell

wall, since the minimum energy needed for crack propagation, called the tear-

ing energy, is largely controlled by the degree of cross-linking. We estimate

the critical crack length for varying degrees of cross-linking, showing that it

varies inversely with the degree of cross-linking (Fig. 1).

• We also show that terminally cross-linked short length glycan strands can

greatly enhance the tearing energy. In particular, we show that for about 30%

3



Figure 2: (a) Schematic representation of spring system considered, subjected to
shear loading. (b) Force-extension curves of spring systems and fraction of intact
springs, with values of spring constant and rupture strength distributed as indepen-
dent uniform distributions.

cross-linking of the cell wall, as has been observed for E.coli [10], the optimal

length of the glycan strands for maximizing the tearing energy, are shorter

length glycan strands with length ∼ 7 − 8 disaccharides, cross-linked at the

ends. This provides an explanation for surprising experimental observations,

which have demonstrated an abundance of shorter length filaments in the

peptidoglycan mesh [11] and of the strong preference of glycan strands to

cross-link to each other at the termini [10, 12].

• We also investigate the effect of the reinforcement of the cell wall by the actin

homologue MreB cytoskeleton. Modelling MreB as several disconnected bent

cylinders, we estimate the inward pressure exerted by it for a wide range of

parameters. We conclude that the effect of the cross-linked structure of the

cell wall plays the primary role in ensuring its integrity.

Modelling heterogeneities in the cross-linked bacterial sacculus

The PG mesh in the bacterial cell wall undergoes persistent remodelling in the cell,

with cleaving of older cross-links under the action of hydrolases, incorporation of

new cell wall material into it and the consequent formation of newer cross-links, a

process that is essential for the growth of the cell [13]. This results in the pres-

ence of newer cross-links as well as hydrolase-degraded older cross-links in the cell
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wall. While the exact mechanical effect of hydrolases on the peptide cross-linkers

is unclear, this effect can result in the lowering of rupture strength of the bond or

lowering of the stiffness of the bond or both, introducing heterogeneities into the

ultrastructure of the PG mesh, specifically in the mechanical properties of the cross-

linkers. This is further evidenced by experimental observations in Ref. [14], where

isolated cell wall fragments subjected to sonication showed an immediate drop in the

degree of cross-linking that persisted even as the structure remained intact, before

becoming relatively constant after a period of time. This suggests that the peptide

cross-linkers act in a differential manner under loading, due to variations in their

elasticity and rupture strengths. A natural question then is to understand effect

of the variability in the mechanical properties of the cross-linkers, specifically their

strength and elasticity, on the bulk mechanical response of the cell wall. Motivated

by this and as a first step, here we explore a spring system, in which we incorporate

variability in both the spring constant of the constituent springs as well as their

rupture strengths and study the response of the system to shear loading (Fig. 2(a)).

Our main results are summarized below-

• We derive the force extension relation and show that in general, wider vari-

ability in the elasticity of springs can ensure more robust resistance to failure

but it also lowers the load capacity whereas lower variability results in a more

brittle response to loading even as the load capacity increases (Fig. 2(b)). Our

analysis suggests that a possible mechanism for hydrolytic action to act on the

cross-linkers in a safe manner while ensuring sufficient load bearing ability is

by maintaining high order of variability in the spring constants while limiting

the variability in the rupture strengths.

• Next, we examine a step wise loading regime which allows us to exhibit a

quasi-brittle to brittle transition as the load per step increases. This transi-

tion, which is a feature that seems universal in systems which have inhomo-
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geneities built into their ultrastructure, has been observed in other natural

materials, e.g. snow [15] and can be useful tool to experimentally detect such

inhomogeneities present in the system.

• We also study the case when the distributions of the spring constants and the

rupture strengths of the constituent springs in the system are (positively or

negatively) correlated. We show that while in the case of positive correlation,

the response to loading is considerably brittle, negative correlation of spring

constant and rupture strength values results in quasi-brittle behaviour,

although the maximum load carrying capacity drops.

Designing new class of ternary antimicrobial polymers

Biomimetic antimicrobial polymers, or AMPolys, have been a focus of research in

recent times due to the possibility of their usage as novel therapeutic agents against

infectious pathogens [16]. Such polymers are designed based on the basic functional

themes present in the large class of naturally occurring AM peptides [17]. Most of

the studies on AMPolys have focused on inclusion of only cationic and hydrophobic

groups as primary constituents of designed biomimetic polymers [16, 18]. However,

in such binary polymers it is very difficult to optimize the monomer composition ap-

propriately for potent antibacterial activity and reasonable selectivity. Indeed, nat-

urally occurring AMPs are not just binarily composed of hydrophobic and cationic

functionalities, but are typically composed of multiple functional groups. For in-

stance, neutral polar residues are one of the most common constituents of natural

AMPs [19]. Similarly, while most AMPs display a net charge of +2 to +9, several

of them, such as defensin, magainin, LL-37, contain negatively charged amino acids

in their sequences [20]. Here, using detailed atomistic molecular dynamics (MD)

simulations, we study ternary biomimetic copolymers, by incorporating additional

functionalities in their design, as compared to traditional binary polymers. This
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opens up not only new paradigms of designing more effective AM polymers with

more nuanced mechanisms, but also helps in delineating the specific contributions

of different functional groups in such polymers.

Role of polar group in the aggregation dynamics of biomimetic polymers in solution

phase

We explore the conformational landscape of aggregates formed in solution phase

by ternary biomimetic antimicrobial (AM) methacrylate polymers, composed of hy-

drophobic, charged cationic and polar functional groups and compare it with aggre-

gate morphologies of binary methacrylate polymers, composed only of hydropho-

bic and charged cationic functional groups (Fig. 3(a) and Fig. 3(b)). The effect

of sequence of the functional groups on aggregate conformation is also studied by

considering random and block sequences along the polymer backbone. This study

elucidates the functionally tuneable role of inclusion of polar groups in the way an-

timicrobial agents interact with each other in solution phase, which can eventually

dictate their partitioning behaviour into bacterial and mammalian membranes. Our

main results are summarised below-

• We show that block polymers tend to form larger sized aggregates displaying

more compact structures as compared to their random counterparts. The

binary polymers, composed of charged and hydrophobic functional groups,

form relatively well packed, stable aggregates. However, there are differences

in the aggregate morphologies arising due to differential sequencing of the

constituent groups along the polymer backbone: while block binary (model

BB) aggregates display a spherical conformation with a remarkably strong

hydrophobic core which is almost impermeable to water surrounded by cationic

groups, the random binary (model B) aggregates display a more ellipsoidal

shape with relatively weaker core displaying higher permeability to water.

• We study in detail the effect of presence of polar HEMA groups in ternary

7
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Figure 3: (a) Functional groups (EMA: hydrophobic, AEMA: charged cationic,
HEMA: neutral polar) in the model polymers. (b) Representative snapshots of
the aggregates of binary and ternary polymers, in random and block arrangements,
in solution phase. EMA, AEMA and HEMA groups are shown in red, green and
blue colour respectively. (c) Total electrostatic energy is plotted as a function of
simulation time for the model T aggregate. (d) van der Waals energy per group is
plotted as a function of simulation time for the model B aggregate and model T
aggregate.

polymers in determining their aggregation dynamics, exhibiting that this in-

duces conformational fluctuations and in general, results in the formation of

loosely packed, somewhat extended aggregates, particularly in the case when

the groups are randomly distributed along the polymer backbone.

• We also examine the effect of polar HEMA subunits on the binding energies

of the inter-polymers in the aggregate, showing that replacing some of the

hydrophobic groups by polar groups disperses the overall hydrophobicity of

the aggregates while retaining the total attractive van der Waals interactions

and counteracting the strong repulsive electrostatic interactions between the

cationic groups. The HEMA groups also form attractive electrostatic interac-

tions with both cationic AEMA and polar HEMA groups, which contribute to

aggregate formation (Fig. 3(c) and Fig. 3(d)).
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Figure 4: (a) Functional groups and the sequence of the model polymer considered,
(b) Radius of gyration (Rg) of model polymer as a function of simulation time and
representative snapshots of the polymer in extended and ring-like conformations.
(c) Electrostatic interaction between the anionic PAMA and cationic AEMA groups.
(d) Time series of the distance between the two most sequentially distant oppositely
charged pairs in the polymer chain. (e) Multiple salt bridges formed in the polymer
at same time, with the representative polymer conformation.

• Our analysis thus indicates that the role of inclusion of polar groups in ternary

polymers is two-fold: (1) to reduce possible strong local concentration of hy-

drophobic groups and “smear” the overall hydrophobicity along the polymer

backbone to increase the solubility of the polymers (2) to compensate the loss

of attractive hydrophobic interactions by forming attractive electrostatic in-

teractions with the cationic groups and contribute to aggregation formation,

albeit weak.

Role of anionic functional groups in conformational landscape of biomimetic poly-

mers in solution phase

Negatively charged amino acids occur in the sequences of several natural AMPs [20].

A natural question then is - What is the role played by these negatively charged

moieties? In this context, the role of salt bridge formation in protein structure

and function has long been explored- salt bridge interactions between anionic and

cationic amino acids contribute to the structural stability of proteins and can play

a significant role in determining the conformational landscape. For instance, in
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case of α-defensin AMPs, salt bridges induce increased structural flexibility, which

enhance peptide sensitivity to proteolysis, in addition to conferring stability [21].

Here, we explore the structural effect of inclusion of negatively charged monomers in

biomimetic AMPolys, in determining the conformational landscape of such polymers

in solution phase. The model polymers considered are composed of hydrophobic

(EMA), cationic (AEMA) and anionic (PAMA) functional groups (Fig. 4(a)). We

investigate the formation and lifetime of salt bridges between pairs of oppositely

charged cationic and anionic moieties and the effect of such interactions on specific

conformations of the polymer in solution phase. Our main results are summarised

below-

• We show that the model polymers dynamically switch between compacted and

extended conformations (Fig. 4(b)), with the sequence of the functional groups

along the polymer backbone playing a role in influencing the conformational

landscape.

• To understand the formation and stability of salt bridges, we analyse the

distance between various possible ion-pairs for model polymers considered.

We establish that salt bridge formation is consistently exhibited, particularly

after around 100 ns of simulation time. Our analysis also shows that multiple

salt bridges can form at the same time (Fig. 4(e)).

• Our results show that salt bridges act as transient cross-linkers, which affect

polymer conformation and lead to a dynamic switching of compact and ex-

tended conformations. However, the salt bridges do not exert the polymers to

adopt specific conformations.
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Role of polar groups in interaction of ternary polymers with model bacterial mem-

brane

Finally, we examine the interaction of methacrylate ternary AMPolys, composed of

charged, hydrophobic and neutral polar groups, with model bacterial membrane and

compare it with the membrane interaction of binary polymers. The model bacterial

membrane that was used to study the membrane interactions of the AM polymers

was composed of POPG and POPE lipids in a 3:7 ratio, which is similar to the inner

membrane composition of the Gram negative bacteria E.coli [22]. Our main results

are summarised below-

• Our simulation data shows that random ternary polymers can penetrate deep

into the membrane interior. Membrane insertion modes are also shown to be

significantly different for binary and ternary polymers. While binary polymers

exhibit acquired amphiphilic conformation upon membrane insertion, with
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cationic amide groups localizing close to the interfacial lipid head groups, the

hydrophobic moieties buried deeper within the hydrophobic tails of the bilayer

and the polymer adopting a conformation parallel to the membrane orientation

(Fig. 5(a)), we find that a clear segregation of groups is absent in ternary

polymer case (Fig. 5(b)), as had been surmised in previous experimental work

[23]. The ternary polymer adopts a folded conformation perpendicular to the

membrane upon insertion.

• To understand the effect of polymer binding on membrane configuration, we

examine lipid reorganization in the vicinity of the model polymers in membrane

phase and observe the strong affinity of the ternary polymer for POPG lipids,

resulting in substantial lipid reorganization in polymer neighbourhood.

• Finally, we study interactions of aggregates of binary and ternary polymers

with bacterial membrane, showing that the weaker ternary aggregate un-

dergoes fairly rapid partitioning and subsequent membrane insertion while

polymer partitioning is robustly obstructed in case of the strong binary

aggregates. Our work therefore highlights strong indications of effective

bactericidal action of ternary copolymers, depicting a good degree of pen-

etration into interior of bacterial membrane, while inducing extensive lipid

reorganization in the process.
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Chapter 1

Introduction

Bacteria are microscopic, prokaryotic, single celled organisms that are some of the

first life forms to have appeared on Earth. One of the most successful organisms,

bacteria are adapted to thrive in staggeringly diverse environments ranging from

soil, water, human gut, hot springs, marshlands, even radioactive waste, that no

higher form of life manage to survive in [1, 24]. Typically, bacteria are an order of

magnitude smaller than eukaryotic cells. However, a wide diversity in the dimensions

of bacterial cells has been observed, with the smallest known bacteria, members of

the class Mycoplasma, measuring only around 200 - 300 nm in size [25], while the

largest bacteria are clearly visible to the naked eye, for example Thiomargarita

namibiensis is around 5 mm long [26]. The morphological diversity of bacteria is

also displayed by a large variation in shapes of the bacterial cells, ranging from

spherical (e.g. Staphylococcus aureus) to rod shaped (e.g. Escherichia coli) and

spiral shaped (e.g. Helicobacter pylori) to even more exotic shapes like star shaped

(e.g. bacteria of genus Stella) and square (e.g. Haloquadratum walsbyi)[27, 28].

Bacteria form complex and varied associations with other organisms including hu-

mans. Many species of bacteria like Lactobacillus, Bifidobacteria, Streptococcus ther-

mophilus have a peaceful coexistence with humans, often playing a beneficial role, for
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Figure 1.1: Schematic representation of the mode of action of various antibacte-
rial agents, which target different components of the bacterial cell. For example,
penicillin and other β-lactam antibiotics target cell wall synthesis, rifamycins and
rifampin inhibit RNA synthesis or antibacterial agents like lipopeptide and polymyx-
ins disrupt plasma membrane of the cell [29].

instance in the human digestive system. However, while only about 5% of bacterial

species are pathogenic, they are responsible for several atrocious and life threaten-

ing diseases. For instance, Escherichia coli (E.coli) is responsible for some of the

most frequently caused bacterial infections, including urinary tract infection (UTI),

meningitis, diarrhea [30]. Pathogenic bacteria cause several other diseases such as

tuberculosis, pneumonia, typhus, plague, diphtheria, typhoid, cholera, syphilis, and

leprosy [2]. The primary line of defence against such bacterial infections thus far

has been antibiotics. Antibiotics are effective therapeutic agents that fight bacterial

infections either by killing bacteria or slowing its growth, usually by impeding cru-

cial cellular functions in the bacterial cell like cell wall synthesis, protein synthesis

in the cell and other similar functions (Fig. 1.1). However, in recent times several

strains of bacteria have displayed an alarming rise in resistance to antibiotic treat-

ment. This has rendered several commonly used antibiotics largely ineffective. The

graveness of the problem can be gauged from the fact that strains of E.coli bacteria
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have even developed resistance to colistin and carbapenem, two “last resort” an-

tibiotics [3]. This presents an immensely daunting public health crisis, so much so

that it is estimated that by 2050, infections from multi-drug resistant pathogens will

cause higher mortality than cancer [4]. Therefore, exploration and design of newer

antibacterial agents is urgently imperative. For this, an important pathway is to

utilize biophysical methods to unravel the design principles of the bacterial cell and

to model the action of antimicrobial agents on them, thus enabling us to effectively

design and test the efficacy of new age antibacterials.

1.1 Bacterial cell envelope

Cytoplasm

Cytoplasmic  
membrane

Cell wall

Periplasmic 
space

Outer membrane

Gram Positive Gram Negative

Figure 1.2: Structure of Gram-positive and Gram-negative bacteria.

The bacterial cell structure is constantly under challenges, often arising from the

highly challenging habitats in which it grows. The bacterial cell envelope, which

is the structure that surrounds the cytoplasm of the cell, is the primary defence of

the cell against such hostile conditions. It is the essential and primary determinant

of cell shape, while counteracting the high internal pressure caused by osmotic flow
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of water, referred to as turgor pressure. Unlike animal cells which usually have a

definite boundary of only the plasma membrane that separates the interior of the

cell from the outside environment, the bacterial cell envelope is a complex multi-

component structure [31]. Based on the fundamental structural difference in the cell

envelope, bacteria are broadly classified into two classes, Gram-positive and Gram-

negative bacteria, based on the more than 100 year old Gram staining procedure

[32]. One group of bacteria retain the stain, referred to as Gram-positive, and the

other do not, referred to as Gram-negative bacteria (Fig. 1.2). In both classes of

bacteria, cell envelope is constituted of a phospholipid bilayer, referred to plasma

membrane or inner membrane or cell membrane, which is encased by a relatively

rigid exoskeleton, referred to as the cell wall, that plays the key structural role in

determining cell shape (the space in between the cell membrane and the cell wall is

referred to as the periplasmic space). A suitable analogy of this structure is given

by comparing it with a rubber tyre with an inner tube [33], with the inner tube

acting analogous to the cell membrane, sealing off the interior of the tyre and the

tyre itself acting similarly as the cell wall, resisting the pressure built up inside while

allowing the tyre to sustain its shape. In Gram-negative bacteria however, the cell

wall itself is further surrounded by a second lipid bilayer, referred to as the outer

membrane, which consists of phospholipids only on the inner leaflet and lipopolysac-

charides on the outer leaflet [31]. Being critical for the survival of the cell, it is not

surprising that the cell envelope is a major target for a range of antibacterial agents,

including antibiotics, antimicrobial peptides and biomimetic antimicrobial polymers

[34, 35, 36, 37].

1.2 Cell wall design principles

The cell wall is a structural layer of the bacterial cell which forms a rigid protective

casing surrounding the cell, just outside its inner membrane. The cell wall plays
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a definitive role in controlling cell shape, growth and division of bacteria [5, 28].

Understanding its structure holds particular significance due to its necessity for the

survival of bacterial cells and due to it being absent in mammalian cells, making it

an ideal target for several powerful antibiotics, including β-lactam antibiotics like

penicillin [38, 39]. In both Gram-negative and Gram-positive bacteria, the primary

component of the cell wall is the polymer peptidoglycan (PG), also called murein

(Fig. 1.3). The chemical composition of the peptidoglycan structure is largely con-

served across the vast majority of bacterial species: it is a sturdy mesh of rela-

tively rigid glycan chains, which are made up of repeating units of the disaccharides

N -acetylglucosamine (GlcN Ac or NAG) and N -acetylmuramic acid (MurN Ac or

NAM), connected by glycosidic bonds and cross-linked intermittently by stretch-

able peptides - peptide stems are attached to the the lactyl group of the NAM

residues, typically containing 5 amino acids in the sequence L-alanine (L-ALA), D-

iso-glutamate (GLU), meso-diamino pimelic acid (DAP), D-alanine (D-ALA) and

D-alanine (D-ALA), with the cross-linking generally occurring between the carboxyl

group of the position 4 D-ALA and the amino group of the position 3 DAP [5]. In-

deed, it is the largest occurring macromolecule in nature [5, 9]. Gram-positive and

Gram-negative bacterial cell walls differ in their thickness - in Gram-negative bac-

teria, the cell wall is a thin network (3-7 nm) between the inner membrane and the

outer membrane, while in Gram-positive bacteria, it is an order of magnitude thicker

(20-100 nm) [5]. As mentioned in Section 1.1, the bacterial cell is under high internal

pressure referred to as turgor pressure. This pressure can be remarkably high (e.g.

∼ 1− 3 atm for Gram-negative bacteria like E.coli and ∼ 20 atm for Gram-positive

bacteria like B.subtilis) and a primary function of the cell wall is to resist this pres-

sure, thus allowing the cell to maintain its characteristic shape and remain viable [5].

Indeed, cell wall deficient strains of E.coli, referred to as L-forms, have been isolated

under appropriate conditions and it has been observed that such strains lack the rod

shape of wild type E.coli, instead having a more spherical shape, underlining the
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importance of the cell wall of bacteria in maintaining its characteristic shape [31].

Peptide 
 crosslink

Disaccharide

Figure 1.3: Illustrative description of the structure of the peptidoglycan (PG) mesh.
The glycan chains are made up of alternating units N -acetylglucosamine (GlcN Ac
or NAG) and N -acetylmuramic acid (MurN Ac or NAM), connected by a glyco-
sidic bond, referred to as a disaccharide unit. These sugar chains are cross-linked
intermittently by stretchable peptide bonds.

Structure of the peptidolgycan mesh

We now discuss the structure of the peptidoglycan mesh, focussing particularly on

the case of the rod shaped, Gram-negative bacteria E.coli. It is notable that E.coli,

which is typically around 1-2 µm in length and around 0.5 µm in radius, is one of

the most widely studied bacterial species, often referred to as the lab workhorse, due

to its extensive use in experiments performed in laboratory setting [40]. While the

chemical features of the cell wall peptidoglycan are well studied and understood for

a long time, the precise physical arrangement of the various components comprising

the PG layer has been quite challenging to unravel using direct imaging techniques.

Though some studies had suggested a scaffold model of PG layer [41], with the

glycan strands arranged perpendicular to the cell surface, more recent experimental
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studies using electron cryo-tomography (ECT) on purified sacculi of E.coli have

revealed that the arrangement of the peptidoglycan in the cell wall consists of a

single layered, planar network with glycan strands oriented in the circumferential

direction [42] .

Two important design features of the PG mesh are the distribution of the lengths

of the circumferentially oriented glycan strands and the degree of cross-linking of

the peptide stems, which refers to the proportion of the peptide stems in PG layer

that are cross-linked. In the first case, it is interesting to note that the glycan

strands do not span the entire circumference of the rod shaped bacteria but are

usually much shorter in length. In fact, it has been shown, using high performance

liquid chromatography (HPLC), that the average length of all the glycan strands in

the murein sacculus is ∼ 21 disaccharide units, while for around 70% of the glycan

strands, their length distribution has an even lower average value of ∼ 8.9 disaccha-

ride units, highlighting the substantial presence of short length glycan strands in

the PG mesh of E.coli [11]. For the second case, it has been deduced that peptide

stems rotate around the glycan backbone by roughly 90◦ per disaccharide unit, from

which it can be concluded that only around 50% of the peptide stems remain in the

same plane as the PG layer and are therefore available for cross-linking, with the

degree of crosslinking in case of E.coli having been typically observed to be around

30% [10, 13].

It is notable that the PG layer undergoes steady remodeling during cell growth. In

E.coli, nascent glycan strands are synthesised and then inserted into the PG layer

using enzymes that reside in the inner membrane [5]. However, for appropriate

incorporation of these new glycan strands into the PG network, existing peptide

cross-links need to cleaved. This task is carried out by the action of hydrolytic

enzymes or hydrolases, referred to as endopeptidases [43, 44]. This is particularly

remarkable since the PG layer is under high turgor pressure and hence, it is necessary
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that cleaving of existing cross-links is carried out in a carefully coordinated manner,

ensuring that the PG mesh is robust enough to ensure cell viability at all times.

This process is yet to be unravelled completely, though several models have been

proposed, for instance the “make before break” model [33], which hypothesizes that

new PG material is inserted into the PG mesh before the bonds connecting older

material in the mesh are cleaved and ejected out. In accordance with this, a “three

for one” growth model has been proposed for case of the single layer peptidoglycan

in E.coli [13], in which an old glycan strand is replaced by three new glycan strands,

with the new strands initially being crosslinked to the strands adjacent to the old

one, which is then cleaved off by the action of hydrolytic enzymes and the three new

glycan strands are inserted in its place. It is pertinent to note that the processes

of synthesis of nascent PG material and its incorporation into the PG layer, on one

hand and the process of cleaving off and removal of older PG material by the action

of hydrolases, on the other hand, are crucial to the survival of the cell, with inhibition

of either process leading to rapid cell lysis [5, 45]. Indeed, β-lactam antibiotics kill

bacteria by inhibiting the incorporation of newer PG material into the existing PG

mesh [35, 46].

MreB cytoskeleton

An important feature of the cells of several species of bacteria is the actin homologue

MreB cytoskeleton [8, 47]. It plays an important role in the growth of the cell and

in maintenance of the shape in rod shaped bacteria like E.coli [48, 49]. Treating

E.coli cells with the MreB disrupting antibiotic A22 results in the distortion of

their cylindrical uniformity. After washout however, MreB filaments reassemble,

and rod shape of the cells is slowly recovered, underlining the importance of MreB

in ensuring the ability of the cell to maintain its shape [50]. Several early papers

suggested, based on in vivo observations, that MreB formed as a cell spanning
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(a) Initial model

(b) Updated model

Figure 1.4: Models of MreB cytoskeleton in vivo. (a) Initial studies reported MreB
polymers formed as cell spanning helix in rod shaped cells. (b) Newer experiments
have established that MreB forms disconnected filament assemblies, aligned in the
hoop direction of rod shaped cells.

helix [47, 51] (Fig. 1.4(a)). However, more recent studies, using high resolution light

micropscopy, have invalidated this model and have established that MreB forms

disconnected assemblies in the cell that move processively in the hoop direction of

rod shaped cells[52, 53, 54] (Fig. 1.4(b)). The in vivo ultrastructure of MreB remains

to be unravelled, however it has been observed in vitro that MreB forms bundles in

solutions [55] and binds as filaments to membranes [56]. It is notable that studies

have suggested that MreB may contribute to cell stiffness and is rigidly linked to

the cell wall, with this composite structure possibly acting to suppress the onset of

instability during growth of rod-shaped cells [6, 50].
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Key question: How does the molecular level architecture of the PG mesh

determines its material properties and protects it from mechanical fail-

ure?

The molecular level architecture of the PG mesh displays an array of design fea-

tures, including length distribution of the glycan chains, degree of cross-linking and

appropriate placement of the peptide cross-linkers along the glycan backbone, whose

relevance in determining the bulk material properties of the cell wall remains to be

fully explored and elucidated. The PG mesh faces a variety of mechanical require-

ments from its structure- it needs to be stiff enough to bear the high turgor pressure,

elastic enough to allow for cell growth and tough enough to protect the cell from

mechanical failure due to crack propagation. For a given material, stiffness refers

to its ability to bear loads without large deformations while toughness refers to its

resistance to crack propagation (which in this thesis we will quantify by calculat-

ing the tearing energy and the critical crack length, formally defined in Chapter

2). Perhaps the most vexing problem in engineering materials is to simultaneously

ensure that the material is stiff, ensuring the ability to bear loads without large

deformations and tough, ensuring that material can effectively resist crack propa-

gation under loading, since these two requirements are typically conflicting [57]. In

this regard, nature has proved itself as the “best engineer” with naturally occuring

biomaterials like wood, bone, nacre, etc exhibiting structures that show remarkable

orders of stiffness to resist high tension forces while being sufficient tough to prevent

failure due to cracking [58, 59, 60]. Unravelling the ultrastructure of such materials

has led to deep insights into the way their mechanical properties is underpinned by

their molecular scale architecture. For the peptidoglycan mesh of the bacterial cell

wall, a variety of methods have been developed to understand and measure its stiff-

ness. For instance, Gumbart et al. [9] developed an all-atom model of the PG mesh

of E.coli and by varying the glycan strand length and measuring the elastic modulus
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under loading, were able to show that the elastic modulus along the hoop direction

increases with increase in average glycan strand length. Tuson et al. [61] encapsu-

lated bacteria cells in agarose of defined stiffness and by measuring the growth rate

of cells combined with theoretical modelling, were able to extract the longitudinal

elastic modulus of the cell and study the effect of MreB depolymerization on it. On

the other hand, the structural components of the bacterial cell wall which underpin

its toughness remains to be elucidated. Such studies have been carried out for several

other naturally occurring materials. For instance, in case of nacre, it has been shown

that its high order of toughness is a result of the presence of long molecules with

folded or looped domains, as deduced by using Atomic Force Microscopy (AFM)

to stretch the molecules exposed on the surface of freshly cleaved nacre, with the

fibers elongating in a stepwise manner as the folded domains unfolded, giving rise

to a saw-tooth shaped force-extension curve [62]. In this thesis, we study the

molecular scale design of the PG mesh of E.coli to understand its role in

determining its bulk material properties. In particular, we explore the

effect of short length glycan strands, degree of cross-linking and peptide

cross-linking at the termini of glycan strands in enhancing the toughness

of the PG mesh. We also investigate the effect that variability in the elas-

tic properties of the molecular components of the PG mesh, specifically

the peptide cross-linkers, have on its bulk mechanical response.

1.3 Cytoplasmic cell membrane

The cell membrane, variously referred to as the cytoplasmic membrane or plasma

membrane or the inner membrane, of bacterial cells is a phospholipid bilayer. Phos-

pholipids, which contain phospate, are dominant components of all lipid membranes.

In general, phospholipids are amphipathic, meaning they have both hydrophilic and

hydrophobic parts- one end of these lipids contains a hydrophilic head group and
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at the other end there are two hydrophobic tails. Phospholipids are an important

functional entity of cell membranes in particular and indeed, of life in general, with

their amphipathic nature leading to the formation of a wide range of self-assembled

structures when exposed to water or aqueous solution. The driving force for such

self-assembly is the hydrophobic nature of the lipid tails whereas the stability of the

structure is anchored by the polar headgroups. Arguably, the most important such

structural self assembly in biological cells is the formation of lipid bilayers, which

are two-layered structures with the hydrophilic heads of the lipids facing outwards,

contacting the aqueous fluid both inside and outside the cell while the neutral, long,

hydrophobic tails are driven inward and point towards one another to avoid inter-

actions with the polar aqueous environment. Such lipid bilayers form the structural

basis of all cell membranes, making an excellent barrier between the inner and outer

parts of the cell, being nearly impermeable for ions and most polar molecules due

to the presence of the hydrophobic core. Lipid membranes also contain transport

systems necessary to facilitate the transfer of nutrients into the cell and waste prod-

ucts out of the cell [63]. Further, in case of the prokaryotic bacterial cells, which

lack intracellular organelles, all the membrane associated functions of eukaryotic cell

organelles are performed in the cell membrane [31].

Structure of cell membrane

Lipid bilayers, which form the basic structural unit of the cell membrane, were first

recognized by Gorten and Grendel in 1925 for mammalian red blood cells [65]. How-

ever, the structure of the cell membranes remained unclear and it was only in 1972

that the most accepted model of cell plasma membranes, the “fluid mosaic model”,

was proposed by Singer and Nicholson [66], in which, the membrane is interpreted as

a two-dimensional fluid composed of oriented lipids and globular proteins (Fig. 1.5).

The lipid molecules, in particular phospholipids, can move freely in the plane of the

31



and local specific gatherings. Other lipids, such as choles-
terol, act as membrane fluidity regulators. Phospholipid
movements are generally restricted to lateral drift, because
the cross of the membrane from one side to the other
requires the energetically unfavorable transient contact of
their hydrophilic head with the hydrophobic membrane
core. Thus, the transfer of molecules from one side of the
membrane to the other generally involves the activity of
some specific integral membrane proteins, called flippases
[3]. For the same reasons, integral proteins can diffuse
within the lipid matrix but they seldom switch their polar-
ity from one membrane side to the other. As a result, lipid,
protein and carbohydrate composition are different be-
tween the two monolayers, a characteristic that is referred
to as membrane asymmetry.
Membrane functions are extremely diverse. As cell

borders, membranes control the molecular exchanges
with the environment, resulting in cell pH regulation
and osmotic homeostasis. Membranes are “selective bar-
riers”: They concentrate nutrients within the cell, exclude
the cellular waste products, keep the ionic gradients and
transform them into chemical energy. Since they allow the
transduction of many external stimuli into cell signals,
they are also major actors in the responses of the cell to
their environment. In addition, their composition also
turns membranes into the main apolar compartment of
the prominently aqueous cell medium, thus concentrating
most lipid pigments (e.g. chlorophyll) and hydrophobic

proteins. The presence of these molecules in the mem-
branes doubles their bounding function with essential
metabolic and bioenergetic activities.
Except for some rare authors who still envisage the

cell as a naked colloid network [4], there is nowadays lit-
tle disagreement that membranes are essential parts of
all contemporary cells. Despite this basic acceptance
concerning modern cells, we have witnessed in recent
years a strong debate questioning the presence of similar
membranes in the last common ancestor of living organ-
isms, namely the cenancestor. Arguing about the presence
or absence of membranes in early organisms–not only the
cenancestor, but also previous organisms closer in time to
the origins of life–challenges what we consider to be the
basic unit of life, i.e. the cell. Unfortunately, because the
lack of membranes is generally unquestioned in modern
organisms, it is nowadays difficult to come across discus-
sions about the theoretical importance of membranes.
The limited attention currently given to membranes in

defining the cell concept contrasts greatly with the im-
portance that this issue had in early cell studies. Indeed,
when the Cell Theory was formulated 175 years ago in the
XIXth century, the reality of the membrane was unknown.
Its universal character was not generally acknowledged
until well into the XXth century, and even when the cells
were assumed to be bounded by some kind of membrane,
the fluid mosaic model was not accepted until as late as
the 1970s. The natural question then is: how were the cell

Figure 1 Fluid mosaic model. Schematic view of biological membrane structure as currently depicted.

Lombard Biology Direct  (2014) 9:32 Page 2 of 35

Figure 1.5: Schematic representation of the fluid mosaic model of the cell membrane.
Figure is reproduced from Ref. [64] under Creative Commons CC BY 4.0.

bilayer, while membrane proteins that are embedded in the lipid bilayer can diffuse

laterally in the lipid matrix unless restricted by special interactions. This simple

model has been able to give a good qualitative understanding of several fundamental

features of the cell membrane, in particular highlighting the importance of hydropho-

bic interactions which form the thermodynamic key for the formation and stability of

biological membranes and their interaction with membrane proteins. However, the

model is not adequate to explain various complex interactions and functions of the

cell membrane, which include specialized roles of membrane domains, microstruc-

ture of cell membrane, and generally, understanding the lipid-protein and lipid-lipid

interactions. Nevertheless, the fluid mosaic model has served as the foundation for

subsequently developed updated models [67]. Recent advances in computation have

made possible to model realistic biological membranes, focussing on lipid composi-

tion. In this thesis, we focus on the atomistic computational model of bacterial cell

membrane, details of the model will be described in section 4.4.

In case of E.coli, the primary components constituting the lipid bilayer are zwitte-
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rionic phosphatidyl ethanolamine (PE) and anionic phosphatidyl glycerol (PG). In

this case, the composition is about 70− 80% PE, 20− 25% PG and lesser amounts

of cardiolipin, phosphatidyl serine and other minor lipids [31, 68, 69]. In sharp con-

trast, the concentrations of lipids PE and PG in mammalian cell membranes are

much lower. For instance, in blood cells, the concentrations of lipids PE and PG are

around 6% and 2% of all the phospolipids in the membrane [70]. In fact, the major

phospolipid component of mammalian cell membranes is phosphatidyl choline (PC)

[70], which is rarely present in bacterial cell membranes [68]. This difference in the

composition of bacterial cell membranes and mammalian cell membranes makes the

cell membrane an apt target for antimicrobial agents, which can selectively attack

and destroy bacterial cells in an effective manner (see Fig. 1.6).
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animal membranes [84,85]. The positively charged AMP has strong electrostatic interactions with the
negatively charged phospholipids on the outer leaflet of the bacterial membrane (Figure 4).
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Figure 4. Initial interaction of cationic AMPs with the multicellular animal (left) or bacterial (right)
membrane. RBC: red blood cell.

Interestingly, as mentioned above, some AMPs also display anticancer activity. In cancer cells,
the asymmetry (Figure 4, left) between the inner and outer membrane in terms of the negatively charged
phospholipids is lost, resulting in the increased abundance of negatively charged phosphatidylserine
(PS) on the outer leaflet which enhances the interactions with AMPs [86]. Additionally, the over
expression of other negatively charged biomolecules such as heparan sulfate, O-glycosylated mucins,
sialylated gangliosides, and the increased transmembrane potential and membrane fluidity also
allow AMPs to specifically target cancer cells [27]. Aurein 1.2 is highly active against approximately
50 different kinds of cancer cell lines and displays little toxicity [36,37].

Moreover, some AMPs are even sensitive to other properties of the lipids, i.e., not just the
charge [87,88]. For instance, magainins can induce leakage more effectively in liposomes made
of PG, an anionic phospholipid found predominantly in bacterial membranes compared to liposomes
composed of negatively charged PS, a major phospholipid of animal membranes [87]. Lipids have
different shapes depending on the relative size of the head group and hydrophobic tails. PS and PG
have a molecular shape that is similar to a cone and cylinder, respectively, and hence display different
membrane curvature properties [89]. On the other hand, the AMP polybia-MP1, causes more leakage in
PS containing large unilamellar vesicles compared to PG (both anionic lipids) due to the lipid geometry
and the synergy of the PS with other membrane components such as sphingomyelin/cholesterol
domains [90]. The head group of PS contains both positive (amino) and negative (carboxylic) charges
which allow specific peptide lipid interactions and hence higher activity compared to membrane
containing PG [90]. The specific interactions are not only limited to anionic lipids as AMPs, such as
plant cyclotides, can also bind specifically to zwitterionic lipid such as phosphatidylethanolamine (PE),
which is abundant in the surface of bacterial membranes and also found in great quantity in the inner
cytoplasmic leaflet of animal membranes [91,92]. These studies suggest that membrane charge is not

Figure 1.6: Interaction of cationic AMPs at the surface of the mammalian red blood
cell (RBC) membrane (left) and bacterial cell membrane (right). The presence
of negatively charged head groups (PG lipids) in the outer leaflet of bacterial cell
membranes, leading to strong electrostatic interactions with the positively charged
AMPs. On the other hand, the outer leaflets of the mammalian cell membranes
are primarily composed of zwitterionic phospolipids (e.g. PC) and other neutral
components like cholestrol. Figure reproduced from Ref. [71].
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1.3.1 Antimicrobial action on bacterial cell membrane

Antimicrobial agents are natural or synthetic medications that are used to treat

infections caused by a variety of pathogens (e.g., virus, fungi, bacteria, parasites).

It is vital that these agents have the ability to selectively kill microbial cells without

gravely affecting host cells like mammalian cells. For a long time, antibiotics have

been the most effective defence against infections caused by bacterial cells. However,

the emergence and rapid spread of bacteria that are resistant to antibiotic treatment,

combined with lack of new antibiotics, has posed a serious concern for public health,

necessitating the development of alternate therapeutic agents that do not induce

significant resistance in bacteria. Since 1980s, antimicrobial peptides (AMPs) have

been identified as an answer to this riddle [72, 73].

Antimicrobial peptides

Antimicrobial peptides (AMPs), also known as host defense peptides, are compo-

nents of the innate immune system of eukaryotes which can kill infecting bacteria,

without harming the host cells and without inducing significant resistance in bac-

teria [74, 75, 76]. Typically, they are small cationic, amphipathic peptides that are

biologically active compounds, and are now known to exist in all multicellular or-

ganisms [72]. An early discovery of an AMP was that of Magainin-2, isolated from

the African clawed frog Xenopus laevis [77]. Thousands of other AMPs have since

been discovered. AMPs are commonly classified based on their secondary struc-

tures [78, 79, 80], which include α-helices (e.g. LL37), β-sheets (e.g. Protegrin-1),

mixed α/β structure (e.g. human β defensin 2) or extended random structure (e.g.

Indolicidin) (see Fig. 1.7).

The physiochemical makeup of the wide variety of AMPs has some interesting com-

mon features- they are relatively short chained peptides consisting of 5-50 amino
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on the knowledge of the sequence and residue compositions,
turned out to be much more elusive.70

2.1.2. Structural characteristics of antimicrobial peptides.
Among !2300 AMPs in the APD2 database, 994 AMPs (!42%)
have solved 3D structures, despite being as diverse as possible.
Among the 994 peptides with known structures as largely
determined by solution NMR and X-ray diffraction, they can be
generally classied into 4 groups based on their secondary
structure: ahelix (329 sequences, 14.12%), b-turn/sheet (97,
4.16%), mixed a/b structure (466, 20%), and random coil (90,
3.86%).52,71 Helical- and b-related structures are the most
populated structures in AMPs, while some small AMPs (<ca. 15
residues) are oen poorly or irregularly structured. Most a-helix
and random AMPs lack disulde bonds, while many AMPs with
the b-strand, b-hairpin, or loop-strand conformation (e.g. pro-
tegrin-1 and defensins) oen have disulde bonds between Cys
residues to stabilize their peptide conformations. Fig. 1 shows
four representative structures of a-helical ll37,72 b-turn/sheet of
protegrin-1,73 mixed a/b structure of human b defensin 2,74 and
random Indolicidin.75 From databases,52,71 most AMPs are
cationic overall with some peptides having net charges as high
as +9. Among them, a-helical AMPs favor Lys over Arg, while b-
structure AMPs favor Arg more. a-Helical AMPs also contain
more Leu, Ala, Ile, and Val than b-structure AMPs. Ala (0), Leu
(0.21), and Ile (0.41) have relatively higher a-helical-prone
propensity (<0.5).76 Gly and Pro appear to have higher propen-
sity to occur in AMPs with disulde bonds than in those without
disulde bonds.

AMPs can adopt completely different structures in solution
and within the membrane. In most cases, AMPs would experi-
ence a complex structural transition from bulk solution to the
water–membrane interface to the membrane interior if
membrane insertion occurs, depending on the interplay among
peptides, membranes, and environments.77,78 Although it is
uncertain whether these disulde bond-constrained peptides
retain similar conformations in solution, and in membranes, it

is commonly assumed that the disulde bonds help to keep the
b-sheet structure unchanged,73 which is quite similar to the
engineered stabled peptides. For instance, protegrin-1 (PG-1)
can maintain its b-hairpin conformation with two disulde S–S
bonds in bulk solution,73,79 on both POPC and a mixed POPC/
POPG 4 : 1 bilayer,80,81 and even inside membranes with a pore
structure.82,83 Upon the deletion of the disulde bonds, the b-
hairpin of PG-1 is lost. Similarly, a-defensins are another typical
AMP with a predominantly b-sheet structure, stabilized by three
disulde bonds and formed by three b-hairpin strands.84 With
the assistance of three disulde bond pairs, a-defensins
retained the b sheets in solution and on lipid membranes.85

However, upon depletion of the disulde bonds, the native b-
sheet structure of a-defensins was largely lost and underwent a
structural transition from the b-sheets to random coils, indi-
cating the important role of disulde bonds in stabilizing
secondary structures. The b-hairpin linked by disulde bonds
appears to be a common stabilizing motif in AMPs. AMPs
without disulde bonds generally undergo large conforma-
tional changes upon binding or partition into the target
membranes. Many a-helical peptides without disulde bonds
undergo a random-coil-to-helix transition upon interacting with
the membranes. For instance, ll37,72 melittin,61 magainin,77,86

Cecropin A,87,88 and dermaseptins89 initially adopt a random coil
structure in solution and change to an a-helix upon exposure to
lipid membranes. Moreover, some unstructured AMPs lack the
ability to convert to ordered secondary structure (e.g. a or b

structures) even when they are adsorbed onto a lipid–water
interface and show certain structural shis.

2.2. Sequence determinants and structural motifs of
amyloid peptides

2.2.1. Sequence determinants of amyloid peptides. More
than 25 naturally occurring AMYs are capable of forming
amyloids. In a broader view, even those disease-unrelated
proteins/peptides have an intrinsic potential to form highly
ordered amyloid brils under appropriate conditions.17 This
suggests that the ability to form amyloid is a general property of
polypeptides, irrespective of their sequences.90 On the other
hand, most native proteins/peptides do not undergo aggrega-
tion under physiological conditions, indicating that some
sequences are more prone to aggregation than others. Many
short fragments derived from their full-length parent AMYs
exhibit similar amyloid and aggregation properties to their parent
peptides, including Ab14/15–21/22/Ab16–20/22/Ab25–35/Ab34–42,91–96

hIAPP20–29/hIAPP8–20/hIAPP30–37 from amylin,97–101 and
NNQQNY/GNNQQNY from prion.102 Short peptide fragments
derived from their parent AMYs further inspire the research for
new amyloidogenic sequences beyond wild type sequences/
fragments from native AMYs. Mutagenesis experiments on
some amyloid sequences have also been used to identify new
potential amyloid-prone sequences, and most of them are short
sequences of 5–7 residues in length. Serrano et al.103,104 per-
formed a complete positional scanning mutagenesis on
amyloid peptide of STVIIE, and they identied several amyloid-
prone core sequences in the following amyloidogenic ranking:

Fig. 1 Antimicrobial peptides with four distinct representative
secondary structures: a-helical ll37 (LLGDFFRKSKEKIGKEFKRIVQRI
KDFLRNLVPRTES), b-turn/sheet of protegrin-1 (RGGRLCYCR
RRFCVCVGR), mixed a/b structure of human b defensin 2
(GIGDPVTCLKSGAICHPVFCPRRYKQIGTCGLPGTKCCKKP), and random
indolicidin (ILPWKWPWWPWRR). Disulfide bonds are represented by
yellow sticks.

This journal is © The Royal Society of Chemistry 2014 Soft Matter, 2014, 10, 7425–7451 | 7429
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Figure 1.7: Secondary structures of AMPs- the α helical LL37, β−sheet of Protegrin-
1, mixed α/β structure of human β defensin 2 and extended coil structure of Indoli-
cidin. Disulphide bonds, which cross-link different regions of the AMPs and act to
stabilize peptide conformations, are depicted as yellow sticks. Most α−helical and
random AMPs lack disulphide bonds, while many β−turn/sheet and mixed α/β
AMPs exhibit disulphide bonds. Figure reproduced from Ref. [81] with permission
of Royal Society of Chemistry ; permission conveyed through Copyright Clearance
Center, Inc.

acid sequences having cationic residues with net charge +2 to +9 and exhibiting

significant presence of hydrophobic residues [19, 82]. The key question is to under-

stand the mechanism of antimicrobial action of such AMPs and the role of factors

such as their size, charge, hydrophobicity, in it.

Mechanism of action of AMPs

AMPs are considered as one of the most promising candidates for fighting pathogens

due to their broad range of activity and limited toxicity to the host cells [73]. The

action of cationic AMPs on cell membranes has been well described by membrane

permeabilization [83], where the cationic peptides bind and interact with the nega-

tively charged lipids in the bacterial membranes, leading to the formation of tran-
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sient pores on the membrane which cause considerable conformational changes in

their structure while also inducing structural reorganization of the membrane lipids,

ultimately leading to disruption of membrane integrity and cell death [84, 85, 86].

In addition, recent studies have also shown that AMPs could act by translocating

across the outer cell membrane and affecting several essential processes like alter-

ing cytoplasmic-membrane, septum formation, inhibiting cell-wall synthesis, protein

synthesis or enzymatic activity, all of which can cause cell death [87]. Of all these

known mechanisms, the plasma membrane-disrupting ability of these peptides has

attracted the most interest. Initial accummulation of the AMPs at the membrane

surface is driven by the significant presence of negatively charged lipid head groups

(e.g. PG lipids), leading to strong electrostatic interactions, as well as by hydropho-

bic interactions (Fig. 1.6 and Fig. 1.8(a)). Several models have been proposed to de-

scribe the membrane disrupting action of AMPs that occurs thereafter, for instance,

transmembrane pore forming models like “barrel-stave” and “toroidal-pore” models

and non - pore forming models which include “carpet” model and “detergent”-like

model [87, 88]. We now briefly describe these models- in the barrel-stave model, the

initial orientation of the AMPs is parallel to the membrane surface, but subsequent

penetration and insertion towards the membrane core occurs in a perpendicular ori-

entation (Fig. 1.8(b)), which promotes lateral peptide-peptide interactions. In this

case, amphipathic structure of the peptide plays a necessary and essential role in the

pore formation mechanism, with the hydrophobic regions of the peptide interacting

with the membrane lipids and the hydrophilic regions facing the lumen of the pore.

In the toroidal pore model, the peptide again insert towards the membrane core per-

pendicular to the plane of the bilayer, with the hydrophilic regions of the peptides

interacting with the lipid head groups and the hydrophobic regions penetrating into

the hydrophobic core of the bilayer (Fig. 1.8(c)). In the process, the peptides induce

a local inward curvature of the membrane, resulting in the lining of the pore by lipid

molecules as well. In both cases, of the barrel stave model and the toroidal pore
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model, the formation of such pores results eventually in membrane depolarization

and subsequently, cell death. However, AMPs can act without forming pores in the

Figure 1.8: A cartoon illustrating various models of antimicrobial peptides (AMPs)
action on cell membranes. After initial binding of AMP on the membrane surface
(a), membrane disruption can be either through transmembrane pore formation
(b,c), or other possible mechanisms (d,e). Figure reproduced from Ref. [89] with
permission of Springer Nature ; permission conveyed through Copyright Clearance
Center, Inc.

membrane structure- one such model is the carpet model, in which the peptides ag-

gregate and adsorb parallel to the lipid bilayer, covering local areas of the membrane

surface akin to a “carpet” (Fig. 1.8(d)). Beyond a given threshold concentration,

the peptides cause unfavourable interactions on the membrane surface by rotating

and thereby redirecting phospholipids bound to them. Consequently, this results in

a detergent-like activity, which eventually disintegrates the membrane by forming

micelles. This ultimate disintegration of the membrane structure into micelles is

also known as the detergent-like model (Fig. 1.8(e)).

It is notable that the outer surfaces of Gram-positive and Gram-negative bacteria,

which are substantially different in nature, need to be crossed by AMPs to access

cell membrane and interior of the cell. In case of the Gram positive cell wall, the
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outer surface is the thick peptidoglycan mesh, which most AMPs seem to cross fairly

easily, taking advantage of its mesh like structure [90]. For Gram negative bacteria,

the outer membrane, presents a different sort of surface interaction for attacking

AMPs and in this case, several AMPs are able to cross it by a charge exchange

mechanism [91]. These peptides can then traverse the thin PG network in this case

to gain access to the cell membrane.

Nonetheless, despite their great importance and distinct advantages over antibiotics,

creating therapies with AMPs is not unproblematic and exhibit drawbacks, including

their high cost of manufacturing and lack of synthetic scalability, hampered by

limited bioavailability and susceptibility to degradation due to proteolysis. These

issues have thus far limited their clinical usage [36].

1.4 Biomimetic antimicrobial polymers

To overcome the issues limiting therapeutic use of antimicrobial peptides, one

promising direction explored in recent years has been the designing of synthetic

mimics of AMPs. Perhaps the most unique feature of AMPs is that the molecular

mechanism of their antimicrobial action is independent of specific receptors or spe-

cific protein-protein interactions [92]. Further, though AMPs are relatively small

structurally and exhibit similar physiochemical features of net positive charge and

hydrophobic side chains, yet no common sequence or arrangement of the constituent

functional residues has been found. These findings suggest that an appropriate

“balance” between the various functional groups, particularly the cationic and hy-

drophobic residues, is a key attribute of the antimicrobial action of AMPs, rather

than their exact amino acid sequence and secondary structural conformation. This

motivated the first steps to create polymer mimcs of AMPs or AMPolys, minimally

composed of charged cationic and hydrophobic functionalities. Typically, AMPolys
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are made in agreement with physical characteristics of AMPs like low molecular

weight with short chain lengths and similar cationic charge. Examples of synthetic

antimicrobial polymers include those based on methacrylate [93], norbornene [94],

nylon [95], vinyl ether [96] and alternating ring-opening metathesis polymerization

(ROMP) copolymers [97] (see Fig. 1.9). Design of such polymers for biomedical util-

ity, however, requires not only comparable activity to AMPs, but also good levels of

specificity, in other words, their ability to selectively kill bacteria over human cells,

as well [19, 92, 98, 99]. Extensive modulation of the structural design of AMPolys

has been attempted to ensure optimal levels of antimicrobial action and specificity.

These include controlling their composition and length, sequencing of functional

groups along the polymer backbone, percentage of constituent hydrophobic and

cationic groups, molecular weight of the polymer chain, all of which can have an ef-

fect on the antimicrobial efficacy and selectivity of action of AMPolys [100, 101]. In

summary, appropriately designed biomimetic polymers exhibit significant potential

as thepareutic agents that can be used as replacements for AMPs, as they can be

cost-effective with great scalability, with the advantage to easily tune the chemical

composition and distribution of groups along the polymer chain to ensure optimal

levels of antimicrobial action and specificity.

Key question: How to design AM polymers that even more effectively

mimic the evolutionarily optimized design of natural AMPs?

Studies on AMP-mimic polymers have largely focussed on polymers have a binary

composition, constituting of cationic and hydrophobic moieties, as these functionali-

ties have been thought to be the minimum requirements for the bactericidal activity

[16, 18, 102, 103]. The design of such binary polymers is simple; however, it is

difficult to simultaneously optimize the composition of the constituent functional

groups for ensuring potent antibacterial activity and reasonable selectivity. The
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their nature as antibacterial, large scale fermentations
and biologically based production are incompatible
with these molecules. The length and complexity of
most AMPs are also incompatible with solution-phase
chemical methodology, requiring time- and reagent-
intensive solid phase methods for production.

PEPTIDE-MIMETIC DESIGN
To address these obstacles of AMPs, synthetic poly-
mers have been designed as mimics of AMPs. In one
of the peptide studies, an all d-enantiomer magainin
homologs showed the same level of activity com-
pared to natural magainin.31 This indicated that the
antimicrobial action is not receptor-dependent, that
is, based on a specific protein–protein interaction.
In addition, many AMP structures share the same
physicochemical properties of a net positive charge
and contain several hydrophobic amino acid residues,
but yet no common consensus sequences or motifs
have been found.18 While a significant number of
known AMPs utilize the α-helical conformation to
create a facially amphiphilic, active structure, recent
evidence from the investigation of diastereomeric pep-
tides indicate that the stable helix structure may not
be necessary for activity.19,32 In this study, several
amino acids were substituted with d-enantiomers,
which disfavors helix formation. However, the pep-
tides were still found to adapt amphiphilic conforma-
tions with segregation of cationic and hydrophobic
residues, even without stable helix formation, when
bound to lipid membranes.19,32 These results suggest
that the cationic, amphiphilic properties, the three-
dimensional conformation of AMPs, or some balance
of these two factors are likely the key determinants for
antimicrobial activity rather than the exact sequence,
stereochemistry, and/or stable secondary structure.
Accordingly, the new design of antimicrobial polymers
has been focused to reflect the cationic amphiphilic
structures of AMPs on the synthetic polymer plat-
form rather than to mimic the secondary structural
conformations such as the α-helix.

In general, AMPs are relatively small, and
the cationic functionality is imparted by the pri-
mary ammonium groups of lysine. Accordingly,
polymer mimics of AMPs have been generated
to have low molecular weights (MWs) (a few
thousands) and primary ammonium side chains.11

Hydrophobic comonomers are also incorporated to
mimic the amphiphilic property of AMPs, producing
amphiphilic random copolymers. Several examples
of antimicrobial polymers are depicted in Figure 2.
Polymers with quaternary ammonium side chains
(polycations) have been widely utilized as polymeric
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FIGURE 2 | Several examples of antimicrobial peptide
(AMP)-mimicking polymers based on (a) methacrylate,37

(b) norbornene,38 (c) nylon,39 (d) vinyl ether,40 and (e) alternating
ring-opening metathesis polymerization (ROMP) copolymers41.

disinfectants and have high MWs in general.8,33–36

Considering the net positive charge of the amphiphilic
polymers, AMP-mimetic polymers can be also clas-
sified as polycations, but their low MW, primary
ammonium side chains, and hydrophobic components
provide new functionalities and characteristics includ-
ing polymer–lipid interactions and altered biological
activity. The roles of these factors are discussed below.

In the following sections, we discuss the antimi-
crobial activity and toxicity of polymers by focus-
ing the recent results from our laboratories.40,42–50

These polymers build on the fundamental amphiphilic,
cationic properties found in most AMPs and extend
them to platforms which are compatible for antimi-
crobial applications as well as being more scalable
for production. Many research groups are using dif-
ferent classes of polymers, different assay conditions,
and different strains of target bacteria, which result
in different measures of activity and data analysis. In
other words, antimicrobial effectiveness and toxicity
of polymers depend on assay conditions. Therefore,
direct comparisons of biological activities of polymers
including MIC, IC50, and cytotoxicity in literature
may be ambiguous, and can be qualitative at best.
This review discusses results from our work with
the peptide-mimetic design of antibacterial polymers
and their potential as new antimicrobials rather than
focusing on comparisons of efficacy with other classes
of polymers. The readers are advised to refer other
excellent review articles for more detailed discussions
on synthesis and mechanistic studies of other antimi-
crobial polymers.7–10,33,51

ANTIMICROBIAL ACTIVITY

Antimicrobial Assays
The activity of antimicrobial polymers against bacte-
ria is evaluated as inhibition effect on bacterial growth

52 © 2012 Wiley Per iodica ls, Inc. Volume 5, January/February 2013

Figure 1.9: Examples of AMP-mimetic antimicrobial polymers includes those based
on (a) methacrylate, (b) norbornene, (c) nylon, (d) vinyl ether, (e) alternating ring-
opening metathesis polymerization (ROMP) copolymers. Figure reproduced from
Ref. [92] with permission of John Wiley and Sons ; permission conveyed through
Copyright Clearance Center, Inc.

coupling of cationic and hydrophobic monomer units in the binary systems restrict

the independent control of electrostatic and hydrophobic insertion of polymers into

membranes. Indeed, naturally occuring AMPs are not just binarily composed of

hydrophobic and cationic functionalities, rather they are typically constituted of a

multitude of functional amino acids [19, 104]. In this context, it is notable that in

general, neutral polar residues are one of the most common constituents of natural

AMPs [19]. Further, while AMPs generally display an overall positive charge, many

of them, including defensin, magainin, LL-37, have anionic amino acids in their se-

quences [20, 105, 106]. This inspires the following natural question- What role do

such neutral polar or anionic amino acids play in the antimicrobial action of AMPs

and do they possess some unique functional characteristics relevant for biomimicry?

In this thesis, we use detailed atomistic molecular dynamics (MD) simu-

lations to study ternary biomimetic polymers, constituting of additional

functionalities, apart from the cationic and hydrophobic functionalities.
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A key purpose for this is to implement insights from the evolutionarily optimized

design of AMPs, in which presence of such additional functionalities is extremely

common, to the molecular design of AM polymers, that have been missing in the

traditional binary polymer approach, which can ultimately help in optimizing the

efficacy of AM polymers by improving their antimicrobial activity and selectivity.

1.5 Summary and thesis outline

This thesis is divided into two parts. In the first part, aspects of the molecular

scale architecture of the peptidoglycan (PG) mesh and their effect on its material

properties are explored, utilizing theoretical methods. The effect of variability in

the elastic properties of the peptide cross-linkers of the PG mesh on its bulk me-

chanical response is also investigated, utilizing theoretical methods and computer

simulations. In the second part of the thesis, we study the conformational land-

scape, aggregation dynamics and interactions with model bacterial membrane of

biomimetic antimicrobial polymers (AMPolys),utilizing detailed atomistic molecu-

lar dynamics simulations. The role played by neutral polar groups and appropriate

sequencing of the functional moieties along the polymer backbone in influencing the

aggregation dynamics of such polymers and their membrane-interactions is studied

in depth, utilizing detailed atomistic molecular dynamics simulations. Further, we

also investigate the conformational landscape of AMPolys that have anionic func-

tional groups as constituents, with particular focus on probing the formation of salt

bridges and their role in determining the conformational dynamics of such polymers.

The rest of this thesis is organized as follows:

In Chapter 2, we explore the role of various design features of the cell in enhancing

the toughness of the cell wall. We explain how the glycan strand length distribu-

tion, the degree of cross-linking and the placement of the cross-links on the glycan
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strands can act in tandem to ensure that the cell wall offers sufficient resistance to

propagation of cracks. Further, we suggest a possible mechanism by which peptide

bond hydrolysis, via judicious cleaving of peptide cross-links, can act to mitigate

this risk of failure. We also study the reinforcing effect of MreB cytoskeleton, which

can offer a degree of safety to the cell wall. However, we show that the cross-linked

structure of the cell wall is its primary line of defense against mechanical failure.

This chapter is based on work published in Ref. [107].

In Chapter 3, motivated by the question of understanding the effect of variabil-

ity in the material properties of the peptide crosslinkers on the bulk mechanical

properties of the cell wall structure of bacteria, we study a spring system in which

variability is encoded by assigning values of spring constants and rupture strengths

of the constituent springs from appropriate probability distribution. Using analyti-

cal methods and computer simulations, we study the response of the spring system

to shear loading and observe how heterogeneities inherent in the system can heighten

the resistance to failure. We derive the force extension relation of the system and

explore the effect that the disorder in values of spring constant and rupture strength

has on load carrying capacity of the system and failure displacement. We also study

a discrete step shear loading of the system, exhibiting a transition from quasibrittle

to brittle response controlled by the step size, providing a possible framework to

experimentally quantify the disorder in analogous structures. This chapter is based

on work published in Ref. [108].

In Chapter 4, we provide a summary of the molecular dynamics (MD) simulation

technique. We describe the bonded and non-bonded interactions between the con-

stituent atoms, boundary conditions, ensembles and computational models relevant

to this thesis.

In Chapter 5, we explore the conformational landscape of aggregates formed in solu-

tion phase by ternary biomimetic antimicrobial methacrylate polymers, composed of
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hydrophobic, charged cationic and polar functional groups and compare it with ag-

gregate morphologies of binary methacrylate polymers, composed only of hydropho-

bic and charged cationic functional groups. The effect of sequence of the constituent

functional groups on aggregate conformation is also studied by considering random

and block sequences along the polymer backbone. We show that while binary poly-

mers tend to form robust aggregates, replacing some of the hydrophobic groups with

overall charge neutral polar groups weakens the aggregate considerably, leading to

increased conformational fluctuations and formation of loose-packed, open aggre-

gates, particularly in the case of random ternary polymers. This chapter is based

on work done in Ref. [109].

In Chapter 6, we consider ternary biomimetic antimicrobial polymers that are com-

posed of hydrophobic, cationic and anionic functional groups. We explore the effect

of inclusion of the anionic groups in determining the conformational landscape of

such polymers in solution phase. We specifically focus on investigating the formation

and lifetime of salt bridges between pairs of oppositely charged cationic and anionic

moieties and the effect of such interactions on specific conformations of the polymer

in solution phase. Our results show that salt bridges act as transient cross-linkers,

which affect polymer conformation and lead to a dynamic switching between com-

pact and extended conformations. This chapter is based on work done in Ref. [110].

In Chapter 7, we study the interaction of methacrylate ternary polymers, composed

of charged, hydrophobic and polar groups in random configuration as well as in block

arrangement of polar groups, with the bacterial model membrane and compare it

with the membrane interaction of traditional binary polymers, consisting only of

charged and hydrophobic groups. We show that ternary polymers can penetrate

deep into the membrane, with even a single polymer having a marked affect on the

membrane structure, inducing extensive lipid reorganisation in its vicinity. We also

investigate in detail the membrane insertion modes of the ternary polymer models,
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showing that in this case, a clear segregation of constituent functional groups is ab-

sent, unlike the case binary polymers. Finally, we examine membrane interactions

of aggregates of binary and ternary polymers, exhibiting that weak ternary aggre-

gates undergo rapid partitioning and subsequently, insertion into membrane interior,

while such polymer partitioning is constrained for the stronger binary aggregates.

This chapter is based on work done in Ref. [111].
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Chapter 2

Safeguarding the bacterial cell

wall against mechanical failure

2.1 Introduction

For the bacterial cell wall, which is constituted primarily of the peptidoglycan mesh,

it is imperative to be stiff enough to bear the high turgor pressure and maintain

shape as well as being adequately tough, so as to resist mechanical failure due

to crack propagation. While the stiffness of the bacterial cell wall has been well

studied [6, 7, 44, 112], our aim here is to understand its toughness, or resistance to

propagation of cracks, an immensely desirable materials property [57]. The cell wall,

which is under high turgor pressure, can have cracks on its surface as a consequence

of its design [113], and these can play an important role in ensuring passage of

nutrients and waste products through the peptidoglycan layer. In fact, permeability

of cell walls of bacteria has been much studied [114, 115, 116] and pores of size as

large as 10 nm in diameter have also been observed [117]. On the other hand, in

bacteria like Staphylococcus aureus, mechanical crack propagation has been shown to

drive daughter cell separation [118], which indicates that bacterial cells are adapted
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to be able to tune mechanical failure modes. However, the relation of the molecular

level architecture of the cell wall to its toughness remained to be elucidated. Use

of mechanical modelling of the cell wall is particularly relevant in this context since

such studies have led to remarkable insights into the structure of the cell wall.

For instance, Huang et al. [119] developed a simple elastic model for the Gram-

negative cell wall to gain insight into the mechanical response of cell shape to cell

wall damage. Jiang and Sun [120] utilized a theoretical mechanochemical approach

to describe the interplay of cell wall growth, mechanics, and cytoskeletal filaments

in shaping the bacterial cell. Nguyen et al. [121] studied a coarse grained model of

the cell wall to explore the remodelling of peptidoglycan during growth of the cell

wall and highlighted the process by which local coordination of the enzymes can

introduce new material into an existing unilayer PG network, while maintaining cell

wall integrity and rod shape.

In this chapter, we examine the role of various design components of the cell in

securing the cell wall against mechanical failure. In particular, we explore the role

of the geometry of the cell, the cross-linked polymeric structure of the cell wall and

the role of the MreB cytoskeleton in ensuring sufficient resistance to propagation of

cracks. Our model studies the Gram-negative rod-shaped bacteria (e.g. Escherichia

coli), with a single layer of the peptidoglycan mesh. In short time scales relevant to

the problem, the behavior of the cell wall is perfectly elastic [122, 123]. As noted in

section 1.2, the peptidoglycan mesh in this case consists of glycan strands oriented

in the circumferential direction, cross-linked intermittently by peptide bonds. Mod-

elling the cell both as an elastic plate and cylindrical shell, we estimate the critical

crack lengths under stress due to turgor pressure. We show that cross-linking is cru-

cial for maintaining the integrity of the cell wall, since the minimum energy needed

for crack propagation, called the tearing energy, is largely controlled by the degree of

cross-linking. We exhibit the important role that appropriately cross-linked shorter

length glycan strands can play in enhancing the tearing energy, which gives an ex-
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planation of striking experimental observations on the extensive presence of short

length glycan strands in the peptidoglycan mesh [11] and the strong propensity of

the glycan strands to be cross-linked at the terminating units [10, 12]. We also anal-

yse how peptide bond hydrolysis can be used by the cell as a defence mechanism

against cracking, exhibiting that such hydrolysis can act to increase the tearing en-

ergy. Finally, we probe the role of the MreB cytoskeleton which can promote cell

wall toughness by exerting an inward directed pressure countering the turgor pres-

sure. Our results indicate that the cross-linked structure of the cell wall plays the

more important role in safeguarding the cell against failure due to crack propagation.

This chapter is based on work published in reference [107].

2.2 Cell Wall as pressurized shell

To model the bacterial cell, we employ thin shell theory. Thin elastic shells are

elastic bodies whose thickness is small compared to their other dimensions, so ef-

fectively they can be treated as two-dimensional elastic bodies and whose natural

configuration is non flat, therefore their analysis necessitates a deeper appreciation

of geometry. Analysis of deformations of thin shells and their elastic energy dates

back to Rayleigh [124] who recognised that their elastic energy will in general involve

both stretching and bending energies. Since then shell theory has been extensively

developed [125]. Further, shell theory has also been instrumental in the study of

mechanobiology of cells, allowing for an apt model to probe cellular geometry and

its influence on biological processes. In case of bacteria, the application of shell

theory to study such cells was pioneered by Koch [33] and has since been widely

used to study bacterial cells in a wide variety of contexts [50, 61, 120, 126, 127].

We model the bacterial cell wall as a cylindrical thin shell, loaded with uniform

internal pressure P , corresponding to the turgor pressure in the cell, as depicted in
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Fig. 2.1. The radius of the shell is R and its thickness, h. Since h/R is small (relevant

parameter values are listed in Table 2.1), we can treat the cell wall as effectively two

dimensional, describing it by its central (neutral) surface. In particular, we will be

using thin shell theory, with all moment expressions being neglected, in other words,

we will be using “membrane theory” of thin shells [125]. We now want to derive the

equilibrium equations for this system. More generally, we derive the equations of

equilibrium for an axisymmetric Hookean shell loaded with uniform internal pressure

P . The shell has uniform thickness denoted h and (not necessarily uniform) parallel

radius denoted R.

peptide  
cross-link

Glycan  
strand

Turgor Pressure

L
h

R

Y

Z

Figure 2.1: The bacterial cell wall modelled as a pressurised cylindrical shell of radius
R, thickness h and with the length denoted L. Glycan strands of variable lengths,
aligned on an average in the circumferential direction, are cross-linked intermittently
by peptide bonds.

We first describe the geometry of surface of revolution, which is generated by ro-

tating a given plane curve (called the meridian) around an axis lying in its plane.

Intersecting planes perpendicular to axis of rotation with the surface gives circles,

which are called parallels. The surface can thus be parametrized by coordinates

(s, φ), where s denotes the arc length of the meridian curve (hence, it denotes the
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Figure 2.2: (a) Surface of revolution parameterized in spherical polar coordinates.
(b) Force balance for forces acting in the surface normal direction. (c) Force balance
for forces acting in the axial direction. (d) Principal axes for cylinder and sphere.

common distance of all points lying in the parallel, as measured along the meridian

curve from its starting point), while the angle φ fixes the position of the point on

the parallel (Fig. 2.2(a)). Since the coordinate s determines the parallel, the radius

of the parallel R will also be a function of it. We also denote by θ the angle made

by the normal to the surface at a given point with the axis of rotation. This surface

of revolution gives the “middle surface” of the shell of revolution, which is then

completely determined geometrically by the middle surface and by its thickness h.

To determine the equations of equilibrium, we utilize a force balance approach. Due

to the assumption of thin shell and due to loading being a uniform internal pressure,

we only need to consider the stresses σφ and σθ (Fig. 2.2(b)). The forces due to the

internal pressure and due to the stress resultants must be in equilibrium at each

point and in all directions. We fix a small patch on the middle surface. The radius

of the associated parallel is R and the associated meridional radius of curvature is R1

(which in other words is the radius of the circle that best fits the meridian curve as

it passes through the surface patch). Then the area of the patch is ≈ (Rdφ)(R1dθ).
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We first compute the force balance in the surface normal direction (Fig. 2.2(b)).

Since the internal pressure is acting in the direction of the normal to the surface,

thus the force exerted in the (outward) normal direction on the patch is given by

P (Rdφ)(R1dθ). The force exerted on the upper and lower parts of the patch due to

the meridional stress σθ is given by σθRdφh in either direction. Taking components

of both these forces in the (inward) normal direction and summing them, we get

that the force exerted in the (inward) normal direction, due to meridional stress, is

given by 2σθhRdφ sin(dθ
2

) ≈ σθhRdφdθ. Similarly, in the hoop direction, we have

that the force exerted on either side of the patch is given by σφhR1dθ and the force

then in the (inward) radial direction is got by summing the radial components of

both the forces, and is equal to σφhR1dθdφ. The component of this force in the

(inward) normal direction is given by σφhR1dθdφ sin θ (Fig. 2.2(b)). Thus, we have

by force balance in the normal direction,

σφhR1dθdφ sin θ + σθhRdφdθ = P (Rdφ)(R1dθ) (2.1)

Dividing Equation 2.1 by the RR1dθdφ, we get the so called “membrane equation”

σφ sin θ

R
+
σθ
R1

=
P

h
(2.2)

Now, we do a similar force balance in the axial direction (Fig. 2.2(c)). The force

exerted in the axial direction, due to the internal pressure, is simply PπR2. This

is countered by the force on the surface, exerted by the meridional stress σθ, whose

component in the axial direction is given by σθ sin θ. Thus, the force exerted is equal
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to 2πRhσθ sin θ. So, by force balance in the axial direction, we have

2πRhσθ sin θ = PπR2 (2.3)

and therefore, we have

σθ =
PR

2h sin θ
(2.4)

Plugging in this value of σθ in Equation 2.2, we get

σφ =
PR

h sin θ

(
1− R

2R1 sin θ

)
(2.5)

In the special case of a circular cylinder, of fixed radius R, we have θ = π/2 and

1/R1 = 0, and so,

σθ = PR/2h (2.6)

and

σφ = PR/h (2.7)

In this case, we have that the meridional stress is along the axial direction and also

the axial stress, which we denote σz. Note that a stress anisotropy exists in the

cylindrical case, with σφ/σz = 2.
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2.3 Cell Wall Crack Energetics

The study of cracks, or fracture mechanics, while attempted in various ways in

the 19th century, had its true genesis in the pioneering work of Griffith [128], who

developed a energy balance criterion to study thin crack on a solid body under

applied stresses. Since then fracture mechanics has been extensively studied, with

the development of linear elastic fracture mechanics, elastic plastic fracture mechan-

ics [58, 129] and more recently, application of modelling techniques like phase field

modelling to study dynamic fracture [130].

We now analyse crack on the bacterial cell wall. Since stress in the hoop direction

is twice the stress in the axial direction, longitudinal cracks are subject to a larger

stress, as they are aligned perpendicular to the hoop direction. Indeed, cylindrical

pressure vessels predominantly display longitudinal cracks, for this reason, includ-

ing well known examples occurring in daily life like sausages and pipes cracking

longitudinally [131]. For rod shaped bacteria, like E.coli, which is under high tur-

gor pressure, a corresponding stress anisotropy indicates the possibility of similar

failure due to cracking in the longitudinal direction. Our aim here is to understand

the structural features of the cell wall which protect it from such failure along the

axial direction. We model a crack on the cell wall in two ways: (1) by considering

a centrally placed crack on an infinite plate, thus neglecting curvature effects, and

(2) considering a longitudinally aligned crack on a pressurized shell, thus accounting

for cell curvature. We assume for simplicity that the shell is isotropic with elastic

modulus denoted E.

2.3.1 Elastic energy release

In the first case, we begin with a thin plate of thickness h placed in the Y −Z-plane,

with a tensile load σ = PR/h applied in the Y -direction. A crack of total length 2c is
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Figure 2.3: (a) A crack of length 2c on a thin plate of thickness h with a remote
load σ acting on it, perpendicular to the line of crack. (b) A longitudinally aligned
crack on the cell wall. Near the tip, the crack comes up against a glycan strand, here
illustrated having a length of 10 disaccharide units, with average number of glycosidic
bonds connecting the disaccharides between adjacent cross-links calculated as n = 4.
Each disaccharide unit consists of alternating sugars NAG and NAM connected by
a glycosidic bond. Note that the depiction of the peptidoglycan sacculus here is
illustrative, in general, the meshwork might exhibit high amount of disorder.

introduced, along the Z-axis, as shown in Fig. 2.3(a). The crack lengths of interest to

us are considerably smaller than the radius and length of the cell wall. We can thus

treat the plate as infinite. To calculate the critical crack length, beyond which crack

propagation becomes energetically favourable, we use an energy balance criterion,

studied by Griffith [128] which compares the energy required to break atomic bonds,

thus leading to new surfaces, to the strain energy released as the crack enlarges. To

formally state our case again, we have a centrally placed thin crack of length 2c in

the infinite plate with uniform thickness h, with the plate represented by Y − Z

plane. The crack is placed on the Z-axis, aligned in the Z-direction with the middle

point of the crack at the origin and a remote load σ applied in the positive and

negative Y -direction. When an increment in the length of the crack occurs, there

is a release of strain energy and crack propagation becomes energetically favourable
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when this release of strain energy, due to increment in crack length, is greater than

the surface energy which is needed to break the bonds of the specimen. The critical

point is reached when both are balanced, which we write mathematically as

0 = −dEp
dc

+
dEa
dc

=
d(−Ep + Ea)

dc
(2.8)

Here Ep is the strain energy released, Ea is the surface energy, dc denotes the crack

length increment and we have that the total energy, denoted Et, is given as Et =

−Ep+Ea. So, the critical crack length is the length at which the total energy attains

its maxima. It is assumed that the crack growth is slow (quasi-static case) and that

energy dissipation, due to friction and plastic deformations, is negligible.

We note that the strain energy released associated to the crack formation is the

same as the work done by the application of a tensile load σ along the crack surfaces

in the opening up of the crack. Thus, we have

Ep = 2h

∫ c

−c

1

2
σuydz = 2hσ

∫ c

−c

1

2
uydz (2.9)

Here, the factor 2 accounts for the two (upper and lower) crack surfaces and uy

denotes the displacement of the upper crack surface, given in the case of plane

stress for a thin centrally placed crack as [129]

uy =
2σ

E

√
c2 − z2 (2.10)

Substituting this in Equation 2.9 and noting that the rightmost integral simply gives

the area of an ellipse with semi-major axis c and semi-minor axis cσ/E, we get that

the strain energy released in this case is given as

Ep =
σ2

E
hπc2 (2.11)
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As noted, we have considered an isotropic model of the cell wall. One can consider

an orthotropic cell wall model [107], in which case, this term has to be modified

with additional elastic constants incorporated into the expression. However, it can

be shown that the strain energy released in this anisotropic model is comparable to

the isotropic model used here [107].

Now, for the crack to propagate, the bonds in the plate have to be broken and hence,

an amount of work equal to bond energy must be performed. Let G0 represent the

minimum tearing energy (in units J/m2), required for the crack to propagate by

breaking bonds in its path. Then, for a crack of length 2c, we have

Ea = 2G0ch (2.12)

Substituting Ep and Ea in Eq 2.8 appropriately, we get

cf =
G0E

πσ2
(2.13)

which is the critical crack length, interpreted as the length above which a crack will

grow uncontrollably. In our case, since σ = PR/h, we thus have

cf =
G0Eh

2

πP 2R2
(2.14)

We note that this paradigm of modelling curved objects by flat surfaces has been

utilized widely, both in the case of bacteria [132] and other cells [133].

Role of curvature

In the second case, we incorporate the cell curvature into our calculation. We con-

sider a longitudinally aligned, through the thickness crack of length 2c on a thin,
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pressurized, cylindrical shell as shown in (Fig. 2.3(b)) and calculate the effect of ge-

ometry on the strain energy released. In this case, apart from in-plane deformations,

there is an additional out-of-plane deformation in a small region around the crack

resulting from the action of normal force due to internal pressure which is directed

through the shell [134, 135, 136]. The deflection δ in the normal direction, which

in this case is the radial direction, varies over the distance l. The bending energy

per unit area is given by eb ∼ κb
δ2

l4
, where we have used that the curvature change

is of the order δ
l2

[137]. The total bending contribution (ignoring all coefficients)

concentrated over the area l2 is then given by

Eb ∼
κbδ

2

l2
(2.15)

where, κb ≈ Eh3 is the bending rigidity.

The strain tensor for the stretching energy is of the order of δ
R

, that is, ε ∼ δ
R

, where

R is the radius of the cylinder. The corresponding stress is then σ ∼ E δ
R

and the

stretching energy per unit area is given by es = Ehδ2

R2 . Thus, the total stretching

energy contribution is (ignoring all coefficients)

Es ∼
Y δ2

R2
l2 (2.16)

where, Y = Eh is the 2-D Young’s modulus for the case of plane stress.

The curvature correction energy term Ecyl is therefore given by

Ecyl ∼
Eh3δ2

l2
+
Ehδ2

R2
l2 (2.17)

Minimizing the total energy in Equation 2.17,
dEcyl
dl

= 0 ⇒ l = lm =
√
Rh, which

gives us a new elastic length scale for localization of deformation.
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Plugging in the value of lm obtained above, we get

Ecyl ∼
Eh2δ2

R
(2.18)

We denote the force acting on the crack periphery, due to internal pressure, by f .

Varying Ecyl with respect to δ and equating it to the work done by the force f , we

get

f ∼ Eh2δ

R
(2.19)

The force acts along the line of the crack, and hence, the area over which normal

stress is applied is of the order of c2, where 2c is the crack length. It follows then

that the force acting is of the order of f ∼ Pc2, where P is the internal pressure.

Substituting this value of f in Equation 2.19, we get the normal deflection δ ∼ Pc2R
Eh2

.

Therefore, using Equation-2.18, we get

Ecyl = K1
Eh2δ2

R
= K1

P 2R2

Eh

c4

Rh
= K1

σ2c2h

E

c2

Rh
(2.20)

where K1 is a dimensionless constant. This constant K1 ∼ π(0.317
√

12(1− ν2))

[134], where ν denotes the Poisson’s ratio of the shell material. Since 0 ≤ ν ≤ 1/2

[122], we have that K1 ≈ π. Therefore, we get that the total strain energy released

is given by

Ei ' Ep + Ecyl = Ep
(

1 +
c2

Rh

)
(2.21)

We can now calculate the critical crack length cf using energy balance criterion as

in the planar case. This is then given as the unique (positive) real root of the cubic
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equation

c3 + c
Rh

2
− G0ERh

2πσ2
= 0 (2.22)

where σ = σφ = PR/h (such a cubic equation, of the general form t3 + pt + q is

termed as the depressed cubic equation and its discriminant ∆ is always negative

when p > 0, in which case it will have a unique real root, which is always positive

if in addition we have q < 0).

To understand the effect of geometry of the cell wall, a comparison of these two cases

needs to made. For this, we first need to compute the minimum tearing energy G0,

which we do in the following section.

2.3.2 Tearing Energy: Role of Cross-Links

A crack typically propagates by rupturing the bonds lying across its plane [129].

The tearing energy is conventionally calculated by estimating the energy cost for

disrupting the bonds lying across the plane of the crack. However, in a cross-linked

polymer, as the crack propagates, it encounters chains of monomers lying between

adjacent cross-links. The forces involved are transmitted through the cross-links.

So, in order to break the chain, each bond in the chain has to be supplied energy

almost equalling the energy required to rupture them even though one of the bonds

might eventually rupture [138, 139]. Thus, the cross-linked polymeric structure of

the peptidoglycan mesh can safeguard the cell against mechanical failure by resisting

crack propagation in this manner.

For an axially aligned crack on the cell wall to propagate, it must cross a number

of glycan strands cross-linked by peptide bridges. Glycan strands are made up of

repeating disaccharide units of N-acetylglucosamine (NAG) and N-acetylmuramic
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acid (NAM). A peptide stem of few amino acids is attached to NAM. The glycosidic

bonds between the alternating sugars NAG and NAM form the backbone of the

glycan chain [29]. So, if there are on an average m such bonds between adjacent

cross links, then total energy needed to disrupt the chain will be ≈ mEc, where Ec

denotes the dissociation energy of the bond. Let Σ denote the number of glycan

strands crossing per unit area in the fracture plane. We then have

G0 ≈ mEcΣ (2.23)

To relate m to the average length of the glycan chain between adjacent cross-links

(say lavg), we define n to be the average number of glycosidic bonds connecting the

disaccharide units between adjacent cross-links (see Fig. 2.3(b)). It follows then that

m = 2n and lavg = (n+1) disaccharides (hence, representing G0 in terms of n allows

us to compare its value to lavg).

We estimate G0 as follows- the average dissociation energy of a glycosidic bond,

specifically, a C−O bond, is of the order of Ec ≈ 6× 10−19J [120]. The thickness of

the cell wall is ≈ 5 nm and the glycan inter-strand spacing is ≈ 2nm (see Table 2.1).

We then get Σ ≈ (6 × 1016/m2). Next we estimate n across a given glycan strand,

which we relate here to the glycan strand length. For a given glycan strand, which

we for convenience denote g, we have

n =
c− 1

i− 1
(2.24)

where c denotes the total number of disaccharide units between the two extreme

cross-links of g (in other words, we are counting those disaccharide units in the

glycan strand that lie between any pair of adjacent cross-links) and i denotes the

total number of cross-linked peptide stems on the glycan strand g. In the limit of

long glycan strands spanning the circumference of the cell, we have n ∼ 1/k, where
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k denotes the degree of cross-linking across the glycan strand as in this case, due

to periodicity, c = l, where l denotes the total number of disaccharide units for the

given glycan strand g. Since l is large, it follows that n ∼ 1/k where k denotes

the fraction of cross-linked peptides. In the case of E.coli, peptide stems rotate

around the glycan backbone by roughly 90◦ per disaccharide [13], so only 50% of

the peptide stems are available for cross-linking and it has been observed that the

degree of cross-linking is around 30% [10], so n ∼ 3. This also illustrates how a

lower degree of cross-linking can enhance the toughness of the cell wall.

However, we now exhibit that placing of the cross-links at the terminating units can

increase the value of n for shorter length glycan strands substantially. In particular,

for glycan strands which are cross-linked at the ends, the value of the numerator in

Equation 2.24 is maximized. To see this, let us consider a glycan strand g of length

l disaccharide units. It follows from Equation 2.24 that the value of n for a strand

of fixed length will be maximized when the peptide stems at the end of the glycan

strands are cross-linked. In this case, c ∼ l. Also, for the degree of cross-linking

denoted k, we will have i ∼ kl. Therefore, taking n now as a function of l, we have

n(l) ∼ l − 1

kl − 1
(2.25)

Taking k = 0.3 and allowing for at least two cross-links across the length of the

strand, we get n ∼ 3−6. The value of n decreases as the length of the glycan strand

increases and for length of glycan strand l ∼ 7 − 8, the value of n ∼ 5 − 6. Now,

given a glycan strand length distribution p, the average value of n across the cell

wall is

navg =
∑

n(l)p(l) (2.26)

where p(l) denotes the proportion of glycan strand lengths of length l. It is clear that
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a higher proportion of glycan strands of strand lengths ∼ 7−8 disaccharide units will

enhance the average value of n across the cell wall (note that for very short strands

with length 4 disaccharides or less, only a single peptide stem will be cross-linked

with cross-linking degree around 30% [140], so a similar analysis is not possible). So,

in summary, we conclude that for any glycan strand which are cross-linked at their

termini and allowing for at least two cross-links across the strand, we get n ∼ 3− 6,

with strands of length 7 − 8 disaccharides being optimal in this regard, having

n ∼ 5−6, while in the limit of long glycan strands, we have n ∼ 3. This in particular

can explain the following remarkable experimental observations 1- in Ref. [11], where

HPLC analysis of glycan strand length distribution detected a substantial presence of

short length glycan strands, with the length distribution having a mean value of ∼ 8

disaccharides for about 70% of the strands and 2- in Ref. [5, 10, 12], which concluded

that ≥ 80% of the 1,6 anhydroMurN Ac terminal muropeptides are cross-linked and

suggested similar proportions of cross-linking at the GlcN Ac termini as inferred

from peptidoglycan labelled with galactosyl transferase. Our analysis underlines the

significance of terminally cross-linked short length glycan strands and in particular,

gives an illustration of how design features of the cell wall that underpin the disorder

in its structure can affect its mechanical properties in a significant manner.

Glycan strands are intially polymerized in longer lengths of upto 50 disaccharide

units and are thereafter shortened by the action of appropriate lytic transglycosy-

lases (LTs), to tailor-fit into the PG mesh [141]. Although the exact algorithm that

the cell follows to cleave glycan strands is not clear, it is pertinent to note that

by appropriate cutting of these strands, the cell can increase the value of n. For

instance, n increases when glycan strands are cut in between adjacent in-plane cross-

linked peptide stems and interestingly, the preference of glycan strands to maintain

terminal cross-links does seem to indicate that LTs which cleave glycan strands

subsequent to polymerization, frequently act on them in this manner.
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The extent of cross-linking also plays a key role in our analysis. A high degree

of cross-linking increases the stiffness of the cell wall [6]. However, it follows from

Eqn. 2.23 and Eqn. 2.24 that in this case, the tearing energy is lower, thus making

the structure vulnerable to cracks. On the other hand, while a lower degree of cross-

linking increases the tearing energy, it also makes the cell wall less stiff [112]. Thus,

the extent of cross-linking has to be delicately balanced to ensure optimal levels of

stiffness and toughness. A key mechanism of the cell wall is that of hydrolysis or

the cleavage of pre-existing peptide and glycosidic bonds in the peptidoglycan mesh.

Experiments indicate that E.coli mutants which are deficient in hydrolysis enzymes

undergo rapid lysis, proving the essential role it plays in ensuring cell viability [45].

Our analysis suggests that peptide bond cleavage due to hydrolysis can secure the cell

by increasing resistance to crack propagation: For the crack to propagate, it has to

stretch all glycosidic bonds between adjacent cross-links before one of them ruptures.

A possible way to arrest the progress of the crack is thus to cleave a peptide bond, so

that the number of bonds between adjacent cross-links increases, in other words the

value of n increases. This is analogous to the common trick employed by mechanics

to arrest the progress of a crack by drilling a small hole at the tip of the crack [142].

The timescale involved in peptide bond cleavage can however impose an upper limit

on the crack speed, below which bond cleavage action to inhibit crack propagation

is feasible- assuming that hydrolases diffuse sufficiently fast to act uniformly across

the cell wall and that the mechanical stress on the peptide bonds is only due to the

turgor pressure, we first calculate the rate of peptide bond cleavage. In one cell cycle,

with time τ = 20 minutes, a turnover of 40% − 50% of the cell wall material takes

place [13] and between two adjacent circumferential cross-section of the cell, there

are ≈ 500 cross-links (with 30% cross-linking and ∼ 2πR disaccharides comprising

all glycan strands in a cross-section). So, peptide cross-links between two adjacent

cross-sections are excised at a rate of k1 ∼ 10−12 min−1. Now, since a peptide bond

has to be cleaved in the time that the crack front traverses the inter-strand distance
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d, the speed is thus limited to ∼ 18 − 24 nm min−1 or slower. However, higher

stresses on the cross-linkers in the vicinity of the crack tip can potentially lead to a

surge in the hydrolytic activity locally. While the exact effect of mechanical stress

on the rate of severing of cross-linkers is not clear, it has been hypothesized that

increasing stress results in lowering of the energy barrier to hydrolysis, thus resulting

in a higher rate of breakage of cross-linkers [33]. Nonetheless, for fast moving cracks,

cross-link cleavage is likely to be not fast enough to act. For instance, in the case of

S.aureus, daughter cell separation, for which mechanical crack propagation has been

implicated, happens at speed around 1µm/s [118]. For crack speed of this order,

peptide hydrolysis is unlikely to be able to play a mitigating role.

2.3.3 Critical Crack Length

We now calculate critical crack lengths in the planar case as well as the cylindrical

case. In Fig. 2.4, we plot the total energy (Et), defined as the difference of the

strain energy released and the surface energy, against the crack length, in these two

cases, varying the value of n. The critical crack length is obtained at the maxima

of the energy curve, which we observe, increases as the value of n increases. For

the cylindrical case, the critical crack length is smaller than the planar case, with

this difference increasing with increase in value of n. Thus at lower crack length

values, the planar case provides a good approximation to the case of a crack on

the cell wall under turgor pressure. However, at higher crack lengths, curvature

becomes important and the planar approximation starts to break down. In the case

n = 1, which corresponds to a 100% cross-linked sacculi, the critical crack length is

small, with c ≈ 6 nm. When the effect of cross-linking is completely ignored, that is

when a very thin crack propagates by disrupting the bonds lying across the fracture

plane (so m = 1 in Equation 2.23), then critical crack length is even smaller. This

underlines the significance of appropriate levels of cross-linking in maintaining the
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Figure 2.4: Total energy Et against crack length c, for different degrees of effect of
crosslinking. The solid lines represent the plane case, while dotted lines represent
the cylinder case. The cross (×) represent the critical crack lengths cf . For values
of the elastic modulus E, the cylinder radius R and the thickness h, see Table 2.1.

integrity of the cell wall. It is also instructive here to note that the total energy at

the critical crack length compares well to the total energy of the glycosidic bonds

comprising the glycan strands lying between adjacent cross-links times the number

of strands spanning the length cf (with inter-glycan strand distance ∼ 2 nm). For

instance, in the n = 3 case, the number of glycosidic bonds lying between adjacent

cross-links is 2n = 6 and with cf ∼ 20 nm, the number of glycan strands spanning

this distance is ∼ 10, so we can then see that the total energy of all such bonds in

such glycan strands ∼ 10× 6× 6× 10−19 J ≈ 3× 10−17 J which approximates Et in

this case.

Here we use the energy balance criterion to calculate the critical crack length, which

is accurately applicable for very thin cracks. For the cell wall, due to the cross-

linked structure, the unstrained tip width is approximately the length between two

adjacent cross-links, so the length to width ratio in our case will be ∼ 10 − 20,

which ensures a degree of accuracy. More accurately, this estimate is in fact a lower
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Parameters Values References
Cell Wall Parameters

Radius of Cell (R) ∼ 0.5µm [144]
Thickness of the cell wall (h) ∼ 5 nm [126]

Turgor pressure (P ) 1 atm [122]
Elastic Modulus of Cell Wall (E) 30 MPa [7]
Glycan Inter-strand Spacing (d) 2 nm [9]

MreB Parameters
Number of MreB molecules/cell (N) 17000− 40000 [145]
Elastic Modulus of MreB (EMreB) 2 GPa (similar to actin) [146]

MreB monomer diameter (2r0) 5.1 nm [8]

Table 2.1: Parameter values for E.coli.

bound for the critical crack length which well illustrates the reinforcing effect of the

cross-linked structure of the cell wall in preventing failure due to cracking (more

precise estimates can be obtained by taking the exact geometry into consideration).

Interestingly, critical crack total length for the Gram positive bacteria S.aureus

has been suggested to be around 40 nm [118], which is commensurate to these

estimates. Though S.aureus has a spherical geometry and its cell wall has a multi-

layered structure, the composition of the Gram positive and Gram negative cell walls

remain conserved [143], which suggests that the critical crack length in both cases

can be comparable.

A natural question now is whether the role of cross-linking in maintaining the in-

tegrity of the cell can be supplanted by other design components of the cell, for

instance the cytoskeleton MreB. In the next section, we explore the role of the cy-

toskeleton in strengthening the cell wall against failure from crack propagation. In

particular, we probe if the cytoskeleton can effectively reinforce the cell against crack

propagation, even when the effect of cross-linking is discounted.
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Figure 2.5: MreB cytoskeleton modelled as disconnected filament assemblies aligned
in the hoop direction, with filament bundle having bundle radius a and preferred
radius r. The filament bundle consists of monomers modelled as spheres of radius
r0.

2.4 Cytoskeletal Reinforcement

In this section, we study the effect of actin-homologue MreB on the toughness of

the cell wall, in particular examining the reinforcement of the cell wall by MreB and

its effects on the critical crack length. While early work had suggested that MreB

formed as a cell spanning helix [47, 51], more recent works have established that

MreB forms disconnected assemblies in the cell that move processively in the hoop

direction [52, 53, 54] (Fig. 2.5). Here, we model MreB as a collection of disconnected

bent cylindrical rods oriented in the hoop direction of the cell.

MreB binds directly to the cytoplasmic side of the inner membrane [147]. While the

in vivo ultrastructure of MreB remains to be elucidated, it has been observed in vitro

that MreB forms bundles in solutions [55] and binds as filaments to membrane [56].

Biophysical modelling has shown that the orientation of MreB along the direction of

maximal curvature is determined by the trade-off between the energetics of filament
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bending, membrane deformation and the work done against the turgor pressure

[148]. For the bacterial cell, the presence of high turgor pressure can ensure that

the MreB filaments deform to the cell membrane. In this case, the configuration of

MreB is distorted from its preferred shape. In vitro studies have shown that MreB

filaments are highly curved (with width > 200 nm), so the preferred curvature is

greater than the typical curvature of the bacterial cell [56]. Therefore, with the

preferred radius being smaller than the cell radius, an inward directed pressure

is exerted, which we calculate below. It should be noted that for high values of

the cross-sectional radius, the energy cost of filament bending increases and it is

possible that it becomes energetically favourable for the membrane to deform to the

filament[148]. Here, since we are interested in only calculating the inward pressure

exerted, we take as an input a configuration of the MreB modelled as bent cylindrical

rods of given cross-sectional radius, denoted a, which is deformed from its preferred

orientation onto a given orientation determined by the cell radius. We then calculate

the pressure exerted for a wide range of values of a, ranging from 3.2 nm [56] to 40

nm [149]. We also note that although MreB has been observed to move persistently

around the long axis of the cell over long time scales [52, 54], since we are estimating

the average pressure exerted, we will assume that it is localized. To calculate the

average pressure exerted by MreB, we first calculate the total energy of the MreB

filament bundles constrained onto the cell wall, for which we need to express the

energy functional as an integral over their center line. Before that, we briefly recall

the Darboux frame. Let S = S(x, y) be a surface in R3. We denote the tangent

vectors Sx and Sy, which span the tangent plane to the surface at the S(x, y).

Suppose now that we have a curve on the surface, given by the mapping

φ : t 7→ S(x(t), y(t))

The tangent to the curve at the point S(x(t), y(t)) is then given by T = x′Sx+y′Sy.
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Figure 2.6: The Darboux frame describing curves on surfaces, with T being the
tangent to the curve, N the surface normal. The Darboux frame is (T ,N ,B),
where B = T × N .

We now define a frame for the curve φ (which is thought of as the centerline of the

filament bundles under consideration in this work). In this case, we want to use

frame to incorporate the information that the curve lies on a surface, thus we will

be using the Darboux frame and not the usual Frenet-Serret frame.

Let T denote the tangent to the curve at S(x(t), y(t)) as before. Let N denote the

normal to the surface at S(x(t), y(t)). We also further define another unit vector B

as B = T × N . Together, the vectors (T ,N ,B) define the darboux frame for the

curve φ, lying on the surface S.

It is easy to see, since T ,N ,B are orthonormal, we have that T ′ · T = N ′ · N =

B′ · B = 0 and further

(T · N )′ = (B · N )′ = (T · B)′ = 0 (2.27)
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This implies the existence of scalar functions κn, κg and τ such that we have

T ′ = κnN + κgB (2.28a)

N ′ = −κnT + τB (2.28b)

B′ = −κgT − τN (2.28c)

Here, κn is the normal curvature of the curve, κg is the geodesic curvature of the

curve and τ is the twist of the curve.

We can now define the Darboux vector

Ω = τT − κgN + κnB

and thus, we will have

T ′ = Ω× T , N ′ = Ω×N , B′ = Ω× B (2.29)

Now, for such a curve constrained to a surface, given the Darboux frame, the general

energy functional reads [150]

E =
1

2

∫ Lfil

0

ds(Iij(κi − ci)(κj − cj) + β(τ − ct)2) (2.30)

where κi and κj are from the set {κg, κn} of geodesic and normal curvature, and

the terms ci, cj belong to the set {cg, cn} of preferred curvatures. The tensor Iij is

the inertia tensor. Finally, ct denotes the preferred twist and β denotes the twist

modulus.
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For our case, we assume that the cross section of MreB is circular. The inertia

tensor I is thus isotropic and can be written as I = αδij, where α = EMreBπa
4/4,

denotes the bending modulus, a denotes the cross-section radius and EMreB the

elastic modulus. We note that β = α/(1 + νm) [137], where νm denotes the Poisson

ratio. We make the simplifying assumption that the Poisson ratio νm = 0 for MreB,

since this does not qualitatively change our results. So we have β = α.

Also, it follows from the analysis below that for a wide range of values of the radius

a, the elastic energy is several orders of magnitude greater than kBT , hence we

ignore the effect of thermal fluctuations.

2.4.1 MreB Model

MreB is modelled as several disconnected cylindrical rods, bent and oriented in the

hoop direction of the cell, as shown schematically in Fig. 2.5. We will refer to these

cylindrical rods as MreB bundles. We assume that the preferred shape of MreB is

a bent cylindrical rod, whose centerline can be visualised as an arc of a circle of

radius r. In the final configuration, this radius changes to R. Using Equation 2.30,

together with κg = cg = τ = ct = 0, κn = 1/R and cn = 1/r, we obtain the total

energy for nf bundles as

Ef =
nfLfilα

2

(
1

R
− 1

r

)2

(2.31)

As we shall see below, the inward pressure exerted by MreB bundles is independent

of their length. We thus make the simplifying assumption that the length of all the

bundles is the same.
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Radius
Length

250 nm 500 nm 1500 nm

3.2 nm 437-656 218-328 73-109
10 nm 45-67 22-33 7-11
20 nm 11-17 6-9 2-4
40 nm 3-5 1-2 ∼ 1

Table 2.2: Range of computed number of disconnected MreB filament bundles in
the cell.

2.4.2 MreB filament bundles in the cell

In this section, we estimate the number of MreB filament bundles in a typical cell.

The number of MreB monomers has been estimated to lie in the range 17000−40000

(see Table 2.1). The number of filament bundles will depend on the number of

MreB monomers in a single bundle, which in turn will depend on the radius of

the bundle, its length and the packing of the monomers in the bundle. Since the

bundle is modelled as a cylinder of length Lfil = lf and radius a, and monomers

are modelled as balls of fixed radius r0 (see Fig. 2.5), the number of monomers in

the filament bundle will be a fraction of number nm ≈ πa2lf
4
3
πr30

. This is effectively

a problem of packing of balls of uniform radius in a cylinder of given dimensions.

It is obvious that not all the volume of the cylinder can be occupied by the balls.

Following the resolution of Kepler’s conjecture, it is now known that for sufficiently

large containers, the volume fraction occupied by balls of a uniform small radius is

bounded above by π
3
√

2
≈ 0.74, which is achieved by cubic close packing or hexagonal

close packing [151]. In other words, the densest packings occupy about 0.74 of the

volume of the container.

Another possible configuration can be described as follows- we can think of each

filament bundle as an aggregation of filaments with each filament having the same

number of monomers ∼ lf/2r0. Calculating the number of filaments will thus give us

the total number of monomers in this configuration. This is given approximately by
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dividing the area of cross-sectional circle of the cylindrical container by the area of

the equatorial circle of the monomer, giving us the number ρ0 =
(
a
r0

)2
. Here we are

assuming that the arrangement is such that the equatorial circles of the monomers

on the top cover almost the whole area of the cross-sectional circle of the cylinder

and that the monomers are arranged in collection of straight lines, piled below the

monomers on the top. Thus, the number of monomers in this arrangement is given

by
lfρ0
2r0

and it is straightforward to see that in this case, the monomer balls occupy

∼ 2/3 of the volume of the cylinder.

Now, since the filaments have a robust elastic modulus of around 2 GPa, it is fair

to assume to that the packing of the monomers has to be sufficiently dense. On

the other hand, since the monomers are much smaller than the cylindrical filament,

the upper bound for the volume has to be around 0.74, as explained above. So,

we assume that the volume fraction of the monomers in the cylindrical container is

∼ 0.5 − 0.75. So, with bundle radius denoted a and length denoted lf , and with

total number of MreB monomers denoted N , we have that the number of filaments

nf lies in the range 28N
a2lf

to 42N
a2lf

, with a and lf given in nanometers and where we

have used the value r0 = 2.5 nm (Table 2.1). We tabulate (Table 2.2) the number

of filament bundles, where the length of such filament bundles taken as 250 nm, 500

nm and 1500 nm, and bundle radius taken as 3.2 nm, 10 nm, 20 nm and 40 nm. We

have assumed here, for simplicity, that all the MreB monomers in the cell are part

of some MreB bundle. However, there can be several MreB monomers in the cell

cytoplasm, so that the values in Table 2.2 give us an upper bound for the number

of MreB bundles present in the cell.

The radial force is then given by

Ff =
∂Ef
∂R

∣∣∣∣∣
R

(2.32)
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and the average pressure exerted is

Pf =
nfLfilα

2πR3L

(
1

r
− 1

R

)
(2.33)

where L denotes the length of the cylinder. The effective turgor pressure acting on

the cell wall is then given by

Peff = P − Pf (2.34)

Experiments have reported shorter length MreB assemblies (∼ 250 nm) as well as

long ones nearly covering half of the cell’s circumference (∼ 1500 nm) [148, 149, 152].

However, the pressure exerted by MreB is independent of the length of a bundle.

This results from fixing the total number of MreB molecules in the cell, which

effectively subsumes the role of the length of the bundles. This also holds when

we choose the lengths of bundles to be variable in the cell, present with varying

proportions. To illustrate this, we plot the pressure exerted by the MreB against

the preferred radius for different values of bundle length and fixed value of bundle

radius, taken as 20 nm in Fig. 2.7 (left). In Fig. 2.7 (right), we plot the pressure

against preferred radius with fixed bundle length taken 250 nm and different values

of bundle radius. We observe that for a wide range of preferred radius (0.2µm-

0.4µm), the pressure exerted even for very large bundle radius is much less than the

turgor pressure.

We next explore the variation of the pressure exerted by MreB assemblies as the

radius of the cell varies, in particular to understand whether an appropriate change

in the dimensions of the cell can result in a significant increase in the pressure

exerted by MreB. Fixing h, we plot the pressure exerted against the radius of the

cell (Fig. 2.8 (left)) in the case that length of the cell L is kept fixed and in the case

that volume of the cell V = πR2L, is kept fixed. We infer that as Rcell increases, the
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Figure 2.7: (Left) Average pressure Pf exerted by MreB vs preferred radius r, for
different bundle lengths as given in the inset, with bundle radius fixed at 20 nm.
The length independence of the pressure exerted can be observed here. (Right) The
pressure exerted against the preferred radius, with fixed bundle length taken 250
nm for different values of bundle radius as in the inset.

inward pressure exerted by MreB will become negligible, though as we can deduce

from Equation 2.33, the decay is much slower in the case when volume is fixed.

We observe that interestingly, in both cases, with r = 0.3µm, the pressure exerted

attains maxima when Rcell ≈ 0.5µm, with similar maxima values, indicating that the

pressure exerted will not be significant even if the cell radius is changed. In general,

dimensions of the cell may be regulated by a combination of multiple factors, for

instance cell width of Bacillus subtilis has been suggested to be determined by a

delicate balance between the Rod system and class A penicillin binding proteins

(aPBPs) [153]. In the following, we fix the preferred radius r of MreB to 0.3µm,

noting that our results hold qualitatively over a wide range of values of r (0.2µm −

0.4µm).

2.4.3 Effect on crack length

We now quantify the role of MreB as a determinant of the critical crack length and

compare its effect to that of the cross-linked structure of the cell wall. As explained

previously, pressure is exerted by MreB in the inward direction. This acts to counter

the turgor pressure, resulting in a lowering of the effective pressure on the cell wall.

We now examine the effect of this lowering of the pressure, on the critical crack
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Figure 2.8: (Left) Average inward pressure Pf exerted by MreB with preferred radius
r = 0.3µm and bundle radius a = 40 nm as the radius of the cell Rcell varies, in
the case length of the cell is fixed (red) and in the case volume of the cell is fixed
(black). (Right) Critical crack length vs Bundle radius for MreB. Lines indicate
the planar case, while dotted lines indicate the cylindrical case. In both cases, the
degree of effect of crosslinking is taken as indicated, from bottom to top, n = 1 and
n = 3, 4, 5, 6, depending on the length of the glycan strand.

length of the cell wall. We plot the critical crack length against the bundle radius

(Fig. 2.8 (right)). We take into account the planar case and the cylindrical case,

besides incorporating the effect of the cross-linking (with n as in Section 2.3.2). We

note that when the bundle radius is zero, the effect of MreB is negated. So, the

critical crack length in this case, is the same as the critical crack length as calculated

in the first part, where the effect of MreB was not under consideration. We observe

that in all degrees of cross-linking, the critical crack length does not change much

even for very large values of bundle radius. This underlines the significance of cross-

linking in the protection of the cell wall against cracking.

Recent work has revealed that the outer membrane of E.coli, acting in tandem with

the cell wall, is the primary mechanical unit of the cell, guarding it against various

perturbations [154]. Since MreB, on the other hand, acts on the plasma membrane,

this, in conjunction with our analysis, suggests that MreB is unlikely to have a

significant direct mechanical contribution in affecting the tearing of the cell wall. It

is however possible that MreB indirectly affects the toughness of the cell wall. For

instance, a higher concentration of MreB might increase the cross-linking density
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[6], which can be deleterious for the toughness of the cell wall even as the stiffness

of the cell wall will increase.

2.5 Discussion

In this chapter, we studied the role of the cross-linked structure of the cell wall

in ensuring sufficient resistance to crack propagation. We deduced that the tear-

ing energy varies inversely with the degree of cross-linking. We also showed that

terminally cross-linked short length glycan strands can dramatically enhance the

tearing energy. In particular, we showed that for about 30% cross-linking of the cell

wall, as has been observed for E.coli [10], the optimal length of the glycan strands

for maximizing the tearing energy, are shorter length glycan strands with length

∼ 7−8 disaccharides, cross-linked at the ends. This provides a possible explanation

for surprising experimental observations, which have demonstrated an abundance of

shorter length filaments in the peptidoglycan mesh [11] and of the strong preference

of glycan strands to cross-link to each other at the termini [10, 12]. We estimated

the critical crack length for different degrees of cross-linking. Finally, we investi-

gated the effect of MreB reinforcement of the cell wall, modelling MreB as several

disconnected bent cylinders and estimated the inward pressure exerted for a wide

range of parameters. We concluded that the effect of the cross-linked structure of

the cell wall plays the primary role in ensuring the integrity of the cell wall.

In this study, we have computed an average value of the tearing energy G0 across

the sacculus. However, the specific local geometry of the peptidoglycan mesh near

the tip of a crack can play an important role in its propagation. Indeed, coarse

grained simulations of the peptidoglycan sacculus have indicated the possibility of

peptide bonds under stress, like those near the crack tip, ending up aligned even in

the circumferential direction [119]. This, for instance, can lead to a local increase
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in the value of the tearing energy, resulting in higher resistance to propagation of

the crack. Detailed numerical simulations are required to delineate the effect of

local geometry of the peptidoglycan mesh on the tearing energy, leading upto a

more precise calculation of its value and will be undertaken in subsequent work.

Nevertheless, since the tearing energy may vary for distinct local geometries near

the tip of specific cracks, our study of the average tearing energy across the sacculus

assumes significance and paves the way for more exhaustive investigation.

An interesting feature of our analysis is the illustration of a standard dilemma faced

when engineering materials, which is to ensure optimal levels of stiffness and tough-

ness, as the two requirements usually are at cross purposes [155] - in this case, we

showed lower degrees of cross-linking result in higher tearing energies, thus offering

better protection to the cell wall. On the other hand, a higher degree of cross-linking

results in stiffer cell walls [6, 112], allowing the cell wall to bear turgor pressure and

to preserve its shape. Similarly, longer glycan strands results in enhanced stiffness

[9], while, shorter length glycan strands can amplify the toughness of the cell wall,

as we exhibited. A natural question now is to understand how bacteria maintain an

optimal degree of cross-linking, appropriate glycan strand length distribution and

precise placing of the cross-links along the strand lengths, fine tuning their structure

to ensure the right mix of mechanical properties under a variety of conditions. It

will be particularly interesting here to probe the role of hydrolysis, which can affect

both the degree of cross-linking and the glycan strand length distribution [44] and

which, as we discussed, can mitigate the danger of failure due to crack propagation

by cleaving appropriate peptide bridges. Interestingly, treatment of certain strains

of E.coli with antibiotics like vancomycin [119], which acts by inhibiting formation

of new cross-links, often results in bulging of the cell, leading to cell lysis. It has

been hypothesised that a build-up of cross-linking defects in a small region under the

effect of the antibiotic, leads to formation of a pore in the cell wall, which when it ex-

ceeds a critical size, results in irreversible bulging of the plasma membrane through
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it. Intriguingly, bulge formation does not seem to lead to large scale cracking of

the cell wall, which suggests that the geometry of the pore is such that the critical

size for membrane bulging is attained before it becomes energetically favourable

for cracking to occur. The precise geometry of such pores formed by the effect of

antibiotics is unclear, however under the assumption of a circular pore, a critical

pore radius of ∼ 20 nm has been calculated, beyond which irreversible membrane

bulging will occur [156]. On the other hand, our calculation indicate critical crack

length, denoted cf , for the cell wall of & 20 nm for axially aligned narrow cracks,

it is possible that criticality for membrane bulging is achieved before criticality for

large scale cracking, particularly if the pores formed by the effect of antibiotics have

a higher radius of curvature at the tips, resulting in lower stress concentrations [129].

The overarching theme of our study was to understand the molecular mechanistic un-

derpinnings of the mechanical properties of the cell wall, in particular its toughness.

More experiments are necessary to get a complete understanding of the problem,

for instance analogous to those carried out for other biocomposites like nacre, which

has an interesting sawtooth shaped force extension curve, explaining its remarkable

toughness [62]. Further, experimental study of the behaviour of cracks on the cell

wall under varying conditions can elucidate not just the mechanical properties of

the cell, but also its growth process, as demostrated in recent experiments using

laser nano-ablation, where cuts were introduced on C.elegans cell surfaces and were

probed to study embryo elongation [133]. An outstanding question in this regard is

to probe the self-repair mechanism of the bacterial cell and its ability to heal cracks

on the cell wall. Computer simulation, based on the glycan strand length distri-

bution, have indicated the presence of small cracks aligned in the axial direction

[113]. Such small cracks, which can play an important role in ensuring passage of

nutrients and waste products, can nonetheless develop into critical flaws eventually

under the effect of turgor pressure. Hence, these must be regulated by a process of

self-repair, a stand out feature of biological systems which is often key to the their
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remarkable sustainability [157], allowing for design features which are not feasible in

human-made structures. Experimentally inducing cuts on the cell wall and studying

the healing process will undoubtedly shed more light on this. A plausible method

for healing of cracks in this case is that initially, perhaps counter-intuitively, peptide

cross-links in the vicinity of the crack tip are cleaved by hydrolysis, which as our

model explained, can act to locally hike the tearing energy and arrest the progress

of the crack. Then wall material is inserted to repair the crack or to apply a me-

chanical force to close the crack. Since MreB directs peptidoglycan insertion [49], it

naturally will play an important role in the crack repair process. In fact, it has been

proposed that the observed MreB patch propagation in the circumferential direction

is due to stable circumferential propagation of small gaps in the anisotropic saccu-

lus [158]. The model studied in this chapter paves the way for more detailed work,

leading upto a precise study of the mechanism by which cracks on the cell surface

are healed even as the cell is growing. Such a mechanism will be fundamental to

the survival of the cell and an understanding of this will require a comprehensive

blend of experimental, computational and theoretical techniques, which can then be

leveraged to design new age antibacterials.
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Chapter 3

Modelling heterogeneities in the

cross-linked bacterial sacculus

3.1 Introduction

Biological structures are some of the most sophisticatedly engineered materials,

whose design principles continue to lend ideas for solving common place as well

as esoteric engineering riddles [57, 159, 160]. A pervasive feature of the design of

several biological materials is the presence of disorder in their ultrastructural com-

ponents [161, 162]. However, this cannot be termed as mere accident in light of the

often pivotal role played by the disordered fine structure of several key biological

materials. Numerous interesting examples of this phenomena can be given, includ-

ing the role of non-identical molecular motors in actomyosin contractility [163] and

the optimized hierarchical structure with highly irregular setup of bone resulting in

remarkable orders of toughness and stiffness [161, 164]. The PG mesh also exhibits

disorder that is evident in its ultrastructure- this includes the length distribution

and orientation of glycan strands and location and degree of cross-linking across the

cell wall [10, 11, 14, 42, 140]. Nonetheless, the relevance of these features of disorder
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on the mechanical properties of the cell wall has not been well studied, even as it can

shed light on a number of experimental observations of the cell wall. In Chapter 2,

we explored the mechanical effect of length distribution of the glycan strands and

had shown how terminally cross-linked smaller length glycan strands can enhance

the toughness of the cell wall, giving an explanation of experimental observations of

the presence of shorter length glycan strands and the preference for cross-linking to

happen at the ends of the glycan strands [10, 11].

The remodelling process of the cell wall, with the cleaving of older cross-links un-

der the action of hydrolases, incorporation of new cell wall material into it and the

consequent formation of cross-links, results in the presence of newer cross-links as

well as hydrolase degraded older cross-links in the cell wall. While the exact me-

chanical effect of hydrolases on the peptide cross-linkers is unclear, this effect can

result in the lowering of rupture strength of the bond or lowering of the stiffness

of the bond or both. The presence of heterogeneities in the mechanical properties

of the cross-linkers is further evidenced by experimental observations in Ref. [14],

where isolated cell wall fragments subjected to sonication showed an immediate drop

in the degree of cross-linking that persisted even as the structure remained intact,

before becoming relatively constant after a period of time. This suggests that the

cross-linkers in the cell wall act in a heterogeneous manner under loading, due to

differences in their elasticity and rupture strengths. A very natural question then

is to understand effect of the variability in the mechanical properties of the cross-

linkers, specifically their strength and elasticity, on the bulk mechanical response of

the cell wall. Motivated by this and as a first step, here we explore a spring system,

in which we incorporate variability in both the spring constant of the constituent

springs as well as their rupture strengths and study the response of the system to

shear loading. Using analytical methods and computer simulations, we derive the

force extension relation and show that in general wider variability in the elasticity

of springs can ensure more robust resistance to failure but it also lowers the load
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capacity whereas lower variability results in a more brittle response to loading even

as the load capacity increases. Our analysis suggests that a possible mechanism for

hydrolytic action to act on the cross-linkers in a safe manner while ensuring suffi-

cient load bearing ability is by maintaining high order of variability in the spring

constants while limiting the variability in the rupture strengths. We then examine

a step wise loading regime which allows us to exhibit a quasi-brittle to brittle tran-

sition as the load per step increases. This transition, which is a feature that seems

universal in systems which have inhomogeneities built into their ultrastructure, has

been observed in other natural materials, e.g. snow [15] and can be useful tool to

experimentally detect such inhomogeneities present in the system. This chapter is

based on work published in reference [108].

3.2 Model Description

Drawing inspiration from the cross-linked mesh like structure of peptidoglycan in

the bacterial cell wall, we study an appropriate spring system. Indeed, the cell wall

in general and the peptide cross-linkers in the PG network have been modelled as

springs in several works and have proved to a very useful tool to gain insight into

the mechanical structure of the cell wall. For instance, Boulbitch et al. [132] used

a spring model of the cell wall to estimate the elastic modulus of the PG network.

Belgrave and Wolgemuth [165] considered a mechanochemical model to explain the

dependence of cell length and cross-linking on the replication rate in case of E.coli, in

which the peptide cross-linkers were modelled as linear springs. In Misra et al. [166],

the multi-layered structure of the Gram positive bacteria B.subtilis was modelled

as a spring network, which was then used to analyse the mechanical consequences

of cell wall turnover in such cells and in particular, highlighted the importance of

hydrolysis in driving cell elongation. In Ojkic et al. [167] the forespore engulfment

process was studied in case of B.subtilis with a biophysical model of the cell wall
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in which the peptide cross-linkers were modelled as linear springs and a biophysical

mechanism for the creation of a force for engulfment was established.

Here, inspired by the PG network of E.coli, we study a system of springs placed in

the X−Z plane, consisting of two rigid surfaces, aligned in the X direction and linear

springs connecting them, aligned in the Z direction. The rigid surfaces correspond

to two adjacent circumferential cross-sections of the peptidoglycan mesh, consisting

of axially adjacent, long length glycan strands, while the springs correspond to

the cross-linkers joining the two glycan strands (Fig. 3.1). The number of springs

connecting the upper and lower surface, denoted N , is determined by the degree of

cross-linking present in the peptidoglycan mesh, which we estimate to be around

1000, in accordance with observed degree of cross-linking of ∼ 30% for E.coli [10].

Therefore, we take N = 1000 in all the simulations. Further, since glycan strands

are an order of magnitude more stiff than the peptide bonds [9], for simplicity we

assume that upper and lower surfaces are rigid with no local deformations caused

by exerted forces. The springs in the system are taken to be linear, with finite

rupture strength, which limits the force that a spring can endure before rupturing.

We encode variability in the system by taking values of the spring constants and the

rupture strengths of the springs from an appropriate joint probability distribution

over the region [k1, k2]× [f1, f2] with the upper limits f2 and k2, which for illustrative

purposes we fix to be equal to 1. Our aim is to tune the range of variability by

altering the values of f1 and k1 and to see the possible effect on the response of

system to loading. In our model, the newly formed cross-links correspond to springs

which are stiffer and have higher rupture strengths while older cross-links under

effect of hydrolases and mechanical stress, are taken to be relatively weaker and

less stiff. Therefore, to tune the range of variability in our model, we vary the

values of f1 and k1 while keeping f2 and k2 fixed. We note that our theoretical

setup is independent of the values of the upper limit and our results will not change

qualitatively when a change is effected in the values of the upper limit.
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Figure 3.1: The peptidoglycan (PG) mesh in E.coli cell wall has stiff glycan strands
aligned roughly in the circumferential direction, crosslinked by short peptide bonds.
This mesh can be visualised as an ensemble of stiff interfaces and linear springs.

In this chapter, we study shear loading of the spring system. As mentioned before,

purified cell wall fragments of E.coli have been subjected to sonication [14], a method

of cell disruption acting by shear deformation [168] (in general, shearing is a standard

and successful method for performing cell disruption experiments [169]). In our

case, the upper surface is displaced by application of force while the lower surface is

kept fixed (Fig. 3.2). For simplicity, we assume that adjacent springs maintain the

position of their link with the upper and lower surfaces, upto their rupture, ensuring

that no sliding motion of the springs occurs. In this case, the elongation is the same

for every spring, since the displacement of the point of contact of each spring on

the upper surface due to the application of the force, will be the same (equal to

displacement of the upper surface). We also take all springs in the system to have

the same rest length, equal to the distance between the upper and lower surface

(corresponding to the inter-glycan spacing and denoted as l, see Fig. 3.2). In general,

though, it is possible that the peptide cross-linkers in the peptidoglycan sacculus

have variable rest lengths, which can potentially induce interesting phenomena, for
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Figure 3.2: Schematic representation of spring system considered. Two adjacent
surfaces at distance l from each other joined by N linear springs subjected to shear
displacement x. This results in an extension ∆l in each spring, with each spring at
an angle θ to the lower surface, given by tan θ = l/x.

instance emergence of residual stress in the system due to mismatch of the rest

lengths of the cross-linkers with inter-glycan spacing. This, and yet other modes of

heterogeneity in the peptidoglycan sacculus, will be addressed in future work.

3.2.1 Single spring under shear load

We first write down the equations for a single spring with spring constant k and

rupture strength f , under similar shear loading as described above. In general,

the system can be loaded in two ways- force controlled loading and displacement

controlled loading.

For force controlled loading, we assume that a force F is exerted on the upper

surface, causing a displacement x of the upper surface and resulting in a stretching

of the spring by ∆l. The force in the direction of spring elongation is then given by

Fθ = k∆l. Noting that sin θ = l
l+∆l

and using force balance, we get
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F

kl
=

[
1

sin θ
− 1

]
cos θ (3.1)

which gives us a polynomial equation for sin θ as

R2 sin2 θ = (1− sin θ)2(1− sin2 θ) (3.2)

with R = F/(kl). In our case, since 0 < θ < π
2
, we have 0 < sin θ < 1 and it is

then easy to see that Equation 3.2 has a unique solution. So, solving for sin θ using

Equation 3.2, we can calculate the displacement x in the X-direction as,

x =

√(
l

sin θ

)2

− l2 (3.3)

and the shear strain in then given by ε = x/l. In case of displacement controlled

loading, a displacement x is given to the upper surface keeping the lower surface

intact. The extension ∆l of the spring is given by

∆l =
√
l2 + x2 − l (3.4)

The force F inducing the extension x on the upper surface is given as

F = Fθ cos θ = k∆l
x

l + ∆l
(3.5)

Here, we carry out a study of displacement controlled loading of the spring system

since typically displacement can be measured in an easier and more precise manner.
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3.2.2 Constitutive Behaviour of Spring System

We now consider the case of the spring system, undergoing displacement controlled

shear loading (Fig. 3.2), having N springs, with spring constants ki, for i = 1, 2, .., N ,

where N is the total number of peptides between two interfaces. The effective spring

constant of the N parallel springs is -

k = keff =
N∑
i=1

ki (3.6)

The rupture strength of the springs is denoted fi, i = 1, 2, ..., N . Note that since

the shear strain is the same for all (intact) springs, we can calculate the longitudinal

elongation of each spring ∆l as in Equation 3.4 and thus the force on the ith spring

is

σi = ki∆l (3.7)

For all springs i for which σi exceeds the rupture strength fi, the spring breaks. The

force being exerted in the X-direction on the system is then given by

F =
∑

intact springs

σix√
l2 + x2

(3.8)

which describes the constitutive behaviour of the bundle.

Consider now the special case where the springs all have same spring constant k, the

force on all springs is the same, σ = k∆l, when a displacement x is given to the upper

surface with ∆l as in Equation 3.4. Further assuming that all the springs have the

same rupture strength f , the force on the system is given by Fx = Nσx/
√
l2 + x2,

when σ < f and the system collapses when σ exceeds f . However, as mentioned

above, it has been observed that cell wall fragments of E.coli when subjected to
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sonication, show an immediate drop in the degree of cross-linking, during which the

cell wall structure remains intact [14]. This is however at odds with the behaviour

that a system of springs with all springs having same spring constant and rupture

strengths exhibits under shear deformation, so we rule out this case and assume that

the values of the spring constants and the rupture strengths displays some measure

of variability.

To probe the effect of statistical variability in the elasticity and rupture strengths

of the springs, we assume that the springs in the system are assigned the values

of their respective spring constants and rupture strengths from a joint probability

distribution, denoted p. So, in particular, the fraction of springs with spring constant

in the interval [a, b] and rupture strength in the interval [c, d] is

∫ b

a

∫ d

c

p(k, f)dkdf (3.9)

Suppose now that a displacement x is imposed on the upper surface keeping the lower

surface fixed. The extension in any spring is given by ∆l, as given in Equation 3.4.

Since only those springs will survive whose spring constant k and rupture strength

f satisfy k∆l < f (Fig. 3.3), in other words springs whose rupture strength is more

than the current load, so the fraction of surviving springs at given extension x is

Ns

N
=

∫∫
{(k,f) : k∆l<f}

p(k, f)dkdf (3.10)

where NS denotes the number of surviving springs. So, we have

Fθ = N∆l

∫∫
{(k,f) : k∆l<f}

kp(k, f)dkdf (3.11)

and then the force extension relation is given by F = Fθ cos θ = Fθx/(l + ∆l)

as in Equation 3.5. We note here that in our spring model, the springs, which
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f

intact springs

broken springs

k1 k2

f1

f2

k

f

Figure 3.3: The joint probability distribution of the values of spring constants and
rupture strengths of the constituent springs is distributed on [k1, k2]× [f1, f2]. When
a shear displacement x is applied to the system, resulting in spring extension ∆l,
the fraction of broken springs are those whose spring constant and rupture strength
lie in the shaded region, below the line k∆l = f .

represent peptide cross-linkers, have been taken to be linear. However, one can

study models in which the cross-linkers follow nonlinear force extension relations

by suitably modifying our theoretical framework, though this complication is not

studied here.

3.2.3 Simulation details

We carry out computer simulations to compare with and confirm the theoretical

framework laid out in the previous section, for understanding the effect of variability

in the material properties of the springs. Specifically, for a given spring system,

consisting of N springs denoted by i = 1, 2, .., N , the ith spring is assigned a tuple

(ki, fi), where ki is its spring constant and fi denotes its rupture strength. To study

the effect of variability on the mechanical properties of the system, values (ki, fi) are

drawn randomly from appropriate joint probability distribution for every i. Given
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shear displacement x, spring extension ∆l is calculated using Equation 3.4 and the

force σi on the ith spring is then calculated using Equation 3.7. If σi > fi, then the

spring is considered ruptured and its spring constant ki is assigned value 0. The force

extension relation is then calculated using Equation 3.8. The force extension relation

and other simulations in the text are obtained by averaging over 100 realizations in

each case.

3.3 Results

We now study the effect that the variability in the spring constants and rupture

strengths has on the constitutive behaviour of the bundle. We first consider the

case where the distributions of the spring constants and rupture strengths of the

springs in the system are taken to be independent.

3.3.1 Effect of Variability on Constitutive Behaviour

Since the distributions of the spring constants and rupture strengths are taken to

be independent, so the joint probability distribution p(k, f) (see Equation 3.9) will

decompose as product of the marginal distributions p1 and p2, giving p(k, f) =

p1(k)p2(f). We analyse the case where the values of the spring constant and the

rupture strength come from uniform distributions. So, with values of the spring

constant and the rupture strength lying in [k1, k2] and [f1, f2] respectively, we get

that

p(k, f) = p1(k)p2(f) =
1

(k2 − k1)(f2 − f1)
(3.12)

To compute the force extension relation, we note that in this case, the integral in

Equation 3.11 can be evaluated as follows- we define η = min(max(k1∆l, f1), f2).
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Figure 3.4: Force-extension curve with distribution of f taken in (a) f = U [0.1, 1], in
(b) f = U [0.5, 1] and in (c) f = U [0.95, 1]. In each case, three plots are drawn with
probability distribution of k taken as U [0.1, 1], U [0.5, 1] and U [0.95, 1]. (d) Fraction
of surviving springs is drawn as a function of displacement for f = U [0.95, 1]. We
compare the curve derived analytically from Equation 3.10 and Equation 3.15 (solid
lines) and simulations (solid points) for all the cases. We have taken N = 1000
and l = 1. In all the graphs, we note that the system with k distribution U [0.95, 1]
collapses first while system with k distribution U [0.1, 1] collapses last.

Then we have

∫∫
{(k,f) : k∆l≤f}

kp(k, f)dkdf =

∫ f2

η

df

(∫ min(k2,f/∆l)

k1

kp(k, f)dk

)
(3.13)

which gives

Fθ = N∆l

∫ f2

η

df

(∫ min(k2,f/∆l)

k1

kp(k, f)dk

)
(3.14)

and the force extension relation is then
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F = N
x∆l

l + ∆l

∫ f2

η

df

(∫ min(k2,f/∆l)

k1

kp(k, f)dk

)
(3.15)

with ∆l given as in Equation 3.4 as a function of the shear displacement x.

In Fig. 3.4, using Equation 3.15 and computer simulations, we compute the force

extension curve and the surviving fraction of springs as a function of the shear

extension x, acting on a fully intact bundle, with the values of spring constants and

rupture strengths of the springs in the system drawn from uniform distributions

over different intervals. In all cases, simulations show excellent agreement with the

theoretical computations. We observe a very interesting contrast- in each case, the

maximum load that the bundle takes, given by the maxima of the force-extension

curve, is highest in the case when springs in the bundle are the stiffest, given in

Fig. 3.4 when the spring constants are uniformly distributed on [0.95, 1], while on

the other hand, the extension at which the bundle fails, is maximized in the case

when the values of the spring constants is distributed over a wider range, which

in Fig. 3.4 is given by [0.1, 1], while bundle with stiffest springs show a brittle

response to the shear loading. This suggests that while the load bearing ability of

the system is enhanced by the presence of stiff springs, the toughness of the system

or the resistance of system to mechanical failure is enhanced by the presence of

heterogeneities in the system. This also highlights the standard engineering problem

of fabricating materials with high degrees of load bearing ability and toughness,

something that nature seems to excel in, with biomaterials like bone and nacre

exemplifying this property [62, 161]. Thus, an ideal scenario to ensure high load

bearing ability and resistance to mechanical failure is to increase the variation in

the value of spring constants while keeping the rupture strength high with very

little variation. This suggests that a possible mechanism for hydrolytic action on

the cross-linkers could result in ensuring wider variability in the elasticity of the

cross-linkers while showing little effect on their rupture strengths, so as to secure
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the viability of the structure which has to bear load even as it is being remodelled

continually. We now estimate the shear displacement xi at which spring breakage

is initiated and xf at which the system fails. We observe from Fig. 3.4(d) that

xi remains unchanged even as the variability in the values of spring constants is

changed. This suggests that xi is independent of k1. Similarly, we also observe from

Fig. 3.4(a), Fig. 3.4(b), Fig. 3.4(c) that xf stays the same in all three cases once

the distribution of spring constant is fixed, which suggests that it is independent of

f1. To understand this interesting phenomena, we estimate xi and xf as follows-

note that the ratio of rupture strength and the spring constant f/k for springs

in the system takes value in the range [f1/k2, f2/k1], since the joint distribution p

is supported on [k1, k2] × [f1, f2]. Therefore, breaking of springs is initiated when

the displacement ensures that the spring elongation ∆l ≈ f1/k2 and system failure

occurs when ∆l ≈ f2/k1. We can then estimate the displacement xi at which spring

failure is initiated and the displacement xf at which the system collapses using

Equation 3.4 which gives

xi ≈
√

(l + (f1/k2))2 − l2 =

√
(2lk2 + f1)f1

k2

(3.16)

and similarly we have that the bundle fully breaks when ∆l = f2/k1. So, then we

have

xf ≈
√

(l + f2/k1)2 − l2 =

√
(2lk1 + f2)f2

k1

(3.17)

It follows from Equation 3.17 that xf depends on the weaker springs that have

very high rupture strength, with the extreme case given by springs having spring

constant k1 and rupture strength f2. It is independent of the values f1 and k2, which

represent the values for the stiffest springs which have the lowest rupture strength.

These values however determine xi (see Equation 3.16). Since the displacement

is the same for all springs, springs with high stiffness and low rupture strength

93



2
3
4
5
6
7
8
9

10
11

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

0.6

0.8

1

1.2

1.4

1.6

1.8

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

2
3
4
5
6
7
8
9

10
11

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

0.6

0.8

1

1.2

1.4

1.6

1.8

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

x
i

x
f

(a) (b)

(c) (d)

Analytical

U [0.1,1]
U [0.5,1]

U [0.95,1]

Analytical

U [0.1,1]
U [0.5,1]

U [0.95,1]

f1 k1

0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0

0.2 0.4 0.6 0.8 1.00.2 0.4 0.6 0.8 1.0

0.6

1.0

1.4

1.8

0.6

1.0

1.4

1.8

10

8
6
4
2

10
8
6
4
2

Figure 3.5: In (a) and (b), displacement at which spring rupturing is initiated, xi,
is plotted as a function of f1, for different distributions of k1 as labelled and as
a function of k1, for different distributions of f1, respectively, using Equation 3.16
(solid line) and simulations (points). In (c) and (d), displacement at which system
fails, xf , is plotted as a function of f1 for different distributions of k1 and as a function
of k1, for different distributions of f1 as labelled, respectively, using Equation 3.17
(solid line) and simulations (points).

are the first to rupture. To check this, we perform simulations of bundle of 1000

springs with values of spring constant derived from the distribution U [k1, 1], for

varying k1, while the rupture strength of the springs is derived from fixed uniform

distribution, to compute the value of xi (plotted in Fig. 3.5(b) as a function of k1)

and xf (plotted in Fig. 3.5(d) as a function of k1). We also perform simulations

keeping the distribution of spring constants to be fixed and the rupture strength

distribution to be U [f1, 1] with varying f1 to compute the values of xi (plotted in

Fig. 3.5 (a) as a function of f1) and xf (plotted in Fig. 3.5(c) as a function of f1). In

all cases, the simulations results agrees well with the analytical results. We observe

from Fig. 3.5(b) that the value of xi is approximately constant in all three cases as
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k1 varies, in good agreement with Equation 3.16, while increasing with value of f1

approximately linearly. On the other hand, the value of xf remains constant in all

three cases as f1 varies, as in Fig. 3.5(c), while showing a power law dependence

on k1. This, in particular, reiterates that the ideal scenario to ensure high value

of both xf and load capacity arises when k1 has a low value while the value of

f1 is high. This is because a low value of k1 ensures that xf has a high value.

But the value of xf remains relatively constant as f1 changes. Therefore, a high

value of f1, while keeping xf unchanged, limits the variability and hence, increases

the load capacity. To understand this effect, we can make a rough estimation of

the shear displacement at failure in case of the bacterial cell wall as the elasticity

of the cross-linkers vary- with the spring constant of peptide cross-link estimated

as k2 ∼ 10−2N/m [132] and estimating the rupture strength of the cross-link as

f2 =
√

2Ek2 where E ∼ 300kJ/mol is the dissociation energy of the covalent cross-

linking bond, we get xf < 10nm when there is very little variation with k1 ≈ k2

while xf ∼ 102nm when there is variation with k1/k2 ≈ 0.1. This calculation, though

only a very rough estimation, shows how effectively variation in the elasticity of the

cross-linkers can offer high degree of protection from mechanical failure.

3.3.2 Loading Regimes

We now impose specific loading regimes on the spring system and study its response.

Specifically, given displacement x(t) imposed on the upper surface as a function of

time t, we compute the fraction of surviving springs as a function of time, which we

denote u(t) = Ns(t)/N . We explore two loading regimes- (a) where x(t) increases

linearly with time before becoming constant and (b) where x(t) increases linearly and

then drops to 0 and this cycle is continued, ensuring each time that the load peaks

at a level higher than the previous cycle (Fig. 3.6(a) and Fig. 3.6(c)). We note that

the response in the first case is an almost immediate drop in the fraction of surviving
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springs u(t), which then stabilizes when the loading itself stabilizes. We note the

similarity in the response to this loading regime to experimental observations in

Ref.[14] (see Fig. 6(a) therein), where it was observed that the degree of cross-linking

of isolated E.coli sacculi subjected to sonication first decreases monotonically and

then becomes constant as a function of time. In the second case, the response to

the load results in a calibrated fall in the fraction of surviving springs. When x(t) is

increasing, u(t) registers a fall but when x(t) drops to 0 and subsequently increases,

u(t) remains constant till x(t) goes beyond the previous peak whence u(t) starts to

drop again and this cycle continues.
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Figure 3.6: In (a) and (c), loading regimes x(t) are plotted and the corresponding
response of the system to these loading regimes in form of the fraction of surviving
springs is plotted as a function of time in (b) and (d), respectively, with range of
k values taken from U [0.1, 1] and f values taken from U [0.95, 1] . We note that in
each case, for loading regime with higher loads, spring breakage, that is Ns/N < 1,
is initiated faster.

We now consider another loading regime of the spring system, by stepwise increase

of the shear displacement. In other words, loading is provided in discrete steps of
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Figure 3.7: Phase diagram of the spring system with uniformly distributed rupture
strength (f) and spring constant (k), showing a quasi-brittle to brittle transition.
(a) Phase diagram in the ∆x− k1 plane for fixed f1 = 0.1, (b) in ∆x− f1 plane for
fixed k1 = 0.1.

shear displacement, ∆x in each step. We estimate the number of steps to failure

in this case. As before, the spring constant and the rupture strength derive values

from joint distribution p(k, f) supported fully on [k1, k2] × [f1, f2]. The number of

steps to failure, denoted nf (x) is given by

nf (∆x) = n1(∆x) + nb(∆x) (3.18)

where n1 denotes the number of steps needed for first failure to happen and nb

denotes the number of steps from first failure till complete failure.

We recall that failure of springs starts to happen when ∆l ≈ f1/k2 and all springs

would have failed when ∆l ≈ f2/k1 (see Fig. 3.3). This gives us the equation

n2
1(∆x)2 ≈

(
f1

k2

+ l

)2

− l2 (3.19)

which gives

n1 ≈

√(
f1
k2

+ 2l
)
f1
k2

∆x
(3.20)
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and similarly, we have

n2
f (∆x)2 ≈

(
f2

k1

+ l

)2

− l2 ⇒ nf ≈

√(
f2
k1

+ 2l
)
f2
k1

∆x
(3.21)

We also define nb(∆x) = nf (∆x) − n1(∆x). The response of the system to shear

loading is brittle if all springs break in a single step while the response is quasi-brittle

in the case when the breaking process occurs over multiple steps. In other words,

using notation of Equation 3.18, the response to shear loading is brittle if nb < 1

and the response is quasi-brittle if nb ≥ 1. In Fig. 3.7, we plot the phase diagram

of the system in various cases - in Fig. 3.7(a), the phase diagram is in the k1-∆x

plane while keeping f1 fixed and in Fig. 3.7(b), the phase diagram is in the f1-∆x

plane while keeping k1 fixed. We note that in each case, a quasi-brittle to brittle

transition is evident- for sufficiently low values of ∆x, the response is quasi-brittle

while for high values of ∆x, the response is brittle. Now, in case each ∆x load is

given in fixed ∆t time, then the load rate y = ∆x/∆t can determine the material

response- if y is high, then the response is brittle as ∆x is high as well, similarly, if

y is low, then ∆x is low which results in a quasi-brittle response. This phenomena

has been observed to happen in snow [15] and has been studied in [170] using an

FBM model that is similar to our model but less general, in that all the springs in

the system have a fixed spring constant k. In general, this type of quasi-brittle to

brittle transition can be considered as a signature of the presence of heterogeneities

in the system.

3.3.3 Correlated elasticity and rupture strength

We now study the spring system for which the values of the spring constant and the

rupture strength of the constituent springs are correlated. For simplicity, we assume

that the values of the spring constant and the rupture strength are derived from the
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same interval [a, b], though we note that our results will hold more generally. We

consider first a system with positively correlated k and f values, with springs having

high rupture strength having relatively higher spring constants as well. Fixing ε > 0,

we define the conditional probability distribution of spring constant conditional on

the rupture strength pk|f = U [ξf , κf ], where U denotes the uniform distribution on

the interval [ξf , κf ] with ξf = max(a, f − ε) and κf = min(f + ε, b). Then, with p0

denoting the probability distribution of the rupture strength and taken as U [f1, f2],

we have the joint distribution as

p(k, f) = pk|f (k)p0(f) =
1

(f2 − f1)(κf − ξf )
(3.22)

Unlike the previous case, where the spring constants and the rupture strengths of

the springs in the system were taken to be independent with the distribution spread

fully on the rectangle [k1, k2] × [f1, f2], in this case, the probability distribution is

supported on a strip of width ∼ 2ε around the diagonal (x, x), a ≤ x ≤ b of the

box [a, b]× [a, b]. We observe a markedly brittle response to displacement controlled

shear loading, as shown in Fig. 3.8, with bundle failure occurring very sharply similar

to the case where the spring constants show very little variability while contrasting

acutely with the case where the spring constants are spread widely, as in Fig. 3.4(a).

However, the situation is different when we consider a negative correlation between

the k and f values. We again fix an interval [a, b] and ε > 0. But we now take the

distribution pk|f = U [ρf , µf ], with ρf = max(a, a+b−f−ε) and µf = min(a+b−f+

ε, b). We then have the joint distribution p(k, f) = pk|f (k)p0(f), with p0 = U [a, b]. In

this case, the values of k and f are distributed in a region of width ∼ 2ε around the

diagonal (x, a+b−x), a ≤ x ≤ b. In Fig. 3.8(b), we observe that the system displays

a markedly quasi-brittle response, comparable to the independent case (Fig. 3.4(a)).

In other words, the quasi-brittle response to loading of the system with independent
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Figure 3.8: Force extension curve for systems with (a) positively correlated and (b)
negatively correlated k and f values, ε as labelled in inset, distribution of f taken as
U [0.1, 1] in both cases, computed using Equation 3.15 (solid lines) and simulations
(points).

k and f values can be effectively mimicked by systems with k and f appropriately

negatively correlated, even though the support of the values of the spring constants

and the rupture strengths of the springs are spread over a much narrower area. To

understand this, we note that as the shear displacement is increased, the region

[a, b]× [a, b] in the k−f plane is swept in the anti-clockwise direction by lines of the

form f = k∆l, with the area under the line determining the fraction of springs broken

(see Fig. 3.3). In case the values of k and f are negatively correlated, the entire area

of [a, b]× [a, b] has to be swept to cover all the springs. In the positively correlated

case, the k and f values are distributed around the diagonal (x, x), so much lesser

area has to swept to cover all springs in the system, hence it exhibits a decidedly

brittle response. However, while in the positive correlation case the maximum load

is greater than the independent case, in case of negative correlation, the maximum

load is in fact lower than the independent case. Hence, our analysis suggests that,

in general, for ensuring a sufficiently high load capacity and also high resistance to
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failure, it can be important that the distributions of k and f of the springs in the

system are independent and are supported over a wide region, essentially resulting

in a multi-composite structure. For the particular case of the bacterial cell wall, it

is therefore plausible that hydrolytic action effects independent distributions of the

elastic properties of the peptide cross-linkers, with wide variability in the stiffness

and limited variability in rupture strengths, since this has the effect of making the

structure both more resistant to failure under to loading and enhances the load

carrying capacity.

3.4 Non uniform distributions

So far, we have primarily considered the case with spring constants and rupture

strengths of the springs in the system having uniform distribution over appropriate

intervals. We now study systems for which the k and f values are independent and

follow other distributions. First, we consider the case where the spring constants

and the rupture strengths follow Gaussian distributions N(µ0, σ0) and N(µ1, σ1)

respectively. For a random variable following the N(µ, σ) distribution with mean

µ and standard deviation σ, it is easy to see that ≈ 99.7% of values lie within a

distance of 3σ of the mean µ. We therefore infer that the spring constants and

rupture strengths of the constituent springs in the system are essentially distributed

in the region [k1, k2]× [f1, f2] with k1 = µ0 − 3σ0, k2 = µ0 + 3σ0, f1 = µ1 − 3σ1, f2 =

µ1+3σ1. Given k1, k2, f1, f2, we solve and get µ0 = (k1+k2)/2, σ0 = (k2−k1)/6, µ1 =

(f1 + f2)/2, σ1 = (f2 − f1)/6. So, we have

p(k, f) =
1

2πσ0σ1

e
−
[

(k−µ0)
2

2σ20
+

(f−µ1)
2

2σ21

]
(3.23)

The force extension relation is then computed using Equation 3.15 (noting that the

integral in this case cannot in general be exactly solved, unlike the uniform case
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and is therefore numerically approximated) and it is compared with computer sim-

ulations of the system as described in Section 3.2.3, in Fig. 3.9. Simulations show

excellent agreement with theoretical computations, which demonstrates that our

theoretical framework is applicable for spring systems irrespective of the distribu-

tions followed by k and f values.
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Figure 3.9: Force extension curve for systems with k and f values following in-
dependent Gaussian distributions. The f values follow (a) N(0.55, 0.15) and (b)
N(0.975, 0.0083) distributions while the distributions of k values are labelled in
inset. We compare the curves derived using Equation 3.15 (solid lines) and simula-
tions (points). Note that in both cases, system with k distribution N(0.975, 0.0083)
collapses first and system with k distribution N(0.55, 0.15) collapses last.

In this case, we note that 1- the maximum load is always higher in the Gaussian

case as compared to the uniform case and 2- the system in this case collapses at

a faster rate, with a significant number of the springs having ruptured at shear

displacements much lower than xf . This is because in the Gaussian case the k and

f values are strongly concentrated around the mean but in the uniform case the

values are spread more evenly. To further highlight this, we also consider systems

for which the spring constants follow a left truncated and a right truncated normal

distributions, essentially supported in [k1, k2], with probability distributions given

by

p(k) = δ[k1,∞)

√
2

σ
√
π
e−

(k−k1)
2

2σ2 (3.24)
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and

p(k) = δ[−∞,k2)

√
2

σ
√
π
e−

(k−k2)
2

2σ2 (3.25)

respectively (see Fig. 3.10 (inset)). Here σ = (k2 − k1)/3 and the function δ[a,b](x)

takes value 1 for a ≤ x ≤ b and 0 otherwise. In both the uniform and Gaussian

cases, wider variability in the k values and limited variability in the f values results

in an ideal scenario with a high load carrying capacity and resistance to failure, so we

fix this case with f values showing relatively much less variability and following the

uniform distribution on a small interval. In Fig. 3.10, we compare the force extension

curves with the spring constants having uniform, Gaussian, left truncated Gaussian

and right truncated Gaussian distributions. We observe that the maximum load is

highest for the right truncated case and is lowest in the left truncated case, implying

that the load capacity is higher when the spring constants are concentrated around

a higher value. However, while the systems finally fail at same shear displacement

xf for all distributions, the right truncated system fails at the fastest rate and the

left truncated system displays a force extension curve that is the slowest to fall,

exhibiting substantial quasi-brittle response to loading.

We note here that the main results and conclusions of this study are not dependent

on the form of the distributions of the values of k and f , however, the precise

shape of the force extension curve will depend on the distributions. In general, the

distributions and the range of the k and f values in the peptidoglycan mesh will be

influenced by the rate of incorporation of cell wall material (synthesis rate) and the

rate at which hydrolases act to facilitate material removal in the cell wall, factors

which modulate the growth rate of the cell as well [166, 165]. For instance, uniform

distribution of the values of k and f will likely occur under conditions resulting

in steady incorporation and removal of cell wall material. On the other hand, a

concentration of the k and f values closer to the upper limit of the distribution is

probably indicative of a higher rate of synthesis as compared to the rate of hydrolysis
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Figure 3.10: Force extension curves for systems with k and f values taken inde-
pendent, with distribution of f fixed as U [0.95, 1], computed using Equation 3.15
(solid lines) and simulations (points). The k values follow the uniform (black and
triangles), Gaussian (blue and circles), left truncated Gaussian (green and lines),
right truncated Gaussian (red and squares) distributions, supported on [0.1, 1]. The
distributions are depicted in the inset.

while a faster rate of hydrolysis might result in a distribution of values concentrated

near the lower limit. Since dissimilar growth conditions will likely result in elastic

properties of the peptide cross-linkers being differently distributed, our analysis thus

suggests that the cell wall adopts disparate constitutive behaviour under varying

growth conditions. Another interesting direction in this regard is the possibility

of carrying out a form of biological “forensics”, to ascertain by carefully analysing

constitutive behaviour of isolated cell wall fragments, the conditions undergone by

the cell itself during its growth.

3.5 Discussion

In this chapter, inspired by the cross-linked structure of the bacterial cell wall and to

understand the effect of variability in the mechanical properties of the peptide cross-
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linkers on the structure of the cell wall, we studied the response of a spring system,

consisting of several springs joining two adjacent rigid surfaces, to a displacement

controlled shear loading. Variability in the mechanical properties of the cross-linkers

has been indicated by experimental results on sonication of isolated E.coli sacculi

[14] and can arise from action of hydrolases on the cell wall, resulting in a distribu-

tion of newly formed and degraded cross-links. To incorporate variability into the

model, the spring constants and rupture strengths of the springs were taken from

an appropriate probability distribution. Laying the condition that the distribution

of spring constants and rupture strengths are independent, we computed the force

extension curve and observed that higher variability in values of the spring constants

resulted in a quasi-brittle response to loading with a higher value of the shear dis-

placement at which the system collapses while lower variability resulted in a much

more brittle response, highlighting the standard problem in engineering of ensuring

high orders of stiffness and toughness in a material [57]. On the other hand, while

the load capacity is enhanced for systems having limited variability in values of rup-

ture strength, the failure displacement remained independent of the lower limit of

its distribution. Thus our analysis reflected a viable way for providing a high load

bearing capacity and resistance to failure to the system is by ensuring a composite

structure with wide variability in value of spring constants and restricted variability

in rupture strengths. Since the bacterial cell wall is key to bearing turgor pressure

in the cell while being remodelled, with cleaving of cross-links and insertion of newer

glycan strands happening continually, maintaining structural integrity under such

conditions is critical to the survival of the cell. Our analysis suggests that the ac-

tion of hydrolases, if resulting in good variability in the elasticity of cross-linkers

while showing little effect on their rupture strength, can ensure that the structure

remains robust enough to sustain high turgor pressure as well as resist mechanical

failure. We also explored a stepwise loading regime which allowed us to obtain a

quasi-brittle to brittle transition as the load increases. This transition is a signature
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of the presence of heterogeneities in the system and hence, is of much importance

for experimental detection of the same.

Here, we have modelled the peptide cross-linkers in the peptidoglycan sacculus as

linear springs. Although peptide cross-linkers have often been modelled as linear

springs in previous work [119, 132, 165], non-linearity in their force extension relation

is plausible. Indeed, simulation work has suggested that their force extension curves

may be approximated as a worm like chain (WLC) [121]. We note that our theo-

retical framework can be generalized to include spring models, in which the springs

display a non-linear loading response of the type F (x) = k1x + k2x
2 + ... + knx

n,

where each spring will then be parametrized by (k1, k2, ...., kn, f) where f denotes

the rupture strength. The values of the parameter will need to be drawn from a

multivariate distribution (generalizing the case of bivariate distributions as con-

sidered here) to incorporate variability. In this case, the parameter space will

be a multidimensional space of the form S = [k1
1, k

2
1] × [k1

2, k
2
2] × .... × [f1, f2].

For a shear loading x which extends any spring by ∆l, we can define the space

B = {(k1, k2, ..., f) : f = k1∆l + k2(∆l)2 + ... + kn(∆l)2} (analogous to the line

f = k∆l as depicted in Fig. 3.3) which intersects the space S, which can then be

used to recognise the springs which are broken (i.e. springs whose respective pa-

rameters lie “below” B in S) and the springs which are intact (i.e. springs whose

respective parameters lie “above” B in S). This highlights that even in this non-

linear case, a quasi-brittle to brittle transition will occur under a stepwise loading

regime as discussed in Section 3.3.2, which thus acts to discern the presence of

heterogeneities in the system.

Several theoretical approaches to modelling the cell wall have taken a continuum

theory approach [7, 120, 127], which however may not take into account the molec-

ular level architecture and the inhomogeneities inherent in the structure of the cell

wall. The peptidoglycan sacculus has a significantly complex structure and in our
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simplified model, we have not considered and studied the full range of its design

features and their role in ensuring the stability of the cell wall and survival of the

cell. Nonetheless, our approach presents a possible first step towards including the

inhomogeneities present in the peptidoglycan mesh and its molecular scale archi-

tecture in modelling of the cell wall structure and dynamics. In particular, this

work anticipates a potentially paradigmatic shift in the coarse grained modelling

of the peptidoglycan sacculus by considering variability in the elastic properties of

the constituents, leading to a better understanding of the bulk material properties

of the sacculus - previous coarse grained models of peptidoglycan have typically as-

sumed uniformity in the elastic properties of glycan strands and peptide cross-linkers

[119, 132, 165].
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Chapter 4

Molecular Dynamics Simulations

Molecular dynamics (MD) is a computer simulation methodology used to study the

time-dependent behaviour of a molecular system, by integrating equations of motion.

MD simulations help to predict how constituents in molecular systems will move over

time, allowing the derivation of kinetic and thermodynamic properties of interest.

Application of molecular dynamics simulations to understand biologically important

macromolecules and their complex environment is now extremely common [171]. MD

simulations are frequently applied in tandem with experimental procedures such as

X-ray crystallography and NMR spectroscopy [172]. MD simulations are also now

being widely utilized in drug design by the pharmaceutical industry [173].

MD simulation have become a standard approach for performing many-body calcu-

lations on the biomolecular systems of interest. Indeed, with the advent of faster and

more powerful computers, MD simulation studies have paved the way for probing the

detailed structure and dynamics of such systems at spatial and temporal scales that

are outside the scope of existing experimental techniques. However, for this, a good

computational model which involves a complete description of the system under

study, along with the knowledge of appropriate interaction potential, is necessary.

The initial structure of the system could either be obtained from experimental stud-

108



ies or by molecular modelling techniques. Subsequently, simulations to study such

systems can be carried out by utilizing MD methods, which are broadly classified

based on the resolution of internal structure chosen to represent the physical system

into two families- “atomistic” or “coarse-grained”. In the atomistic approach to MD

simulations, molecules are represented at the level of atoms, which leads to more

realistic representation of the actual system. On the other hand, coarse-grained

approaches provide reduced resolution, compared to atomistic models, but are be-

coming popular when large systems or long simulations are required, in which case

atomistic models typically require prohibitively large computing resources [174]. In

this thesis, we rely on the atomistic approach to study relevant molecules of interest.

The applicability and accuracy of MD simulations to large biomolecular systems de-

pends on several crucial factors, in particular, system size, simulation times, initial

conditions, choice of ensembles, interacting potentials and boundary conditions. As

integration of dynamical equations is done numerically, a time step shorter than the

fastest possible movement in the molecule has to be used for numerical stability.

For atomistic simulations, one time-step is usually between 1 − 2 fs (10−15s) (gen-

erally, structural changes in biological processes occur at much larger timescales-

nanoseconds (10−9s), microseconds (10−6s), milliseconds (10−3s), or even longer).

Algorithmic advances, parallelism or the use of graphical processing units (GPUs),

along with the advancement of highly scalable simulation packages such as NAMD

[175], AMBER [176], CHARMM [177], GROMACS [178] and availability of volu-

minous database [179] and molecular graphics programs, such as Visual Molecular

Dynamics (VMD)[180], have greatly enhanced the performance of MD simulations.

In this thesis, we use the NAMD simulation package, which is a parallel molec-

ular dynamics code used extensively for high performance simulation of complex

biomolecular systems [175].

We now give a concise description of the MD method and the interacting potential
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fields. We also discuss the choice of boundary conditions and calculation of long

range interactions, followed by the choice of ensembles in which MD simulations

can be performed. We conclude the chapter by briefly describing the computational

models of molecules relevant for the work presented in this thesis.

4.1 MD method

Molecular dynamics simulations calculate the time evolution of a molecular system

by numerically integrating the system’s classical equation of motion. Suppose the

system consists of N particles, let mi be the mass of each particle i, where i = 1,....N

and let Fi be the total force acting on particle i at time t. Newton’s equation of

motion for each particle i can then be written as

mi
d2ri
dt2

= mir̈i = Fi (4.1)

The interaction law is specified by the potential U(r1, ....rN), which represents the

potential energy of the N interacting atoms as a function of positions ri = (xi,yi,zi)

for each particle i. Given the potential, the force acting upon the ith atom is de-

termined by the negative gradient of the potential energy function with respect to

atomic positions

Fi = −∇riU(r1, ....rN) (4.2)

The potential energy is a function of the position of all the particles in the system,

in other words U is defined on vectors in R3N . Due to the complicated nature of

this function, it is hard to analytically solve the equations of motion.
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4.1.1 Integration Algorithms

In molecular dynamics, numerically integration of the equations is frequently carried

out using the Verlet algorithm [181]. In this algorithm, two Taylor series expansions

are used for ri(t), denoting the position of each particle i at time t, one forward and

one backward in time. Denoting ṙi = vi(t) and r̈i = ai(t) to be the velocity and

acceleration, we have

ri(t+ δt) = ri(t) + vi(t)δt+
1

2!
ai(t)δt

2 +
1

3!

...
r iδt

3 +O(δt4) (4.3)

ri(t− δt) = ri(t)− vi(t)δt+
1

2!
ai(t)δt

2 − 1

3!

...
r iδt

3 +O(δt4) (4.4)

Adding Equations 4.3 and 4.4 and simplifying, we get

ri(t+ δt) = 2ri(t)− ri(t− δt) + ai(t)δt
2 +O(δt4) (4.5)

Note that we have from Equation 4.1 and 4.2 that ai(t) = Fi(t)
mi

=
−∇riU(r1(t),....rN (t))

mi
,

which therefore allows us to compute the position at time (t + δt) as a function of

the position at t and at (t− δt) and the acceleration at t, with the truncation error

being of the order of δt4. This algorithm is indeed simple to implement, accurate

and stable. However, an issue with it stems from the fact that velocities of the

particles is not computable directly from this algoritm, for which we need to use the

equation

v(t) =
1

2δt
[r(t+ δt)− r(t− δt)] (4.6)

However, we can immediately then note a major problem: the velocities that are

calculated are for time step t for which we need to know the position one time step

ahead at t + δt. To overcome this difficulty, a variant of Verlet algorithm is very
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commonly used, known as velocity Verlet algorithm [182]. In this case, we have by

Taylor series expansion, the following equations for each particle i

ri(t+ δt) = ri(t) + vi(t)δt+
ai(t)

2!
δt2 +O(δt3) (4.7)

vi(t+ δt) = vi(t) + ai(t)δt+
1

2!
v̈i(t)δt

2 +O(δt3) (4.8)

v̇i(t+ δt) = ai(t) + v̈i(t)δt+O(δt2) (4.9)

On rearranging Equation 4.9, we get

1

2
v̈i(t)δt

2 =
1

2
[v̇i(t+ δt)− v̇i(t)]δt+O(δt3)

The expression for v(t+ δt) in Equation 4.8 then becomes

vi(t+δt) = vi(t)+
1

2
[ai(t)+ai(t+δt)]δt+O(δt3) = vi(t)+

1

2mi

[Fi(t)+Fi(t+δt)]δt+O(δt3)

(4.10)

The velocity Verlet algorithm can then implemented by the following three equations

vi(t+
δt

2
) = vi(t) +

Fi(t)δt

2mi

(4.11a)

ri(t+ δt) = ri(t) + vi(t+
δt

2
)δt (4.11b)

vi(t+ δt) = vi(t+
δt

2
) +

Fi(t+ δt)δt

2mi

(4.11c)

The first Equation 4.11a computes the velocity at (t+ δt
2

), using force and velocity

at step t. Using the half-step velocity vi(t + δt
2

) and Equation 4.11b , the position

at time (t + δt) is calculated. Finally, using the forces calculated from the new
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position ri(t + δt), the full step velocity at time step (t + δt) is computed using

Equation 4.11c. The main advantage of this modification of the Verlet algorithm is

that the atomic positions, velocities and forces are calculated at the same instant of

time which lessens the requirement of computer memory as compared to the Verlet

algorithm in which case to calculate the velocities, values at two different instances

of time needs to be stored.

4.1.2 Potential energy function

As noted in the previous section and Equation 4.2, the potential energy function

U is critical for calculating the force on the constituent particles of system and in

general to carry out the numerical integration scheme. For biomolecular systems,

the function U has contributions from both bonded and non-bonded interactions and

are described by empirical force fields. Based on the mathematical formalism and

interaction parameters, several highly optimized force fields have been proposed for

biomolecular systems, including CHARMM [183, 184], AMBER [185] and GROMAS

[186]. In the work presented in this thesis, we have used the CHARMM force field.

We now describe the formalism of the potential energy function U in this case [183].

We have

U =
∑
bonds

Kij(rij − r0)2 +
∑
angles

Kθijk(θijk − θ0)2 +
∑

Urey−Bradley

Kub
ik (rik − rub)2+

∑
dihedrals

Kφijkl [1 + cos(nijklφijkl − γ)] +
∑

impropers

Kωijkl(ωijkl − ω0)2+

∑
Non−bonded

(4εij[(
σij
rij

)12 − (
σij
rij

)6] +
1

4πε0εr

qiqj
rij

)

(4.12)

Bonded interactions: The first term in the RHS of Equation 4.12 represents the

harmonic vibrational motion, described as a two body spring bond potential between

(i,j)-pair of covalently bonded atoms. rij denotes the instantaneous separation be-
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Figure 4.1: Description of bonded interactions: (a) bond-stretching, (b) angle-
bending, (c) dihedral and (d) improper dihedral.

tween the ith and jth atoms, r0 denotes equilibrium bond length and Kij denotes the

force constant associated with the bond (Fig. 4.1(a)). The second and third terms

in the RHS of Equation 4.12 together constitute the 3-body angular bond potential

that describe the angular vibrational motion occurring between (i,j,k)-triple of atoms

with i−j and j−k denoting the consecutive bonds. In the second term, θijk denotes

the angle in radians between vectors rij = rj − ri and rkj = rj − rk, θ0 denotes the

equilibrium angle and Kθijk denotes the angular force constant (Fig. 4.1(b)). The

third term is the Urey-Bradley term which is an additional potential function that

restrains the motions of the angle associated with the i− j and j− k bonds. In this

case, Kub
ik denotes the associated harmonic force constant, rik denotes the instan-

taneous separation between the pair of atoms (i, k) and rub denotes their reference

separation. The fourth term represents the torsion angle potential function for four

consecutive bonded atoms i, j, k, l which restrains the rotation around the middle

bond. In this case, Kφijkl denotes the dihedral force constant, nijkl denotes the non-

zero positive integer given by the number of minima as the bond is rotated by 360◦,
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φijkl denotes the angle in radians between the (i, j, k)-plane and (j, k, l)-plane and

γ is the reference angle (Fig. 4.1(c)). The fifth term accounts for the improper tor-

sional angle, in other words to constrain the out of plane bending of atoms i, j, k, l

with i bonded to j, k and l. In this case, Kωijkl denotes the force constant and ωijkl

denotes the angle between (i, j, k) and (j, k, l) planes, ω0 denotes the reference angle

(Fig. 4.1(d)). We remark that formally the equilibrium values r0, θ0, rub, γ, ω0 are

functions of the sum indices.

Non-bonded interactions: The non-bonded interactions in Equation 4.12 is a

combination of van der Waals (sixth term) and electrostatic (seventh term) in-

teraction energies. Formally all (i, j) pair of atoms interact through non-bonded

interactions. In practice though, pairs of atoms already involved in bonded inter-

actions are either excluded (for pair of atoms separated by 1 or 2 covalent bonds)

or the non-bonded interactions are scaled appropriately (for pair of atoms sepa-

rated by 3 covalent bonds), with the scaling details depending on the specific force

field being used [183]. The first non-bonded term represents the van der Waals

interaction between two non-bonded atoms that arises from a combination of at-

tractive and repulsive forces. In Equation 4.12, this is computed using a standard

6-12 Lennard-Jones (LJ) potential, with rij denoting the distance between the pair

of atoms (Fig. 4.2). The repulsive force is dominant at short distances where the

electron-electron interaction is strong, increasing sharply as the distance decreases,

which prevents the overlap of sites. However, as the separation between the atoms

increases, the interaction turns attractive due to the weak dipole attraction between

distant atoms. This gives rise to a critical separation of atoms σij at which the en-

ergy is zero, referred to as the collision diameter. Thus, as the separation increases

from σij, the interaction turns attractive, with the potential between the two atoms

turning negative. As the distance keeps increasing, the potential attains its mini-

mum value εij, which is the depth of the potential well. The potential then starts

increasing with increasing distance, tending to 0 as the distance between the atoms
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Figure 4.2: The standard 6-12 Lennard-Jones potential ULJ is plotted as a function
of distance r between the pair of atoms (red colour solid line). ε represents the depth
of the energy well and σ is the critical separation at which potential energy becomes
zero. With the application of switching function, the potential is smoothly reduced
to zero past the cutoff distance, as illustrated by the black dotted line.

approaches infinity. However, it is usually truncated to zero past a cutoff radius. To

avoid singularities in the first and higher derivatives of the potential, the truncation

is done smoothly through an associated switch function, which takes the potential

continuously to zero between switch and cut-off distances (note that the value of

switch distance is always less than the cut-off distance). Generally, the parameters

σij and εij are not given for specific pairs of atoms but are given as parameters of

the atoms themselves, with the pair values being calculated using appropriate mix-

ing rules. For instance, in CHARMM, the Lorentz-Berthelot mixing rules are used,

which gives σij = (σi + σj)/2 (arithmetic mean) and εij =
√
εiεj (geometric mean)

[187].

The last term in Equation 4.12 represents the second non-bonded term, which is

the electrostatic (Coulomb) potential, where rij is the distance between the pair

of atoms, qi and qj are the charges on the respective atoms, ε0 and εr are the
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permittivity of free space and relative permittivity of the medium, respectively.

The Coulomb potential approaches 0 with r tending to infinity as 1/r, which is

much slower than the case of the LJ potential, which approaches 0 as 1/r6. Hence,

truncation procedures such as switching leads to artifacts and significantly reduced

accuracy in this case [188], underscoring the long-range nature of electrostatic inter-

actions. Therefore, computation of the Coulomb potential is a challenging problem

in MD simulations and requires special techniques, as discussed in Section 4.1.4.

Figure 4.3: Schematic description of implementing periodic boundary conditions in
two dimensions. Each atom in the central computational box is surrounded by image
atoms residing in the periodic replicas. If an atom leaves the simulation box at one
side, it enters the box through the opposite side of that box. The circle around the
red atom depicts the minimum image convention, used for short range forces, with
the radius of the circle being equal to the cut-off distance.

4.1.3 Boundary conditions

Computer simulations using atomistic potentials are generally performed in a finite

system with boundaries. However, atoms lying near the boundaries of the system

experience different forces that those lying in the bulk, which can seriously affect the
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accuracy of measurements. Therefore, it is essential to chose appropriate boundary

conditions in simulations to minimize effect of boundaries. For this, it is common

to invoke periodic boundary conditions, thereby making the system pseudo-infinite.

In this case, a given atom in the central computational box is surrounded by image

atoms residing in each of its periodic replicas (Fig. 4.3). In simulations, the atom in

the central computational box and all its image particles move in the same way, for

instance, if a atom leaves the simulation box at one side, an identical atom enters

the box at the opposite side. Further, each atom is subject to interactions with

all other atoms in the system, including periodic images in the surrounding cells,

thus eliminating boundary effects. However, this leads to an infinite number of

terms in the interaction potential summation. To fix this issue, periodic boundary

conditions are typically used with the minimum image convention for short range

forces. In this case, we only consider, for a given atom, interactions with closest lying

periodic image of its neighbours, as determined by a cut-off distance (Fig. 4.3). For

consistency, the cut-off distance is always taken to be less than or equal to half the

box length of the central computational box. While short range interactions can be

computed effectively in this manner, computing the long-range Coulomb interactions

remain computationally unfeasible and require special fast evaluation methods, as

we briefly discuss in the next section.

4.1.4 Long-range interactions

For a system of N particles in a cubic box of side L with periodic boundary condition

(PBC), the Coulomb potential as given by the last term in Equation 4.12 is modified

as

Ucoul =
1

4πε0εr

∑
n

∑
(i,j)

qiqj
|rij + nL| (4.13)

where n =
∑
nici with ni are integers and ci denote lattice vectors, incorporating the
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periodic images. The expression can then be rewritten into sums over all particles,

with a factor of 1/2 to cancel double counting,

Ucoul =
1

2

1

4πε0εr

∑
n

N∑
i=1

N∑
j=1

′ qiqj
|rij + nL| (4.14)

where the prime(’) symbol is introduced to denote that the sum excludes terms for

which j = i when n = 0, thus excluding the self interaction. The infinite sum in

Equation 4.14 not only converges poorly, but is also conditionally convergent [175].

The computation of Coulomb interactions in a periodic system thus requires special

techniques like the Ewald method, in which the long range interaction is divided

into two parts- a rapidly varying short range contribution and a slowly decaying

long range contribution [189]. The short-range contribution is then computed in

real space, while the long-range contribution is calculated in Fourier space, where it

converges rapidly. The computational complexity of performing Ewald summuation

is O(N3/2), where N denotes the system. In MD simulations, calculation of elec-

trostatic interactions is done using the particle mesh Ewald (PME) method, which

allows for even more efficient computation of such interactions [189, 190]. In PME,

charges are assigned to a 3-D grid that fills up the simulation space and the long

range contribution is computed using 3D-Fast Fourier transform (FFT) technique.

This leads to a markedly better complexity of O(N logN) of the PME method [191].

For more details on the implementation of the PME method in MD simulations, we

refer to [189, 190, 191]. We note that for ensuring convergence of the PME method,

it is essential to maintain charge neutrality in the simulation volume [192]. In sim-

ulations of biomolecular systems with a net charge, this can be done by addition of

counter-ions to ensure charge neutrality, as discussed in Section 4.4.2.
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4.2 Calculating Averages from MD simulations

A key objective of MD simulations is to compute observable macroscopic properties,

like energies, pressure, etc from microscopic level information generated by simula-

tions like atomic positions and interactions. Average values of such macroscopic

properties are calculated in two ways- either as an “ensemble average” or as a “time

average”. In the first case of “ensemble average”, averaging is done over a large

number of replicas of the system considered simultaneously, and is given as

{A}e =

∫∫
dpNdqNA(pN , rN)ρ(pN , rN) (4.15)

where A is the observable of interest, expressed as a function of the momenta p

and the positions r of the system that consist of N atoms, ρ(pN , rN) is the phase

space density at the volume element dpNdrN and the integration is over all possible

values of r and p. Average values of observable and experimentally relevant macro-

scopic properties are typically taken to be ensemble averages since such a value is

understood to be obtained by taking average over measurements done over multiple

experiments. However, calculating ensemble average using MD simulations can have

a computationally prohibitive cost since it requires repetition of several simulations

done independently.

On the other hand, we can also determine a “time average” of A, which is expressed

as

{A}t = lim
τ→∞

1

τ

∫ τ

t=0

A(pN(t), rN(t))dt (4.16)

where t is the simulation time. However, time average of A can be well approxi-

mated as (
∑K

i=1 A(pNi , r
N
i )/K for large enough K, where K denotes simulation time
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steps and so, can be effectively used in MD simulations to calculate averages. The

central dilemma is then to relate experimentally relevant ensemble averages, which

are computationally inefficient to calculate using MD simulations and time averages,

which can be easily calculated using MD simulations. This is resolved by assuming

the ergodic hypothesis, which states

{A}e = {A}t (4.17)

Thus, the ergodic hypothesis makes it possible to calculate average values of exper-

imentally relevant macroscopic observable properties of large systems in a compu-

tationally feasible manner using MD simulations.

4.3 Choice of Ensembles

Molecular dynamics simulations can be performed in a variety of ensembles with

different characteristics. These include microcanonical ensemble (constant NV E),

canonical ensemble (constant NV T ), isothermal-isobaric ensemble (constant NPT )

and grand canonical ensemble (constant µV T ), where N is the number of particles,

V is the volume, E is the energy, T is the temperature, P is the pressure and µ is

the chemical potential.

For a system with fixed number of particles N and volume V , it can be shown

that solving Newton’s equations of motion conserves the total energy, thus result-

ing in the simulations being performed in the microcanonical (NV E) ensemble.

However, for modelling biological systems, it is more prudent to perform the simu-

lations in isothermal-isobaric ensemble (NPT ), particularly since these conditions

more closely mimic real environmental conditions (e.g. in living cells) and further,

since experimental data is usually measured under such conditions [193]. In NAMD,
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temperature control is commonly carried out using Langevin dynamics, which uses

stochastic disturbances to control the temperature. This involves adding an appro-

priate stochastic force term and subtracting a friction force term from each atom

during each integration step [175]. For constant pressure and temperature simula-

tions for which constant temperature condition is implemented by Langevin dynam-

ics, pressure is controlled in NAMD by the Langevin piston Nosé-Hoover method,

which uses Langevin dynamics to control fluctuations in the barostat. [175, 194, 195].

4.4 Computational models

In this section, we briefly describe the structure of some of the relevant computa-

tional models used in this thesis.

Figure 4.4: Illustrative diagram of an atomistic computational model of a biopolymer
(shown in green colour) in a box of water (red colour) and counter-ions (cations and
anions are coloured purple and golden, respectively).
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4.4.1 Solvent effect:TIP3P water model

An important part of simulations is correctly modelling the appropriate environment

for biomolecules of interest. In this regard, solvent environment is arguably the

most important environment for biomolecular processes. Over the years, multiple

computational models have been proposed for simulating water, a testament to the

complexity in understanding the properties of real water [196, 197]. In this thesis, we

use TIP3P (transferable intermolecular potential 3P) water model [198] for aqueous

environment. This model, as implemented by CHARMM, specifies a three site rigid

water molecule, representing one oxygen and two hydrogen atoms with mass, partial

charges and Lennard-Jones parameters assigned to each of the three atoms. The

chemical structure and atomistic model of TIP3P water are shown in Fig. 4.5.

l
✓

q

-2q

q

✓ = 104.52�

l = 0.9572Å
q = 0.417e

H H

O

Figure 4.5: Atomistic TIP3P water model. The three sites with an oxygen atom
(coloured red) and two hydrogen atoms (coloured silver) are shown. The corre-
sponding parameter values of the model are also depicted.
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4.4.2 Addition of explicit salt ions

As discussed earlier, in MD simulations with periodic boundary conditions, the long

range electrostatic interactions are computed using particle mesh Ewald (PME)

summation technique, for which it is essential to maintain charge neutrality in the

simulation volume. For simulations of biomolecules with a net charge in solvent

environment, addition of counter-ions to neutralize the system is thus necessitated.

In MD simulations, the salt concentration also plays a major role in determining

stability of biomolecules [199]. The physiological concentration of NaCl for biological

systems is 0.15 mole per litre [200]. For the simulations studies presented in this

thesis, addition of counter-ions with appropriate salt concentration, to ensure charge

neutrality and physiological salt concentration, is carried out using the autoionize

plugin of Visual Molecular Dynamics (VMD) software [180].

4.4.3 Model for bacterial membrane

The primary lipid species of the inner bacterial membrane are zwitterionic phos-

phatidyl ethanolamine (PE) and anionic phosphatidyl glycerol (PG), which differ

by their head-group composition. A computer model for such a bilayer is built

with palmitoyloleoyl PE (POPE) and palmitoyloleoyl PG (POPG) in the ratio 7:3,

mimicking the inner membrane composition of Gram negative bacteria E.coli. The

bacterial membrane patch is constructed using CHARMM-GUI membrane builder

module [201]. For building the bilayer consisting of POPE-POPG lipid compo-

nents, 90 POPE and 38 POPG lipid molecules per leaflet are taken. Further, 40

water molecules per lipid molecule is also taken to simulate a fully hydrated bilayer.

82 Na+ and 6 Cl− ions are added to neutralize the system and to attain 150 mM

salt concentration for mimicking cellular environment. Temperature is maintained

at 310 K, which is above the main-phase transition temperature for pure POPE
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Figure 4.6: (a) Chemical structures of the zwitterionic POPE and anionic POPG
lipid molecules are show. (b) Representative snapshot of the atomistic heterogeneous
bilayer of the bacterial cell. The POPE lipids are coloured orange and POPG lipids
are shown in ice-blue colour; the lipid head groups are oxygen (magenta), nitrogen
(cyan) and Phosphate (black). Water oxygen is shown in red colour. Hydrogen
atoms of lipid molecules and water are not shown for clarity.

and POPG bilayers [69]. The prepared bilayer is subjected to dihedral, positional

and harmonic restraints, which are slowly reduced to zero over 0.8 ns. The bilayer

system is equilibrated for 15 ns in isothermal-isobaric NPT (P = 1 atm and T =

310 K) ensemble, over which energy, temperature, pressure and area per lipid are

nearly constant following initial fluctuations [202]. The chemical structure of the

POPE-POPG lipids and the representative snapshot of the atomistic model bacterial

membrane is shown in Fig. 4.6.
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Chapter 5

Aggregation dynamics of

methacrylate-based ternary

biomimetic polymers in solution

5.1 Introduction

Biomimetic antimicrobial polymers or AMPolys have been a focus of research in

recent times due to the possibility of their usage as novel therapeutic agents against

infectious pathogens [16, 203]. An important first step in investigating the efficacy

of the antimicrobial action of such polymers is examining their behaviour in solution

phase and in particular, their aggregation dynamics, which can play a key role in

determining their eventual interactions with bacterial membrane [96, 204, 205, 206].

Most of the studies on AMPolys have considered only polymers composed of charged

cationic and hydrophobic functional groups [16, 18, 102, 103]. However, as discussed

in Chapter 1, in such polymers it is very difficult to optimize the monomer com-

position appropriately for potent antibacterial activity and reasonable selectivity.
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Indeed, highly hydrophobic polymers form strong aggregates in the solution which

might lead to two undesirable consequences: (1) the strong solution aggregate may

preclude partition of the individual AM polymers into the bacterial membrane, (2)

such aggregates may bind to human cell membranes due to non-specific hydropho-

bic interactions, causing undesired toxicity to humans. On the other hand, low

hydrophobic content in the AM polymer may lead to stabilising the structures in

the solution and decrease their ability to penetrate into the bacterial membranes.

Hence a requisite amount of hydrophobicity is needed to increase the local con-

centration of the AM polymers for efficient interaction and eventual partitioning

of the AM polymers into the membrane which requires a fine tuning of not only

the hydrophobic content of polymers, but spreading of the same along the polymer

backbone. In this context, more recent works [23, 207, 208, 209, 210, 211] have been

focusing on inclusion of additional functional groups like polar groups, in addition

to cationic and hydrophobic groups, which also comes closer to the functional group

distribution in naturally occurring AM peptides. For instance, it has been shown,

using ternary nylon-3 copolymers, that replacing some of the hydrophobic or cationic

groups or both by hydroxyl residues can significantly reduce the hemolytic activity

of the copolymer compared to their binary counterpart with only hydrophobic and

cationic subunits [209]. More recently, Mortazavian et al. used ternary copolymers

to decouple the effects of cationic and hydrophobic functional groups on the antimi-

crobial and hemolytic activities of such polymers [23]. Their study demonstrated

that the plausible role played by polar groups in the polymer is to reduce the forma-

tion of sequential domains of hydrophobic monomers, which can effectively modulate

polymer chain insertion into bacterial and human cell membranes.

In this chapter, our aim is to understand the role played by inclusion of polar

groups and specific sequence of functional groups along the polymer backbone in

the aggregation dynamics of methacrylate polymers in solution phase using detailed

atomistic simulations. In this context, multiple polymers with compositions of bi-

127



nary (only cationic and hydrophobic groups) and ternary (cationic, hydrophobic and

polar groups) and with random and block arrangements of the functional groups are

studied in solution phase to understand their aggregate morphologies. Our studies

highlight the importance of inclusion of polar groups which act to redistribute the

effective hydrophobicity along the polymer backbone resulting in weaker yet func-

tionally relevant aggregate conformations, compared to aggregates of polymers with

strong hydrophobic content, due to larger conformational fluctuations, particularly

in the case when the functional groups are randomly distributed along the polymer

backbone. Such loosely packed “weak aggregates” can play a crucial functional role

in antibacterial action, by facilitating dissociation of polymers from the solution ag-

gregate, which will likely lead to the favourable partitioning of the polymers into the

bacterial membrane and consequently membrane disruption. This study is based on

work in Ref. [109].

5.2 Models and methods

OH

O OO O

NH3
+H3C

O O

EMA HEMAAEMA

Figure 5.1: Chemical structures of EMA (hydrophobic), AEMA (charged cationic)
and HEMA (uncharged polar) groups considered in the model polymers.

Atomistic MD simulations with explicit water and ions were performed on two classes

of model biomimetic polymers- ternary and binary polymers. Ternary methacry-

late random polymers (“model T”), consisting of cationic ammonium (amino-ethyl
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Model Polymer DP AEMA No.HEMA No. EMA No.

Ternary (T, TB) 19 +6 5 8
Binary (B, BB) 19 +6 0 13

Table 5.1: Proportion of AEMA, HEMA and EMA groups in the model polymers.

methacrylate: AEMA), hydrophobic alkyl (ethyl methacrylate: EMA) and neutral

hydroxyl (hydroxyl methacrylate: HEMA) groups as shown in Fig. 5.1, are mod-

elled with degree of polymerization (DP) = 19. The chosen composition of ternary

polymer (AEMA-6, EMA-8 and HEMA-5) has been shown to be optimal for an-

timicrobial activity and also shows significantly reduced hemolytic activity[23]. To

understand the role played by sequence of functional groups, we performed simu-

lations involving ternary polymers which have a block arrangement of functional

groups, consisting of same % of groups as model T but having blocks of sequences

6(AEMA)-5(HEMA)-8(EMA) along the polymer backbone (“model TB”). Further,

to highlight the role of inclusion of polar hydroxyl functional groups, control simu-

lations without them involving only binary compositions of cationic (AEMA) and

hydrophobic (EMA) monomer units in random (“model B”) and block (“model

BB”) configurations, were also performed. The degree of polymerization was kept

same as for ternary polymers and the number of groups per chain was taken to be 6

(AEMA) and 13 (EMA). Details of the composition of various subunits in the model

polymers are summarized in Table 5.1 and the detailed chemical structures of all

the four model polymers are shown in Fig. 5.2. It is important to note that for all

the model polymers, the number of cationic functional groups are fixed to be 6 per

polymer in agreement with Mortazavian et al [23], where it was found that despite

differences in EMA composition, the minimum inhibitory concentration (MIC) val-

ues of all polymers start to level off at ∼ 30% of AEMA and cationic groups above

30 % do not increase the antimicrobial activity of the polymer. This proportion of

charged cationic groups is also comparable to net positive charge of most natural

AMPs [73].
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Figure 5.2: Chemical structures of binary polymers (models random B, block BB)
and ternary polymers (models random T, block TB). In all the model polymers,
degree of polymerization (DP) = 19 and the number of cationic groups is fixed to
be 6 per polymer.

A single polymer chain for each system was built in an extended conformation and

solvated with TIP3P [198] water. The total charge of a single polymer chain in each

of the system was +6e, and requisite salt ions were added to both neutralize the sys-

tems and to maintain 150 mM salt concentration to mimic physiological conditions

in each case. All simulations were performed with the NAMD 2.9 simulation pack-

age [175]. Each system of polymers was first energy minimized with the conjugate

gradient method. Single polymer chain simulations were done with 2 fs timestep

and performed in the (isothermal - isobaric) NPT ensemble for 2 ns. Next, systems

of aggregated polymers were built by selecting 10 random conformations from the

single polymer simulation trajectory. This group of 10 initially dispersed polymers

for each model (T, TB, B and BB) were placed in TIP3P water, in a cubic box,

with a minimum distance of 12 Å between any polymer atom and the box side,
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under periodic boundary conditions. A concentration of 150 mM of NaCl salt was

maintained to neutralize the system. Initially, the systems were energy minimized

with conjugate gradient method and equilibrated with 2 fs timestep for 5 ns of NVT

simulation to stabilize the system and all the subsequent runs for at least 150 ns

were done in the NPT ensemble (All the polymer systems and simulation details are

listed in Table 5.2). All the MD simulations were performed at constant tempera-

ture maintained at 305 K with Langevin dynamics at a collision frequency of 5 ps−1,

and a pressure of 1 atm was maintained through Langevin piston [194, 195]. Elec-

trostatic interactions were calculated by the Particle Mesh Ewald method [212] and

the cut-off for Lennard-Jones interactions was set to 12 Å, with smoothing starting

from 10 Å. The parameter values for the polymers were adopted from the CHARMM

force field [213] and previous simulations [100, 101, 202]. The largest aggregate, in

other words the aggregate constituting of the largest number of polymers, in each

run is extracted for further analysis to understand the properties of the aggrega-

tion dynamics of model polymers in solution. Three independent simulations were

performed for each model polymer with different initial configurations of dispersed

polymers. The visualization was done using software VMD [180] and the analysis

for the polymer aggregates was done by taking average over multiple independent

runs, unless otherwise stated, using TCL scripting language which is embedded with

VMD.

5.3 Results

5.3.1 Morphology of the aggregates

In this section, we study the role of inclusion of polar functional group and also the

importance of understanding how sequence of functional groups in the AM poly-

mers affect the morphology of the aggregates in solution. All the polymers with
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Model Sequence Aggr. run Aggr. size, Nagg

Time(ns) S1, S2, S3
Binary polymers (AEMA-EMA)

B Random 150, 150, 150 4, 4, 5
BB Block 150, 150, 170 6, 10, 8

Ternary polymers (AEMA-HEMA-EMA)
T Random 150, 150, 150 4, 5, 4

TB Block 150, 150, 150 5, 7, 4

Table 5.2: Summary of the model polymers and their largest aggregate size denoted
Nagg at the end of at least 150 ns NPT simulation runs. In each case, initial con-
figuration consists of 10 randomly dispersed polymers in a box of water and ions.
Three independent NPT runs were performed for the aggregation of polymers. Note
that model BB (S3) has Nagg = 5 till 160 ns, after which it fuses with an aggregate
of size, Nagg = 3 to form bigger aggregate of size 8.

and without polar groups and with random and block arrangements of functional

groups form aggregates in the solution, albeit with different morphologies and intra-

aggregate interactions, as suggested by previous experimental results [204]. Illustra-

tive snapshots of the aggregates in solution, at the end of one of the representative

simulation for all the four models are shown in Fig. 5.3. Each model was indepen-

dently simulated three times to confirm that the final aggregation morphology is

independent of the starting state of the polymers and to ensure reproducibility of

results. In Table 5.2, we present the sizes of the largest stable aggregate formed for

each model polymer within the simulation time, with the number of polymers in

the aggregate denoted as Nagg. Visual inspection of the trajectories indicate that

the evolution of aggregates for different polymer models is markedly different- the

aggregates formed from random binary (model B) polymers form relatively compact

assemblies displaying significant entanglement of the constituent polymers while the

random ternary polymer (model T), with partial replacement of hydrophobic EMA

groups by hydroxyl HEMA groups, form somewhat more open and comparatively

less entangled aggregates. The binary block polymer (model BB) form larger sized

aggregates, showing a star-like micellar conformation with a dense hydrophobic core

surrounded by cationic subunits, exposed to water solution. The ternary block
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Random Binary (B) Block Binary (BB)

Random Ternary (T) Block Ternary (TB)

(a) (b)

(c) (d)

Figure 5.3: Representative conformation of the aggregates with different side chains,
hydrophobic (EMA, red), cationic (AEMA, green), and polar (HEMA, blue), at the
end of one of the 150 ns long simulation for binary polymers (a,b) and ternary poly-
mers (c,d). The number of polymers in a typical aggregate, Nagg for the snapshots
shown are 4 (model B), 6 (model BB), 4 (model T) and 5 (model TB) (see Table 5.2
for more details).

(model TB) also form large aggregates compared to its random counterpart, though

in this case the HEMA group remains clustered between EMA and AEMA groups.

Our aim now is twofold, to analyse (a) the effect of inclusion of polar groups (binary

vs ternary) and (b) the effect of variation in the sequence of the AEMA, EMA and

HEMA groups along polymer backbone (block vs random) on the shapes and sizes

of the aggregates formed.

Shape Parameters - We consider two shape parameters [214, 215], eccentricity (ε)

and prolateness (∆) to describe the morphologies of aggregates for the four model

polymer systems, both of which are calculated from the moment of inertia tensor

(I) of the aggregate as:

ε = 1− Imin
Iavg

,
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Figure 5.4: Distribution of the eccentricity, ε and prolateness, ∆ measured for the
aggregates formed from the models (B, BB, T and TB) from the start of aggregation
formation till the end of the 150 ns simulation runs, averaged over all the initial
conditions.

∆ =

3∏
i=1

(Ii − Iavg)

I3
avg

where Imin and Iavg denote the minimum and the average values of the principal

moments of inertia (I1, I2 and I3). For perfectly spherical objects ε,∆ = 0 and

ε = 1 for linear objects while negative and positive values of ∆ correspond to oblate

and prolate ellipsoid shapes.

The results for probability distribution of these shape parameters of the aggregates

formed from the model polymers over the time from the start of stable aggregation

formation till the end of the simulation run are shown in Fig. 5.4. Data in Fig. 5.4(a)

and Fig. 5.4(b) shows that the mean and width of the distribution of eccentricity

(ε) values of ternary polymer aggregates are larger than those of binary polymer

aggregates (B and BB models), suggesting a more extended structure and also the
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fluctuating dynamic conformations in case of the model T and TB aggregates. The

average value of ε is smaller for the aggregates formed from block polymers (BB,

TB) compared to random polymers (B, T) and this strongly shows that aggregates

formed from block polymers are more compact compared to the aggregates formed

from random polymers. The probability distribution of the prolateness (∆) for all

the four models is shown in Fig. 5.4(c) and Fig. 5.4(d) and the data confirms that

the block polymers indeed form more spherical and compact structures (∆ ≈ 0)

but the random polymers with negative values of ∆ quantify the oblate shape of

their aggregates. The data also suggests that the conformational dynamics of the

aggregates formed by the random ternary polymers is much higher than that of

random binary polymers. The shape parameters (ε and ∆) thus demonstrate the

following - the shape parameter values for aggregates in which the hydrophobic

content is large and which have no additional polar groups (as in model B and

model BB aggregates) are narrowly distributed, hence displaying less variability in

their conformations. On the other hand, the aggregates of the polymers having

polar HEMA groups (model T and model TB aggregates) show significantly larger

variance in the values of the shape parameters. This underlines the role of the polar

HEMA groups in inducing conformational fluctuations in these aggregates. However,

the ∆ and ε data does suggest that on the average, the block polymer aggregates

(model BB and model TB) have a closer to spherical morphology as compared

to their respective random polymer aggregates counterparts. This is likely due to

the presence of hydrophobic groups distributed across the backbone of the random

polymers, which then leads to the gluing of the polymer chains in a more bundle-like

conformation.

Size measures - One of the measures of aggregate dimensions and stability is the

radius of gyration [216], defined as the root mean square distance of the constituents

of the aggregate from its center of mass. We compute the radius of gyration Rg of

the aggregates as a function of time over the last 30 ns of the simulations for random
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polymer aggregates with Nagg = 4 and block aggregates with Nagg = 5, as shown in

Fig. 5.5(a) and Fig. 5.5(b).
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(Å
2
)

Time (ns)

7000

9000

11000

13000

120 125 130 135 140 145 150

S
A

S
A

(Å
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Figure 5.5: (a) Radius of gyration for random polymers (models B, T) having ag-
gregate size Nagg = 4 and (b) block polymers (models BB, TB) having aggregate
size Nagg = 5 is plotted as a function of time, (c) SASA values of the aggregate and
(d) average SASA/Nagg is plotted as a function of time.

We observe that in both cases, the ternary aggregates exhibit a higher Rg value,

highlighting the role of polar HEMA groups in inhibiting formation of strong, well

packed compact aggregates. Interestingly, the Rg value of model T aggregate is

comparable to the Rg value of model TB aggregate, even though the aggregate

size Nagg is larger for model TB aggregate (4 vs 5). This in particular shows that

the random ternary (model T) polymer aggregate has the least compact structure

amongst the polymer aggregates considered here, forming a loose and open aggregate

conformation.

Solvent Accessible Surface Area (SASA) and aggregate-water interaction

- Structural properties of the aggregates can also be inferred by measuring the Sol-

vent Accessible Surface Area (SASA) [217] of the aggregate. The total SASA values

of the aggregates is calculated with a spherical probe of radius 1.4 Å. The higher
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values of total SASA, as depicted in Fig. 5.5(c), for block polymer aggregates as

compared to random polymer aggregates is partly due to micellar structure that

are formed, particularly for the block binary case, with efficient sequestration of

hydrophobic EMA groups at the core and predominant exposure of the other func-

tional groups to solvent. The random arrangement of functional groups along the

polymer backbone frustrates such efficient partitioning of the polymers in an ag-

gregate resulting in lower SASA values, in particular for binary random polymer

(model B) aggregate. However, block polymers form larger aggregates, which partly

leads to higher SASA values. To discount the effect of aggregate size, we compute

the average SASA of the aggregates per polymer (in other words, SASA values di-

vided by Nagg), as shown in Fig. 5.5(d). For the ternary case, we see an interesting

picture emerging, with the SASA per polymer values being highest for the random

ternary (model T) aggregate, similar to the case of Rg values. This confirms the

loosely packed, open structure of the model T aggregate. For model TB aggregate,

the SASA per polymer value is comparatively less than that of model T aggregate,

suggesting that though the presence of HEMA group seemingly weakens the model

TB aggregate, its hydrophobic core nevertheless is fairly strong. Thus, the ordered

placement of groups along the polymer backbone likely counters the propensity of

polar HEMA groups to impede the formation of a compact, well packed aggregate.

To further probe this and to quantify the nature of interaction between the ag-

gregates and bulk water in general and to estimate the exposure of hydrophobic

core to water in particular, the radial density of water is calculated as a function

of distance from the aggregate center of mass by counting water molecules in 0.1Å

of shell width around the center of mass and compared with the radial density

of the aggregate itself (Fig. 5.6). We observe that in case of model T aggregate

(Fig. 5.6(a)), the density of water is already non-zero very close to the COM of the

aggregate but it slowly increases to reach the maximum bulk density far from the

center of mass. This underscores that the core of the model T aggregate is weak-
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Figure 5.6: Radial density profiles of the aggregate and water molecules plotted as
a function of distance from the COM of the aggregate for (a) model T, (b) model
TB, (c) model B, (d) model BB. The analysis is done over the last 30 ns (120-150
ns) of one of the simulation runs (S1).

ened with significant exposure to water (a plausible consequence of the presence of

hydrophilic HEMA groups which favour interactions with water) and further, that

it has a loosely packed, somewhat open structure, as was also deduced by our pre-

vious analysis. On the other hand, in case of the model TB aggregate (Fig. 5.6(b)),

non-zero water density only starts to appear at ∼ 5 Å from the center of mass, indi-

cating that it has a comparatively strong hydrophobic core. In general, we observe

that non-zero water density starts earlier and shows a comparatively slower rise to

reach bulk water density in case of ternary aggregates as compared to the binary

aggregates. This suggests that the presence of HEMA groups results in formation

of loosely packed aggregates which adopt more extended conformations. For model

B polymer system (Fig. 5.6(c)), we observe that non-zero water density starts away

from the center of mass and it increases sharply to reach the maximum bulk density,

confirming its compact aggregate structure with relatively high hydrophobic density

near the center of mass, again showing good agreement with our previous analysis.
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Figure 5.7: (a) Radial density profiles of various components of the aggregates
(EMA, AEMA and HEMA) for all the models considered in this chapter, calculated
along the radial direction from the center of mass of the aggregate.

In case of the block binary model BB (Fig. 5.6(d)), water density is zero for a long

distance from the center the aggregate. This, in conjunction with the radial density

profiles of EMA and AEMA groups (Fig. 5.7) and our previous analysis, clearly

shows that in this case, large sized aggregates are formed whose hydrophobic core

is densely packed with EMA residues, is relatively impermeable to water and is sur-

rounded by cationic residues in a spherical micellar conformation. Note that in case

of model TB aggregate as well, the radial density profiles (Fig. 5.7) exhibit that the

core is primarily composed of EMA residues while the cationic residues largely lie

at the boundary of the aggregate. In contrast, both random aggregates, model B

and model T show display presence of the all the respective constituent functional

groups in the aggregate core.

To summarise, our analysis allows us to make the following conclusions - block poly-

mer systems tend to form larger aggregates, which display more compact structures

with cores primarily composed of hydrophobic moeities as compared to their random

counterparts, for both binary and ternary compositions. The block binary aggregate
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displays a spherical micellar conformation with a strong hydrophobic core which is

almost impermeable to water, surrounded by cationic groups, the random binary

aggregate displays a more ellipsoidal shape. However, presence of polar HEMA

groups in the ternary polymers leads to a marked change of behaviour- it induces

conformational fluctuations and in general results in formation of loosely packed,

open aggregates particularly in the case when the functional groups are randomly

distributed along the polymer backbone. Such loosely packed “weak aggregates” can

play a crucial role in antibacterial action. In these cases, polymer dissociation from

the aggregate can occur, with polymer-lipid head groups of the bacterial membrane

interactions becoming favourable over polymer-polymer interactions more easily, as

compared to well packed, stable aggregates [86, 202]. This can lead to polymer

insertion into the bacterial membrane and thus, membrane disruption and eventual

cell death. The results also reiterate that a high hydrophobic content can result in a

strong aggregate, which can result in two undesirable results: their interactions with

bacterial membranes may be ineffective or they can be highly toxic to mammalian

membranes [96, 204, 218]. A possible role of the polar HEMA groups can be to

modulate the intra aggregate interactions and affecting polymer-membrane interac-

tions. In the next section, we study how the inclusion of HEMA groups can affect

the inter-polymer binding, to highlight its likely role in facilitating the partitioning

of the polymers from aggregate to membrane phase.

5.3.2 Polar groups in aggregation dynamics - binary vs

ternary

In this section, our aim is to understand the role of the polar HEMA groups on

aggregation dynamics, in particular the effect of replacing hydrophobic EMA groups

by polar HEMA groups on the stability of aggregates formed, particularly in case of

random aggregates (models B and T). In this context, we first note that the total
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Figure 5.8: Pair interaction energy per unit group plotted as a function of time.
Model B is shown in black colour and model T is shown in purple colour. (a) Van
der Waals energy per EMA for hydrophobic groups and (b) electrostatic energy per
AEMA for cationic side chain groups are shown for both the polymer aggregates.

van der Waals interaction energy is higher for the model B aggregate, as expected

due to the presence of more hydrophobic EMA groups. However, the question

then arises whether the same is true even after the effect of the presence of higher

proportion of hydrophobic moieties is discounted. Our data in Fig. 5.8(a) shows

that indeed this is the case, with the the total van der Waals energy per EMA

group remaining appreciably more attractive for the model B aggregates. This

indicates that on the average, EMA-EMA interactions are strongly attractive in

this case and thus, contribute considerably to the stability of the aggregate. On

the other hand, for the model T aggregate, the interactions are much weaker due

to the presence of polar HEMA groups, which clearly impede the formation of a

strong aggregate. However, the electrostatic interactions between models B and T

are not significantly different due to the presence of same number of cationic AEMA

groups in both the set of polymers (Fig. 5.8(b)). Therefore, the more attractive

van der Waals interactions in the model B aggregate is a clear indication that the
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hydrophobic EMA groups primarily drive the aggregation formation for model B

polymers. This is further illustrated by considering the inter polymer and intra

polymer contact probabilities of the EMA-EMA moieties, as shown in Fig. 5.9. A

contact between two EMA groups is said to exist if the two are within 7 Å of each

other and is classified as an intra-contact if the EMA groups belong to the same

polymer or as an inter-contact, otherwise. We deduce from Fig. 5.9 that in case of

the model B aggregate, as it evolves, the inter polymer contacts match the intra

contacts, which strongly suggests that polymers in the aggregate are entangled with

each other and consequently, it has a much more tightly interwoven structure, driven

primarily by EMA-EMA interactions. However, this is manifestly not true for the

model T aggregate, in which case the intra contacts always remain higher than the

inter contacts, which indicates that the EMA-EMA interactions are not the primary

driver of aggregation dynamics in this case. It also suggests that the individual

polymers in the model T aggregate are most likely in a self-compact structure with

more intra-polymer contacts and fewer inter polymer contacts. This is further proof

that the partitioning of the polymers from the aggregate will be significantly easier

in model T polymer aggregates than for model B polymer aggregate.

Role of HEMA groups in ternary aggregation - For the ternary polymer

model T, the number of cationic AEMA groups remains the same with polar HEMA

groups replacing ∼ 40% of the hydrophobic EMA groups as compared to binary

model. With the reduction in number of EMA groups in the ternary polymers, it

is important to probe the aggregation dynamics and the effective attractive inter-

actions in the aggregate. The HEMA groups contribute to both electrostatic and

van der Waals interactions in the aggregate and the results are shown in Fig. 5.10.

In Fig. 5.10(a), the radial distribution function, g(r), between HEMA-AEMA and

HEMA-EMA groups strongly exhibits the robust attractive electrostatic interac-

tions between the hydroxyl groups of HEMA and amide groups of AEMA in the
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binary and ternary random model aggregates are depicted to the right, with EMA,
AEMA and HEMA groups represented in red, green and blue colour respectively.

aggregate. This underscores the role of effective attractive electrostatic interactions

between the model T polymers in offsetting the repulsive interactions between the

AEMA groups. This effect can be captured in the computation of electrostatic

interactions between AEMA and HEMA groups, as shown in Fig. 5.10(b) plotted

as interaction energy, which shows that the effective electrostatic interactions be-

tween HEMA-HEMA groups and HEMA-AEMA groups are attractive in nature.

The repulsive electrostatic interactions between AEMA groups are also shown for

reference.

Regarding the van der Waals interactions between EMA groups in model B and

between (EMA+HEMA) groups in model T, Fig. 5.10(c) shows that even after re-

placing 40% of EMA groups with HEMA groups, the van der Waals interactions

per non-charged functional groups are not affected significantly. As can be seen

from Fig. 5.1, the polar HEMA groups have the same side group as hydrophobic
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Figure 5.10: (a) Radial density function g(r) for model T, computed over the last
30 ns of one of the simulation run (S1). (b) Total electrostatic energy is plotted
as a function of simulation time, computed between AEMA-HEMA, AEMA-AEMA
and HEMA-HEMA groups of the model T aggregate. (c) van der Waals energy per
group is plotted as a function of simulation time, computed between EMA-EMA
groups of model B aggregate and (EMA+HEMA)-(EMA+HEMA) groups of model
T aggregate are calculated.

EMA groups, albeit an addition of OH moiety, suggesting that HEMA groups also

contribute to the overall hydrophobic content of the polymer. So, while there is sig-

nificant difference in EMA-EMA group interaction energies in models B and T (as

seen in Fig. 5.8(a)), if we compute the effective hydrophobic interaction energy by in-

cluding HEMA groups as well (Fig. 5.10(c)), the difference between models B and T

is significantly reduced. Given that the polymers considered here have 30% cationic

functional groups, the interactions that drive the aggregation of the polymers in

solution have to be van der Waals interactions, which should be able to efficiently

overcome the repulsive electrostatic interactions. However, for the polymers like AM

polymers, whose functional goal is to disrupt the bacterial membranes as well as be

non-toxic to mammalian membranes, a subtle balance of hydrophobic content with

effective weak intra-aggregate interaction is needed for efficient action as membrane
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active agents. In this regard, the analysis presented here strongly supports the role

of inclusion of polar HEMA groups as a tuning parameter for aggregate formation as

well as for formation of weaker aggregates. By contributing to the overall hydropho-

bicity, though smeared along the polymer, the HEMA groups contribute effectively

towards formation of aggregates, overcoming the cationic group repulsion. They

also form attractive electrostatic interactions with the cationic groups, effectively

neutralising them and contribute further to aggregate stability. However, due to

their higher propensity to water and lowered individual hydrophobic content, the

HEMA groups preclude the polymers from forming a strong hydrophobic core as can

be seen in the binary model B polymers. The present simulations clearly depict that

replacing the strongly hydrophobic EMA groups by polar HEMA groups helps in

’smearing’ the overall hydrophobicity while retaining the overall non-bonded energy

and rendering the aggregates of such polymers optimally weaker in solvent than

those with a higher content of hydrophobic groups. This should be reflected in how

the aggregates of model T and model B polymers effectively interact with bacterial

membranes and consequent partitioning of the polymers from the aggregate into the

membrane.

5.4 Discussion

In this chapter, we investigated the role played by inclusion of polar groups into

methacrylate polymers on the aggregation dynamics in solution phase using atom-

istic molecular dynamics simulation. The four model polymers considered in this

study have a flexible backbone and consist of charged cationic and hydrophobic

(binary polymers) or charged cationic, polar and hydrophobic subunits (ternary

polymers). The components of the polymers are either placed randomly (models

B and T) or in block sequence of groups (models BB and TB) along the polymer

backbone. The chosen composition of ternary polymers has been shown experimen-
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tally to be optimal for antimicrobial activity and also shows significantly reduced

hemolytic activity [23] and one of the main goals of the present study was to un-

derstand the role played by inclusion of polar HEMA groups on the pre-membrane

interaction stage, which is the interactions of multiple ternary polymers and re-

sulting aggregation dynamics in solution phase. Both binary and ternary polymers

form aggregates in water while displaying markedly different aggregation dynamics.

We analysed the morphology of the aggregates and discussed how the presence of

polar groups and the role of sequence of various subunits along the polymer back-

bone affect the aggregation conformation in solution. Our data suggests that block

polymers tend to form larger sized aggregates displaying more compact structures

as compared to their random counterparts. The binary polymers, composed only

cationic and hydrophobic functional groups, form relatively well packed, stable ag-

gregates. However, there are differences in the aggregate morphologies arising due to

differential sequencing of the constituent groups along the polymer backbone: while

block binary (model BB) aggregates display a spherical conformation with a remark-

ably strong hydrophobic core which is almost impermeable to water surrounded by

cationic groups, the random binary (model B) aggregates display a more ellipsoidal

shape with relatively weaker core displaying higher permeability to water. This ob-

servation is in very good agreement with scattering experiments and fluorescence

imaging of aqueous block and random polymers, which suggest that intermolecular

critical aggregation concentration (CAC) of the random polymers is much higher

than that for the aqueous block polymers, displaying weaker aggregation tendency

of random polymer model [96].

We also analysed in detail the effect of presence of polar HEMA groups in ternary

polymers in determining their aggregation dynamics, exhibiting that this induces

conformational fluctuations and in general, results in the formation of loosely packed,

somewhat extended aggregates, particularly in the case when the groups are ran-

domly distributed along the polymer backbone. Analysing the effect of polar sub-
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units on the binding energies of the inter-polymers in the aggregate showed that

replacing some of the hydrophobic groups by polar groups disperses the overall hy-

drophobicity of the aggregates while retaining the total attractive van der Waals in-

teractions and counteracting the strong repulsive electrostatic interactions between

the cationic groups. The HEMA groups also form attractive electrostatic interac-

tions with both charged AEMA and polar HEMA groups further contributing to

aggregate formation. Nonetheless, the overall hydrophobicity which drives the ag-

gregation binding and stability is significantly reduced in the ternary aggregates.

Such polymers therefore make weaker aggregates in solution phase than those with

a higher content of hydrophobic groups. This can have a profound effect on the inter-

action of the polymers with bacterial membranes as it has been shown that one of the

driving forces for partitioning of the polymers from aggregates into the membrane is

the relative interaction energy experienced by the polymer in the aggregate and the

polymer-membrane interaction energy [86, 202]. The weak ternary aggregates, upon

interacting with bacterial cell membrane, might therefore drive faster dissociation

of polymers from the aggregate and consequent polymer insertion and membrane

disruption, due to polymer-lipid head groups interactions becoming favourable over

polymer-polymer interaction more easily, compared to the densely packed, stable

binary aggregates. Therefore, such weak aggregates can positively impact the lysing

action of synthetic antibacterial polymers on bacterial cell membranes. In Chapter 7,

we probe in detail the interactions of such ternary biomimetic polymers with model

bacterial membrane, to determine the role of polar HEMA groups in regulating the

behaviour of such polymers in membrane phase.
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Chapter 6

Role of anionic groups in the

conformational landscape of

biomimetic polymers in solution

6.1 Introduction

Antimicrobial polymers (AMPolys) have largely been designed as binary monomer

system consisting of two key components: hydrophobic and cationic functional

groups. The antimicrobial action and selectivity of such AMP-mimetic antimicro-

bial polymers is optimized by adjusting the ratio, identity and spatial arrangement

of these two functionalities. However, naturally occuring AMPs typically contain a

range of different functionalities in their design, with the design optimized evolution-

arily to ensure potent antimicrobial action and selectivity [16, 18, 102, 103]. Binary

AMPolys, by their very design, will generally fail to emulate such compositional

optimization, which suggests the inclusion of additional functional moeities in the

design of AMPolys [19, 104]. While naturally occurring AMPs generally display an

overall charge of around +2 to +9, many AMPs such as defensin, magainin, LL-37,
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contain anionic amino acids in their sequences [20, 105, 106]. For instance, human

cathelicidin AMP LL-37 contains 11 cationic amino acid residues (Lys and Arg) and

5 anionic amino acid residues (Asp and Glu), giving net positive charge of +6 [105].

A natural question then arises - What is the role played by each of the charged

moieties?

For AMPs interacting primarily with bacterial membranes which contain ample

number of anionic lipids, it is important to understand the specific functional or

structural role played by anionic residues, since such a design feature can potentially

be mimicked to design effective AMPolys. In this context, the role of salt bridge

formation in protein structure and function has long been explored- salt bridge

interactions between anionic and cationic amino acids contribute to the structural

stability of proteins and can play a significant role in determining the conformational

landscape [219, 220, 221]. In case of de novo design of short helical peptides [222],

it has been shown that the intra peptide salt bridges tend to stabilize the helical

conformation and similar implications of stability via salt bridges has also been

proposed for other cell-penetrating α-helical and β-sheet antimicrobial peptides [20,

106]. Interestingly, presence of salt bridges in AMPs such as α-defensin antimicrobial

peptides has been shown to induce increased structural flexibility, which enhance

peptide sensitivity to proteolysis, in addition to conferring stability [21].

In this chapter, we explore the structural effect of inclusion of negatively charged

monomers in biomimetic polymers, in particular, investigating the formation and

lifetime of salt bridges between pairs of oppositely charged groups and the effect

of such interactions on specific conformations of the polymer in solution phase,

using detailed atomistic molecular dynamics simulations. We show that salt bridge

formation is consistently exhibited, which act as transient cross-linkers to affect

the polymer conformation, leading to a dynamic switching between compact and

extended conformations. This chapter is adapted from work done in Ref. [110],
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which is a collaborative work with experimental group, in which experiments were

performed to study the functional roles of anionic groups on their antimicrobial and

hemolytic activities and the conformation of polymer chains in solution phase were

studied using atomistic molecular dynamics simulations.

6.2 Models and methods

O O

NH3
+H3C

O O

EMA PAMAAEMA

O O

COO

Figure 6.1: Chemical structure of EMA, AEMA and PAMA groups considered in
the model polymers.

6.2.1 System set up

Atomistic MD simulations with explicit water and ions were performed on ternary

biomimetic polymers, consisting of three monomer units - hydrophobic alkyl (EMA),

cationic ammonium (AEMA), and anionic carboxylate (PAMA) moieties (their

chemical structures are depicted in Fig. 6.1). We modelled two sequentially different

polymer models, both of which have the same proportion of the three monomer units

as each other. The two models are referred to as models P1 and P2. For both P1

and P2, we have degree of polymerization (DP) = 20. The number of monomers per

polymer chain is taken as follows: 8 for AEMA group, 8 for EMA group and 4 for
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Model
polymers

DP
Group proportion

(AEMA, EMA, PAMA)
Group Sequence

P1 20 +8,8,-4 A-E-A-A-P-E-A-E-P-E-A-A-E-E-P-E-A-P-E-A
P2 20 +8,8,-4 A-E-P-A-E-P-E-A-E-P-E-A-A-E-A-E-A-A-E-P

Table 6.1: Proportion and sequence of groups in the model polymers. Here,
A(AEMA), E(EMA) and P(PAMA) are the three monomer subunits forming the
polymer chain.

PAMA group. Thus, polymer has a net positive charge of +4, which lies in the range

as naturally occurring antimicrobial peptides. The proportions of hydrophobicity

and net positive charge have been chosen in accordance with minimum inhibitory

concentration (MIC) values deduced from experiments, which suggest the optimal-

ity of such composition of monomers in the polymer for its antimicrobial activity

[110]. Details of the chemical compositions and sequencing of the groups along the

backbone of models P1 and P2 are summarised in Table 6.1.

6.2.2 Simulation protocols

Each polymer model (P1 and P2) was inserted in aqueous phase modelled by TIP3P

water [198]. Since the net charge of a single polymer chain was +4, appropriate num-

ber of Na+ and Cl− ions were added to neutralise the system and maintain 150 mM

salt concentration in both cases. All simulations were performed with the NAMD

2.9 simulation package [175]. Each polymer system was first energy minimised for

1000 steps with the conjugate gradient method and simulations were then performed

with a 2 fs timestep in the NPT ensemble for 300 ns. Constant temperature was

maintained at 305 K with Langevin dynamics at a collision frequency of 5 ps−1 and a

pressure of 1 atm was maintained through Langevin piston [194, 195]. Electrostatic

interactions were calculated by Particle Mesh Ewald method [212] and the cut-off

for Lennard-Jones interactions was set to 12 Å, with smoothing starting from 10

Å. The parameter values for the polymers were adopted from the CHARMM force
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fields [213] and previous simulations [100, 101, 202]. Visual Molecular Dynamics

(VMD) with its embedded TCL scripting language was used for data visualisation

and analysis [180].

6.3 Results

6.3.1 Shape measure
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Figure 6.2: Time evolution of radius of gyration (Rg) and frequency distribution of
the Rg values for both the model polymers (P1: black and P2: blue). Representative
snapshots to illustrate the conformations of the polymers are also presented, with
arrows indicating the corresponding simulation time and Rg values. The constituent
functional groups of the polymers are illustrated as - hydrophobic (EMA, red);
cationic (AEMA, green); anionic (PAMA, magenta).

Model polymers (P1 and P2), due to the dissimilar sequencing of the constituent

functional groups (AEMA, EMA, PAMA) along the polymer backbone, show dis-

tinct variations of conformations and properties as a function of simulation time
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in solution phase. A measure of the shape and stability of a polymer is given by

its radius of gyration, Rg [216], defined as the root mean square distance of the

constituents of the polymers from its center of mass. We plot Rg of the two model

polymers (P1 and P2) as a function of simulation time in Fig. 6.2, with representative

snapshots of the polymers shown at intervals. The Rg values and the representative

snapshots show that both model P1 and P2 polymers dynamically switch between

relatively compact and extended conformations, with the model P1 polymer showing

a tendency to adopt a more extended conformation over the last 50 ns of simulation

time whereas model P2 polymer showing a tendency to adopt a compact, ring-like

structure in the last 50 ns of simulation time.

6.3.2 Electrostatic interaction strength
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Figure 6.3: Total electrostatic energy between the anionic PAMA groups and
cationic AEMA groups is plotted as a function of time, for (a) polymer model P1
and (b) polymer model P2.

Next, we examine the interaction between the oppositely charged carboxylate and
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ammonium groups. For this, we first compute the total electrostatic energy between

these two groups for both model polymers (P1 and P2), as shown in Fig. 6.3. Expect-

edly, the cationic (AEMA) and anionic (PAMA) groups show attractive interactions.

Model P1 polymer, with two cationic groups at its termini, shows interactions which

grow uniformly more attractive with time. The total attractive electrostatic energy

in this case registers a steep rise between 150 ns - 200 ns of simulation time, be-

fore stabilising in the last 50 ns of simulation time, with the polymer adopting an

extended conformation consistently, as deduced from the Rg values. On the other

hand, model P2 polymer, which has an anionic group at one end and a cationic

group at the other end, shows large fluctuations in the total electrostatic energy

as a function of simulation time. In this case, the interactions generally stay less

attractive but register steep increase in the attractive energy intermittently, before

uniformly growing more attractive over the last 50 ns of simulation time as the

polymer adopts a compact structure consistently.
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Figure 6.4: Time evolution of distance between the nitrogen atom of NH+
3 in AEMA

group and the two carboxyl oxygen atoms of COO− in PAMA group is plotted to
investigate the lifetime and stability of salt bridge formation between sequentially
neighbouring cationic and anionic groups along the polymer backbone for polymer
models P1 and P2. (a) For model P1, time evolution of distance between N20-C18,
N13-C15, N4-C6 and N8-C10 is presented. (b) For model P2, time evolution of
distance between N1-C3, N18-C20, N8-C10 and N4-C6 is presented. Bottom: we
mention the sequencing of the various functional groups along the polymer backbone
for polymer model P1 and P2, with N denoting cationic ammonium, E denoting
hydrophobic and C denoting anionic carboxylate moieties. In all figures, black
dotted line indicates the distance of 4Å.
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6.3.3 Salt bridge formation and lifetime

To further probe the significance of the presence of the anionic groups, we inves-

tigated salt bridge formation between the pair of oppositely charged groups: the

anionic carboxylate (PAMA) and the cationic ammonium (AEMA) moeities. Salt

bridge formation is deduced for a pair of oppositely charged side chain groups if the

distance between the nitrogen atom of (NH+
3 ) and the two carboxyl oxygen atoms of

(COO−) is less than 4.0 Å [223]. A natural question in this context is to investigate

the formation and stability of salt bridges between sequentially neighbouring groups

and between groups that lie farther from each other along the polymer backbone.

We first deduce that salt bridges are more commonly formed between sequentially

neighbouring groups along the polymer backbone, though it is notable that not all

neighbouring oppositely charged groups form salt bridge. In Fig. 6.4, we show the

time evolution of the salt bridges formed between the cationic and anionic groups,

for both the model polymers (P1 and P2), for some neighbouring groups. We note

that salt bridge formation between neighbouring groups shows good stability, par-

ticularly in last 50 ns of simulation time, in case of the polymer P1 as compared

to the case of polymer P2. This is indicative of the tendency of the P1 polymer

to adopt an extended conformation, as compared to the P2 polymer which shows a

tendency to adopt a compact conformation in the last 50 ns of simulation time. This

is further reiterated when we probe the formation of salt bridges between groups

that lie away from each other along the polymer backbone, as depicted in Fig. 6.5.

In this case, the salt bridges formed are not as stable as the case of the salt bridges

formed between neighbouring groups. However, we note that in case of the P1 model

polymer, the salt bridges are formed for groups that lie relatively close to each other

and are formed in a limited interval of simulation time before disintegrating. In

contrast, in the P2 model polymer case, the salt bridges are formed between groups

that lie near the termini of the polymer and these salt bridges undergo a cycle of
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Figure 6.5: Time evolution of distance between the nitrogen atom of NH+
3 in AEMA

group and the two carboxyl oxygen atoms of COO− in PAMA group is plotted to
investigate the lifetime and stability of salt bridge formation between cationic and
anionic groups placed far away from each other along the polymer backbone, for
polymer models P1 and P2. For model P1, time evolution of distance between N20-
C10 and N8-C15 is presented. For model P2, time evolution of distance between
N17-C3 and N1-C20 is presented. Representative snapshots of the polymers are
shown with arrows pointing to the corresponding distance between nitrogen (shown
as green ball) and oxygen atoms (shown as magenta balls) and simulation time.
Note that the sequencing scheme of the functional groups along polymer backbone
for both the model polymers is shown in Fig. 6.4. In all figures, the black dotted
line indicates the distance of 4Å.

formation and disintegration. Indeed, the groups N1 and C20, which lie at the ends

of the polymer chain, form salt bridge (Fig. 6.5(d)) that undergoes a periodic cycle

of formation and breaking, with concomitant adoption of a very characteristic ring-

like compact conformation. It is notable that while both the polymers persistently

switch between extended and relatively compact conformations, this characteristic

ring-like conformation is specific to the P2 model polymer, highlighting the influ-

ence of the formation of salt bridge between the terminal groups in underpinning

the adoption such ring-like conformations. Further, we also note that the salt bridge
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black dotted line indicates the distance of 4Å.

formed between N17-C3 shows a measure of stability in the last 30 ns of simulation

time for the P2 model polymer, which also abets the tendency of the polymer to

adopt a relatively stable compact conformation. This supports our conclusion on

the effect of the salt bridge between distant lying oppositely charged groups on the

ring-like conformation.

Next, we ask the question- Do the same pair of oppositely charged functional groups

tend to form salt bridges between themselves or are they shuffled with other charged

groups along the polymer backbone? To probe this, we consider carboxylic group

C10, belonging to polymer model P2, as representative case. It is located in the cen-

ter of the polymer chain, allowing it to plausibly interact with all cationic groups in

the polymer chain. We then find that C10 forms salt bridges consistently with neigh-

boring cationic groups N8 and N13, and with sequentially distant N4 and N18 for

small pockets of time. This suggests that each salt bridge is intermittently formed,

157



50 100 150 200 250 300

Time (ns)

6

2

10

14

Di
st

an
ce

 (Å
)

Di
st

an
ce

 (Å
)

P1

P2

(a)

(b)
 2

 4

 6

 8

 10

 12

 14

 16

 18

 20

 0  50  100  150  200  250  300

18

 2

 4

 6

 8

 10

 12

 14

 16

 18

 20

 0  50  100  150  200  250  300

6

2

10

14

18
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atoms for several pairs of AEMA and PAMA groups is depicted together for (a)
model P1, and (b) model P2. The black dotted line indicates the distance of 4Å.

and the pairs are consistently changed, resulting in an effect of transient crosslinking

of the polymer chain effected by the salt bridges (Fig. 6.6). The favourable formation

of salt bridge between the neighbouring groups is reasonable because they are spa-

tially close, and thus their formation does not require large changes in the polymer

conformation. However, C10 also forms salt bridge with sequentially distant N4 and

N18, likely due to the compact polymer conformation, which brings these groups

close enough to C10. Alternatively, the salt bridge-mediated crosslinking of polymer

chains also contributed to the formation of the compact polymer conformation.

Finally, we plot the distance between various possible ion-pairs for the two model

polymers (P1 and P2), as shown in Fig. 6.7. We can then conclusively infer that salt

bridge formation is consistently exhibited for both the model polymers, particularly

after around 100 ns of simulation time. Further, it is interesting to note that multiple

salt bridges can be formed simultaneously along the polymer chain, as shown in the

representative snapshots of the polymer conformation in Fig. 6.8, which indicates

that the polymer chain is crosslinked by multiple transient bridges, similar to natural
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peptides and proteins [224]. Taken all together, our results show that salt bridges

act as transient cross-linkers, which controls dynamics of compact and extended

polymer conformations. However, the salt bridges do not exert the polymers to

adopt specific conformations.

6.4 Discussion

In this chapter, we investigated the role of inclusion of negatively charged monomers

in the biomimetic polymers, in formation of salt bridges with the positively charged

monomers and conferring specific conformations to the polymers. Our analysis of

the simulation data, including of the shape parameter values and electrostatic in-

teractions between the anionic carboxylate and cationic ammonium groups, show

that the model polymers dynamically switch between compacted and extended con-

formations, with the sequence of the functional groups along the polymer backbone
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playing a role in influencing the conformational dynamics and indicating the for-

mation of salt bridges between pairs of cationic and anionic groups, which is also

borne out by pH titration experiments [110]. To understand the formation and sta-

bility of salt bridges, we analysed the distance between various possible ion-pairs

for model polymers considered. We established that salt bridge formation is con-

sistently exhibited, particularly after around 100 ns of simulation time. Indeed,

our analysis shows that multiple salt bridges can also be formed at the same time,

similar to natural peptides and proteins [224]. Our simulations thus provides direct

evidence of the formation of salt bridges between various pairs of oppositely charged

functional groups in the polymer. We established that the possible role of the salt

bridge is to provide transient cross-linking of polymer chains, which can eventually

control the dynamics of compact and extended polymer conformations. However, it

is notable that the salt bridge do not facilitate adoption or stabilization of a specific

conformation throughout simulation time scale. This in particular suggests that salt

bridges do not directly determine the antimicrobial activity and selectivity of the

AM polymers, through their structural roles. This is in agreement with the assay

results which suggest that there was no distinctive effect of the anionic groups on

the antimicrobial and hemolytic activities of the polymers [110].

Our results are in broad agreement with previous study which also indicated that salt

bridge formation in α-defensins does not directly control the antimicrobial activity

[21]. However, it has been demonstrated that such salt bridge formation in α-

defensin facilitate the formation of correct disulfide pairs in the peptide, which

are essential for the folding to the active peptide conformation [225]. Therefore,

this suggests that salt bridge in polymer chains also likely work as a provisional

“adhesive” which enable the polymer chains to adopt compact conformations but

without locking, thus bringing all the constituent groups closer which can catalyse

the interactions between the designed specific groups for covalent bond formation.
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In this chapter, we investigated the conformations of single polymer chains in so-

lution phase. However, it is possible to design and explore the role of the anionic

groups of polymers in enhancing the interactions between polymer chains and the

formation of polymer assembly for potent antimicrobial activity. For instance, it

has been reported that the presence of anionic residues can promote oligomerization

between antimicrobial peptides PGLa and magainin 2 on bacterial cell membranes

[226], which leads to synergistic effects in their antimicrobial activity. Such explo-

rations for antimicrobial polymers will be carried out in a future work.
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Chapter 7

Role of polar groups in interaction

of antimicrobial polymers with

model bacterial membrane

7.1 Introduction

Molecular dynamics simulations have been used extensively to understand the in-

teractions of methacrylate polymers and model cell membranes. Most of the pre-

vious simulation studies have focussed on binary methacrylate polymers consist-

ing of cationic and hydrophobic side chains distributed along the polymer back-

bone [100, 101, 202, 227]. For instance, in an early simulation study of designed

biomemetic polymers based on methacrylate moieties, it has been shown that de-

sign parameters such as polymer length, sequence (arrangement of different groups

along the polymer backbone) and composition (ratio of hydrophobic to cationic

units) can play crucial role in the AM polymers attaining configurations in aque-

ous solution and their interactions with equilibrated dioleoyl phosphatidylcholine

(DOPC) bilayer patch [100]. More recent MD simulation studies have also investi-
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gated the interaction of multiple methacrylate binary polymers with model bacterial

membrane and their impact on bilayer properties [202, 227]. These polymers form

an aggregate, micellar-like structure in solution phase, which upon reaching the

membrane-water interface bind to the bacterial membrane surface. After insertion,

the polymers dissociate from the aggregate and disperse into the bilayer, acquir-

ing facially amphiphilic conformations with spatial segregation of groups, with the

hydrophobic groups preferring deeper membrane core and the cationic ammonium

groups staying closer to the lipid head groups.

The studies involving biomimetic methacrylate binary polymers capture some of the

essential features, including the antimicrobial activity of the AMPs. However, as

discussed, it is not easy to satisfactorily optimize this simple design for both antimi-

crobial activity and desired selectivity, necessitating the design of AMPolys which go

beyond the traditional binary composition and include a variety of functional groups.

Indeed, recent experimental studies have studied ternary biomimetic polymers and

have studied their antimicrobial and hemolytic activity [23, 209, 210]. In Chapter 5,

we studied the aggregation dynamics of ternary biomimetic methacrylate polymers,

composed of hydrophobic, cationic and neutral polar groups, where we showed the

effect of the inclusion polar groups in inducing conformational fluctuations and in

weakening the polymer aggregate. It is notable that “weak aggregation” can be

of crucial importance in the bactericidal activity of such polymers, since polymer

chains can more easily dissociate from the aggregates, facilitating insertion and dis-

ruption of the cytoplasmic membrane to cause cell death [86, 202, 204]. Thus, a

natural question is to examine the interaction of ternary polymers with bacterial

membrane, since an effective antibacterial action of such polymers, combined with

their propensity for forming weak aggregates and their low hemolytic activity [23],

can result in design of potent antimicrobial agents.

In this chapter, we study the interaction of ternary polymers, composed of charged
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cationic, hydrophobic and neutral polar groups, with model bacterial membrane us-

ing detailed atomistic molecular dynamics simulations and compare it with the ac-

tion of binary polymers, composed only of charged cationic and hydrophobic groups,

on model bacterial membrane. We also investigate the role played by sequence of

polar groups in influencing the interaction of such polymers on the bacterial mem-

brane, by considering polymer models having block as well as random arrangements

of these groups along their backbones. Our simulation data shows that random

ternary polymers can penetrate deep into the membrane interior, with even a single

polymer having a pronounced affect on the structure of the membrane. To under-

stand the effect of polymer binding on membrane configuration, we examine lipid

reorganization in the vicinity of the model polymers in membrane phase and observe

the strong affinity of the ternary polymer for POPG lipids, resulting in substan-

tial lipid reorganization in polymer neighbourhood in this case. Membrane mode

of insertion were also observed to be significantly different for binary and ternary

polymers. Traditional binary polymer exhibits acquired amphiphilic conformation

upon membrane insertion, with cationic ammonium groups localizing close to the

interfacial lipid head groups and the hydrophobic moieties buried deeper within the

hydrophobic tails of the bilayer. On the other hand, we show that a clear segregation

of groups is absent in random ternary polymer case, as had been surmised in previ-

ous experimental work [23], with the polymer in this case assuming a more folded

conformation, staying aligned in the direction of the membrane normal. Finally,

we study interactions of aggregates of binary and ternary polymers with bacterial

membrane, showing that the weaker ternary aggregate undergoes fairly rapid parti-

tioning and subsequent membrane insertion while polymer partitioning is robustly

obstructed in case of the strong binary aggregates.
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7.2 Models and methods

7.2.1 System set up

We performed atomistic MD simulations with explicit water and ions on binary as

well as ternary biomimetic polymers and studied their interactions with model bacte-

rial membrane. Ternary methacrylate random polymers (referred to as “model T”),

consisting of cationic ammonium (amino-ethyl methacrylate: AEMA), hydropho-

bic alkyl (ethyl methacrylate: EMA) and polar hydroxyl (hydroxyl methacrylate:

HEMA) groups as shown in Fig. 5.1, are modelled with degree of polymerization

(DP) = 19 [23]. The constituent functional groups are taken in the same pro-

portion as that considered for ternary polymers in Chapter 5 (6 AEMA groups, 8

EMA groups and 5 HEMA groups). We also consider a second ternary polymer

model (referred to as “model Tb”), which has the same proportion of groups, but

is sequentially different from model T polymer. In this case, the AEMA groups

and EMA groups are arranged randomly but the HEMA groups are arranged in

a block sequence at one end of the polymer backbone. Further, to highlight the

role of inclusion of neutral polar functional groups, we also perform control simu-

lations without them, involving only binary compositions of cationic (AEMA) and

hydrophobic (EMA) monomer units in random configuration and with same degree

of polymerization as ternary polymers. The proportion of the constituent functional

groups is the same as “model B” polymer in Chapter 5 (6 AEMA groups and 13

EMA groups). The proportion and sequence of the groups along the three model

polymers is summarised in Table 7.1.

For bacterial membrane, the starting configuration was taken from a pre-equilibrated

membrane patch consisting of 38 POPG and 90 POPE lipid molecules per leaflet, as

described in Chapter 4. This is in similar ratio (3:7 POPG to POPE) as the inner

membrane of the Gram negative bacteria E.coli [22].
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Model
polymers

DP
Group proportion

(AEMA, HEMA, EMA)
Group Sequence

Ternary (T) 19 +6, 5, 8 E-H-A-E-H-A-H-E-A-E-E-A-E-H-H-A-E-E-A
Ternary (Tb) 19 +6, 5, 8 E-A-A-E-E-A-E-E-A-E-E-A-E-A-H-H-H-H-H
Binary (B) 19 +6, 0, 13 E-E-A-E-E-A-E-E-A-E-E-A-E-E-E-A-E-E-A

Table 7.1: Proportion and sequence of AEMA (A), HEMA (H) and EMA (E)
monomers in the polymer models (T,Tb and B). In all the model polymers, degree
of polymerization (DP) = 19 and the number of cationic side chain groups are fixed
to be 6 per polymer. Model T and Tb are compositionally same, but differ in
sequence of the three groups along the polymer backbone

7.2.2 Simulation protocols

Single polymers were simulated in a box (≈ 50 Å × 50 Å × 50 Å) of TIP3P [198]

water model before placing them near the membrane environment. Since the total

charge of a single polymer in each of the system was +6e, an appropriate amount of

NaCl salt was added to neutralize the systems and maintain 150 mM salt concen-

tration to mimic physiological conditions in each case. The total number of atoms

in this simulation system was ∼ 10500. All simulations were performed with the

NAMD simulation package [175]. Each polymer system was first energy minimized

for 1000 steps with the conjugate gradient method and simulations were then per-

formed with 2 fs timestep in the NPT (T = 305 K and P = 1 atm) ensemble for 200

ns.

Single polymer-membrane systems

To construct the membrane-polymer system, a randomly chosen equilibrium con-

figuration, from above solvent simulations, of each of the single model polymer

(models T, B and Tb) was randomly placed in the vicinity of one of the bilayer

(referred to as upper leaflet) along the membrane normal in the TIP3P water phase

and required number of counterions of Na+ and Cl− were added to neutralize the

system and maintain 150 mM salt concentration. These three different polymer-
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membrane ensembles (consisting of membrane and polymer models T, B and Tb,

respectively) were simulated with periodic boundary conditions in the isothermal

- isobaric (NPT) ensemble. The latest CHARMM force fields CHARMM 36 were

used for lipid molecules [184]. The parameter values for the polymers were adopted

from the CHARMM force field [213] and previous simulations [100, 101, 202]. The

total number of atoms for the polymer-membrane systems simulated was ∼ 71000.

Constant temperature was maintained at 310 K, which is above the main-phase tran-

sition temperature of both POPE and POPG lipid molecules [228] and a pressure

of 1 atm was maintained through Langevin piston [194, 195]. Electrostatic inter-

actions were calculated by the Particle Mesh Ewald method [212] and the cut-off

for Lennard-Jones interactions interactions was set to 12 Å, with smoothing start-

ing from 10 Å. The polymer-membrane systems were first energy minimized using

conjugate gradient method and simulations were conducted with a 2 fs timestep.

Polymer in each case was initially subjected to harmonic restraint which was gradu-

ally reduced to zero over 2 ns. Systems with binary model B-membrane and ternary

model Tb-membrane were simulated for 700 ns, whereas the random ternary model

T-membrane system was simulated for 900 ns. Simulation details for the single

polymer-membrane systems are summarised in Table 7.2.

Polymer aggregate-membrane systems

To study membrane interactions of polymer aggregates, multiple binary and ternary

polymers were dispersed in a box of TIP3P water and sufficient counterions to

maintain 150 mM salt concentration. This system was simulated for 150 ns in NPT

conditions, from which we then extracted the largest formed stable aggregates of

binary and ternary polymers. Both these aggregates consisted of four polymers, four

binary polymers (denoted B1, B2, B3, B4) in case of the binary aggregate and four

ternary polymers (denoted T1, T2, T3, T4), in case of the ternary aggregate. These
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Model Time(ns)
Single polymer in TIP3P water,

NPT emsemble (T = 305 K, P = 1 atm)
1. Model B 200 ns
2. Model T 200 ns
3. Model Tb 200 ns

Interaction of single polymer with model membrane,
NPT ensemble (T = 310 K, P = 1 atm)

1. Model B 700 ns
2. Model T 900 ns
3. Model Tb 700 ns

Interaction of aggregate with model membrane,
NPT ensemble (T = 310 K, P = 1 atm)

1. Model B aggregate 350 ns
2. Model T aggregate 300 ns

Table 7.2: Simulation times in each case for the single polymer-water solution,
single polymer-membrane and polymer aggregate-membrane systems. The number
of POPG and POPE lipids per leaflet are 38 and 90 respectively.

aggregates of binary and ternary random polymers were then randomly placed in the

vicinity of the upper leaflet and simulated for atleast 300 ns in NPT ensemble. The

total number of atoms for the aggregate-membrane simulations was ∼ 80000. All

the parameters and conditions for the aggregate-membrane systems were kept the

same as the single polymer-membrane systems. Simulation details for the polymer

aggregate-membrane systems are summarised in Table 7.2.

For analysis and visualization, the VMD package [180] analysis tools was used. All

the analysis for the membrane-polymer systems is performed using plugins and TCL

scripting language embedded with VMD.

7.3 Results

Both binary and ternary polymers, owing to the presence of amino groups which are

cationic in nature, get attracted towards PG lipid groups of the bacterial membrane
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through electrostatic interactions [73]. In our case, for all three polymer - membrane

systems that were simulated, single polymer placed in water quickly approached

the membrane patch within a few nanoseconds and localized close to the nearest

membrane leaflet (referred to as the upper leaflet). However, after contact with

the leaflet, significant differences were observed in the conformation of the three

polymers, which we delineate in this section. Our objective is to study the role

of the presence of the HEMA groups and their arrangement along the polymer

backbone in governing the polymer-membrane interaction.

In Fig. 7.1, the time evolution snapshots of the polymer - membrane systems is

depicted over the entire simulation timescale. It is clear that different bacterial

membrane-polymer models display remarkably different interaction mechanisms.

For the polymer with no HEMA group (model B with AEMA and EMA groups

randomly distributed, mimicking random binary polymer), the presence of charged

cationic groups ensure that it rapidly comes into contact with the membrane surface

and subsequently, penetrates completely into the membrane core around timescale

∼ 150 ns, due to the abundance of hydrophobic groups in the polymer. Visual

inspection reveals that the polymer backbone becomes parallel to the membrane

surface upon penetration, with the hydrophobic groups projected towards the mem-

brane core and the cationic ammonium groups projected towards the water - mem-

brane interface (Fig. 7.1(A)).

For the random ternary polymer with HEMA group (model T with AEMA, EMA

and HEMA groups forming random ternary polymer), again the presence of cationic

groups ensure that the polymer comes into contact with the membrane surface

within first few nanoseconds, however in this case complete penetration of the poly-

mer into the membrane interior is hampered. This is likely due to the presence

of HEMA groups, since in this case the overall hydrophobicity of the polymer is

low. Nonetheless, the trajectories show in this case, the polymer gradually enters

169



t = 0 ns
A)  POPE-POPG Model B

t = 50 ns t = 150 ns

t = 250 nst = 500 nst = 700 ns

t = 0 ns
B)  POPE-POPG Model T
t = 100 ns t = 250 ns

t = 350 nst = 700 nst = 900 ns

t = 0 ns t = 50 ns

t = 350 nst = 500 ns

t = 250 ns

t = 700 ns

C)  POPE-POPG Model Tb

Figure 7.1: Representative snapshots of (A) model B, (B) model T and (C) model
Tb, interacting with the bacterial bilayer. The POPE lipids are coloured orange and
POPG lipids are shown in ice-blue colour; the lipid head groups are oxygen (ma-
genta), nitrogen (cyan) and Phosphate (black). The cationic, hydrophobic and polar
groups of the model polymers are shown in green, red and blue colour respectively.
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inside the membrane, with a significant segment of the polymer having penetrated

the membrane interior at ∼ 250 ns, staying perpendicular to the membrane surface

(Fig. 7.1(B)). At around ∼ 350 ns, the polymer bends from the other end and even-

tually, penetrates the membrane from both of its ends, gripping the membrane akin

to a holdfast. Subsequently, the polymer assumes an even more folded conformation

in the membrane interior (Fig. 7.1(B)), with the EMA groups near both the inserted

ends of the polymer coming in contact with each other, while projecting towards

the membrane core.

To gain insight into the role played by sequence of polar functional groups in inter-

actions with bacterial membrane, we also performed simulations involving ternary

polymer model Tb, having random arrangements of EMA and AEMA groups, and

a block of HEMA groups clustered at one end (Table 7.1). Expectedly, the presence

of cationic groups ensures that the polymer comes into contact with the membrane

surface, which then penetrates into the membrane interior. Interestingly, the block

HEMA segment of the polymer consistently remains above the water-leaflet inter-

face (Fig. 7.1(C)), clearly due to favourable polar interactions with water. On the

other hand, the hydrophobic groups and the ammonium groups penetrate into the

membrane, assuming a segregated conformation very much like the model B poly-

mer, with the hydrophobic groups projecting towards the membrane core and the

ammonium groups projecting towards the water-membrane interface. Our aim now

is: (a) to quantify the strength of the polymer-membrane interactions for the ternary

polymer models and compare it to the binary model, (b) to study the polymer con-

formation and its evolution in membrane environment and to compare it to their

conformation in solution phase and (c) to assess the effect, if any, that the polymer

has on the structural properties of the membrane, particularly in the ternary case.
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Figure 7.2: Density profiles of various components of lipid-polymer systems, (A)
POPE-POPG model B, (B) POPE-POPG model T and (C) POPE-POPG model
Tb, averaged over last 50 ns of MD simulations. The green line represents the poly-
mer cationic group, red colour represents the polymer hydrophobic group and the
blue colour marks the polymer polar group. The density profile of phosphate atoms,
hydroxyl groups of POPG lipids are shown in black and magenta, respectively.

7.3.1 Polymer insertion modes in membrane phase

In this section, we probe in detail the polymer conformation and its evolution, as

it interacts with the membrane. For this, we first map the spatial distribution of

the various constituent moeities of the polymer models by computing their density

profiles along the membrane normal. The z-density profiles averaged over last 50

ns for the three model polymer-membrane systems are shown in Fig. 7.2. We note

that model B polymer is inserted into the bacterial membrane with well separated

and least overlapping average peaks between AEMA and EMA groups, indicating

the spatial segregation of the two groups. The cationic and hydrophobic groups are

on opposite sides of the polymer backbone and have thus acquired amphiphilicity,

confirming our visual inspection of Fig. 7.1(A). Indeed, previous simulation studies

have demonstrated that binary AM polymers can adopt facial amphiphilicity upon

172



0

10

20

30

40

50

60

0 100 200 300 400 500 600 700

A)

Model B

Time (ns)

z-
d
is

ta
n
ce

(Å
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Figure 7.3: Time evolution of center of mass (z-component) of the hydrophobic
EMA, cationic AEMA and polar HEMA groups that are lowermost with respect to
the bilayer, at the end of simulation time. Note that for model T polymer, we plot
the center of mass of two HEMA groups, denoted HEMA1 and HEMA2, placed at
the two ends of the polymer. The HEMA2 group is placed at the end of the polymer
which inserted into membrane at around t ∼ 350 ns.

interacting with cell membranes, even though the polymers may themselves lack

a secondary structural conformation [99, 101, 202, 229]. We also note that the

cationic groups align well with the phosphate head groups of the lipids and the

hydroxyl group of POPG lipid, highlighting their preference for interactions with

the charged head groups of the bilayer. The average position of the hydrophobic

groups clearly indicate insertion well into the membrane core in this case.

For the model T polymer however, the presence of hydroxyl side chain groups in

a random configuration obstruct a clear division of the groups and more overlap

between the peaks corresponding AEMA, EMA and HEMA groups is observed in

the z-density profile as shown in Fig. 7.2(B). On the other hand, the z-density plot

for model Tb-membrane system show a much lower overlap between AEMA and

EMA groups remarkably similar to model B case, while the HEMA moeities remain

outside the membrane interior. Thus, block arrangement of the HEMA groups
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Figure 7.4: Evolution of center of mass (z-component) of hydrophobic, cationic and
neutral polar groups for the three polymers - model B (A, B), model T (C, D, E)
and model Tb (F, G ,H). Brown lines denote the bilayer phosphate atoms.

clearly facilitates spatial segregation of groups, with the EMA groups preferring the

membrane interior, the AEMA groups staying closer to the lipid head groups and

the polar HEMA groups preferring aqueous phase. The plots in Fig. 7.2 also show

the depth at which the polymers are anchored within the membrane leaflet. Density

data shows peak position of cationic AEMA group is deeper for model B and model

Tb polymers as compared to the model T case, although further comparing the two

ternary models reveals that the three groups (EMA, AEMA, HEMA) of the model

T polymer have more average contacts inside the membrane, compared to model Tb

polymer, since block HEMA moeities remain localized outside the membrane.

To characterize the onset of the facial amphiphilicity and the placement of the

polymer groups with respect to lipid head groups along the membrane normal, we

monitor the time evolution of the center of mass of the lowermost groups of the

AEMA and EMA groups of models B, T and Tb polymer and HEMA group of
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models T and Tb polymer, with respect to the bilayer in Fig. 7.3 (note that for the

model T polymer, the two lowermost HEMA residues associated to the two ends

of the polymer are plotted). We also compute the evolution of the center of mass

of all the groups in the three model polymers with respect to the membrane lipid

phosphate head groups in Fig. 7.4. We observe that in all the three cases, polymer

placed in water phase quickly approached the membrane-water interface. This is

due to the presence of similar proportions of cationic AEMA groups in all the three

polymer models, which get attracted towards the anionic head groups of POPG

lipids. Interestingly, the hydrophobic side chain and the cationic groups undergo a

clear flip just upon entering the upper leaflet surface. This is in good agreement

with the flipping observed in previous work [202]. The time evolution of the center

of mass well displays the adopted amphiphilic conformation for model B polymer,

this facial amphiphilicity being initiated once the polymer inserts into the membrane

interior and persisting throughout the simulation time after this.

However, as noted above, a clear segregation of groups is absent for the model

T polymer. The positional inclination of the HEMA groups is understood by ex-

amining the evolution of the center of mass for groups in the model Tb polymer,

where these remain outside the membrane interior throughout the simulation time

scale, showing a preference for interactions with water. Again, the evolution of the

cationic and the hydrophobic groups in this case are very similar to the case of the

model B polymer, with a flipping of the EMA and AEMA groups just upon mem-

brane insertion following which the EMA groups consistently stay below the AEMA

groups. However, model Tb moeities maintain a shallower depth in the membrane

as compared to the model B case, likely influenced by the attractive electrostatic

interactions between the HEMA and AEMA groups, as also outlined in our previous

simulation study of aggregation dynamics of ternary polymers in Chapter 5. This

indicates that while the cationic and hydrophobic subunits of the model Tb poly-

mer mimic the cationic amphiphilicity of naturally occurring AMPs (Fig. 7.2(C)),
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Figure 7.5: (A) Van der Waals and (B) electrostatic energy between the HEMA
groups and the bacterial membrane for ternary polymer model T and ternary poly-
mer model Tb. The van der waals energy is clearly more attractive for polymer
model T, where HEMA groups are randomly distributed along the polymer back-
bone, while in model Tb, the block HEMA groups seem to collectively prefer not to
penetrate the bacterial membrane surface and favour water environment.

the hydrophilic HEMA block acts as an inhibitor of the antimicrobial action of the

polymer by blocking a deeper insertion of polymer into the membrane. To further

confirm this, we specifically consider the non-bonded interactions between HEMA

groups of the polymers and the bacterial membrane in Fig. 7.5(A) and Fig. 7.5(B).

We observe that in the model T case, the HEMA group shows higher van der Waals

attraction with the bacterial membrane compared to model Tb (block HEMA in

ternary polymer). Even the electrostatic interaction is consistently more attractive

in the model T case. From this we can conclude that polymer-membrane interaction

is more robust in case of the random ternary polymer, with a block arrangement of

polar HEMA groups clearly limiting effective interaction of the model Tb polymer

with the bacterial membrane.

We next plot the radial density distributions g(r), for the cationic ammonium groups

and the hydroxyl groups of the polymers around the lipid head groups in Fig. 7.6.
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Figure 7.6: The radial density distribution functions for ammonium and hydroxyl
groups of polymer models around the head groups of POPE and POPG lipids.
Strong propensity of the cationic groups of the polymers to be around the negative
head groups of POPG lipids is shown. Also, HEMA groups of the random ternary
polymer prefer interactions with lipid head groups due to their polar nature.

Expectedly, this data depicts the strong propensity of the cationic groups (AEMA)

of all the three polymer models to bind to overall negatively charged lipid head

groups POPG. We further observe in Fig. 7.6(B) and Fig. 7.6(C), that the peak of

the primary HEMA groups at ∼ 3Å of the lipid head groups show a much higher

likelihood for the random ternary polymer model T compared to the model polymer

Tb, which has HEMA groups placed in a block at the end of the polymer chain.

This suggests that a block arrangement of the HEMA groups leads to their favoring

interactions with water completely, while with a random arrangement of the HEMA

groups, these groups show ample interactions with the membrane. In summary,

we can then conclude that the lack of a clear segregation of groups in case of the

random ternary polymer is underpinned by two competitive effects involving the

HEMA groups, as demonstrated by the energy analysis and the radial density dis-

tribution data - preferable interactions with water, which constrain insertion into

membrane and attractive interactions of HEMA group with membrane lipids. A
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block arrangement of the HEMA groups, as in case of model Tb polymer, mitigates

this effect by completely favouring interactions with water and thus remaining at

and above the membrane-water interface.

7.3.2 Morphological changes of the polymers in solution and

membrane environment
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(Å

)
R

g
(Å
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Figure 7.7: (A) Distribution of radius of gyration (Rg), with data sampled over the
entire trajectory, for models B and T is shown in solution phase. (B) Time evolution
of Rg is shown for both the polymers in solution phase. (C) Distribution of radius of
gyration (Rg) for models B and T is shown in membrane phase. (D) Time evolution
of Rg is shown for both the polymers in membrane phase.

In this section, we compare the stability and dimensions of the random polymers

(models B and T) in solution phase and in lipid phase. The distribution and time

evolution of the radius of gyration (Rg) values for models B and T polymers are

shown in Fig. 7.7. We observe that theRg values for binary polymer in solution phase

are lower than the ternary polymer (Fig. 7.7(A)), due to the formation of micelle like

structure with a hydrophobic (EMA) core enclosed by cationic (AEMA) groups, as

shown in the representative snapshot of binary polymer in solution phase at the end

of 200 ns (Fig. 7.8(B) (right)). On the other hand, for ternary polymer, the inclusion
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Figure 7.8: Snapshots of initial (left) and final (right) conformations of polymer
model B, (A) in solution and (B) in bacterial membrane environment. Snapshots of
initial (left) and final (right) conformations of polymer model T, (C) in solution and
(D) in bacterial membrane environment. Cationic, hydrophobic and neutral polar
groups are coloured green, red and blue, respectively.

of polar HEMA groups inhibit the formation of a well-packed compact conformation

(Fig. 7.8(C) (right)). The initial conformations for binary and ternary random

polymers in solution phase are shown in Fig. 7.8(A) (left) and Fig. 7.8(C) (left)

respectively. In the membrane phase, the polymer conformations differ significantly

with respect to their conformations in solution phase. The random polymer model B

shows higher Rg values with little variance around the peak (Fig. 7.7(C)), indicating

a stable, almost linear conformation, which is parallel to the membrane surface. In

fact, this conformation is due to the acquired amphiphilicity of the polymer in the
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membrane environment with cationic AEMA groups pointing towards the anionic

PG head groups of the lipid bilayer, segregated from hydrophobic EMA groups that

is projected towards the hydrophobic lipid tails (as discussed in section 7.3.1). This

can be observed in Fig. 7.8(B) (right) in the x-z plane, with z being the direction of

membrane normal.

In case of the Model T polymer however, we observe that there are two peaks in

values of Rg (Fig. 7.7(C)) and the time evolution depicts that the Rg values initially

stayed quite similar to the values of the model B polymer before undergoing a

significant fall at ∼ 350 ns and then continuing a downward trend. This is due to

its initial extended conformation, having penetrated the membrane from one end

while staying perpendicular to the membrane surface, before the polymer folds itself

to enter the membrane with its other end at ∼ 350 ns and gradually assuming

increasingly folded conformations (Fig. 7.1(C)).
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7.3.3 Lipid reorganization in presence of polymer

Next, we explore the chemical composition of the immediate environment surround-

ing the model polymers. For this, we perform fractional contact analysis. Specifi-

cally, we calculate the fraction of water atoms, POPE and POPG lipid atoms as well

as polymer atoms in the vicinity of the model polymers. The time series data of the

fraction of water and lipids within cutoff of 7 Å around EMA and AEMA groups

of the model polymer, is plotted in Fig. 7.9. Ions are not considered, since they

form a very small fraction of the total atoms in the system. Fig. 7.9 highlights the

evolution of the POPE and POPG lipid species around the groups of the polymer,

as the random model polymers (models - B and T) bind and insert into the mem-

brane leaflet. The polymers initiate their journey surrounded by water but within a

few nanoseconds, water contacts start being replaced by contacts with lipids species.

The data plotted for time evolution of fractional contact of EMA and AEMA groups

with the bacterial lipid head groups shows that at ∼ 150 ns, stable bound state of
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Figure 7.11: Snapshot of model T polymer inserted into the bacterial membrane
at the end of 900 ns. The lipid molecules within 5 Å of the polymer are shown
in vdW representation, rest of the lipids are in line representaion. POPE, POPG
and polymer model T are coloured orange, iceblue and red respectively. POPG
seemingly displays higher local concentration around the ternary polymer.

the binary Model B polymer with the bilayer is attained, which then facilitates

deeper insertion polymer into the bilayer (Fig. 7.9(A)). Expectedly, water atoms

have lowest contacts with the hydrophobic EMA groups. As the polymer is inserted

progressively deeper into the leaflet, increasing number of contacts with POPG and

POPE lipids are formed. Overall, contacts with POPE lipids dominate contacts

with POPG lipids for both EMA and AEMA groups in this case, which is along

expected lines since there are a higher proportion of POPE lipids in the membrane.

However, for the model T polymer, the situation is strikingly different. One end of

the ternary polymer makes quick contact with the bilayer lipids, initially remaining

at the membrane-water interface before penetrating deeper. At ∼ 350ns, the other

end of the polymer bends and starts penetrating the membrane interior, and the

polymer grips the membrane from both ends. This is clearly driven by the EMA

groups as evidenced by a steep fall in the water contacts around this timescale.

Remarkably, we observe that in this case POPG contacts consistently dominate
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POPE contacts for EMA, AEMA and HEMA groups, even though as we noted, the

number of POPE lipids is more than twice the POPG lipids in the bacterial mem-

brane system. Therefore, this indicates that extensive lipid remodelling occurs in

the membrane upon polymer insertion, with a substantial clustering of POPG lipids

around the polymer in this case. This is further reiterated by a 2D radial density

plot, shown in Fig. 7.10, showing that for a given POPG lipid molecule belonging

to the upper bilayer leaflet, the radial probability density of finding POPG - POPG

lipid species within 4.5 Å of each other is significantly enhanced for the random

ternary polymer (T), as compared to the membrane only system (Fig. 7.10(A)), for

comparison, we note no such remodelling occurs in the lower leaflet in Fig. 7.10(B).

In Fig. 7.11, a representative snapshot of the POPE (orange colour) and POPG (ice-

blue colour) lipids that are within 5 Å around the polymer is given, showing that

POPG lipids have a higher concentration around the polymer. Thus, our analysis

highlights the considerable membrane remodelling that occurs upon insertion and

binding of model T random ternary polymer. It is notable that this effect predomi-

nance of POPG contacts over POPE contacts in the neighbourhood of the polymer

is not present in case of model Tb polymer. This underscores the role of the polar

HEMA groups in effecting lipid reorganisation in membrane phase upon insertion-

in model Tb case, the HEMA groups remain localised in aqueous environment and

only EMA and AEMA groups penetrate into the membrane interior, so similar to

case of model B polymer, in this case also POPE contacts are more numerous as

compared to POPG contacts. However, in case of model T polymer, HEMA groups

penetrate into the membrane interior alongwith EMA and AEMA groups, which

leads to extensive lipid reorganisation, as observed. A natural question now is to

examine the change in the physical configuration of the membrane induced by the

random ternary polymer. For this, we first investigate the lateral inhomogeinities in

the membrane thickness induced by the model T polymer, which we compare with

the control system (with no polymer interaction). For this, we plot the thickness
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Figure 7.12: Contour plots showing the distributions of local membrane thickness
in the X-Y plane for (A) membrane in the presence of ternary polymer (model T)
and (B) only membrane (no polymer) system. Bilayer thickness is reported in Å.

profiles across the plane of the membrane, averaged over last 50 ns of simulations,

as shown in Fig. 7.12. The 2-D thickness map is calculated using MEMBPLUGIN

[230] extension in VMD by interpolating the distance between the phosphate groups

of the upper and lower leaflet into the orthogonal grid in the X-Y plane of the bi-

layer with a grid spacing of 2Å. We observe that the thickness profile for the control

system shows a fair amount of uniformity with average overall bilayer thickness

around 38.37± 0.157 Å. On the other hand, in presence of the model T polymer, a

clear upward shift in the average thickness of the bilayer is observed, with average

bilayer thickness around 40.400± 0.162 Å. The bilayer thickness show considerable

non-uniformity throughout the 2-D plane in the presence of ternary polymer, with

local thickness value ranging from 35.5 to 42.5 Å, as shown in Fig. 7.12(A). Such

lateral inhomogeneity in membrane thickness has been shown to be related to the

coarsening of the bilayer leaflet, leading to clustering of anionic and zwitterionic

lipids which promote antimicrobial activities [86, 231].

Further, in previous work [202], it has been exhibited that the presence of multiple

E4 polymers with aminobutylene cationic side chains in the bilayer reduces the

average area per lipid. Strikingly this phenomenon is also observed in our case,

with a single random ternary polymer, as well, with the area per lipid for the
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model T-membrane system (60.212 ± 0.076)Å2 being smaller as compared to the

control (bilayer with no polymer) system (64.4 ± 0.108)Å2. Thus, our analysis shows

that even a single random ternary polymer, upon membrane insertion, can induce

extensive lipid reorganisation, which can then affect the physical configuration of

the membrane.

7.3.4 Interaction of random polymer aggregates with bac-

terial membrane

In this section, we examine interactions of model B and model T polymer aggregates

with the bacterial membrane. Both models B and T polymers form aggregates

in solution phase, albeit with markedly different morphologies and inter-aggregate

interactions, as detailed in Chapter 5. Illustrative configurations of the aggregates

in solution, at the end of 150 ns of simulation runs, are shown in Fig. 7.13(A)

and Fig. 7.13(B). The formation and stability of such aggregates crucially depends

on the hydrophobic content of the individual polymers. Thus, strong aggregations

are formed in case of binary polymers, driven primarily by attractive interactions

between hydrophobic groups. However, replacing some of the hydrophobic groups

with overall charge neutral polar groups weakens the aggregate considerably, leading

to increased conformational fluctuations and formation of loose-packed aggregates,

in the case of random ternary polymers.

After placing the aggregates of model B and model T polymers over model bacte-

rial membrane, we observe that both the aggregates approach the membrane surface

within a few nanoseconds of simulation time, due to the attractive electrostatic inter-

actions between the cationic AEMA groups and the negatively charged head groups

of POPG lipid molecules. However, subsequent membrane interaction is substan-

tially different for the binary and ternary aggregates. We first probe the stability of

the aggregates while interacting with the membrane by computing the van der Waals
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Figure 7.13: Representative configuration of an aggregate of Nagg = 4, in case of (A)
model binary and (B) model ternary polymers in solution phase. The cationic, hy-
drophobic and polar groups are coloured green, red and blue respectively. Evolution
of van der Waals interaction energy with simulation time between each polymer and
all others, is plotted for (C) model B and (D) model T aggregates in lipid phase.

interaction energy as a function of simulation time (Fig. 7.13(C) and Fig. 7.13(D)),

this data showing the interaction energy between each polymer with all others in

the aggregate. Clearly, model B polymers are decidedly stable in the aggregate and

show robust attractive interactions among each other. In Fig. 7.14(D), the final

configuration of the model B aggregate at t = 350 ns of simulation time is shown,

with the aggregate lying at the water-membrane interface with no polymer disso-

ciation from aggregate and no penetration into membrane interior. On the other

hand, model T polymers show much weaker attractions among themselves with fluc-

tuating interactions. We note that one of the polymer in the ternary aggregate, T1,

shows continuous decrease in interaction with other polymers in the aggregate and

eventually dissociates at ∼ 85 ns from the aggregate. Around the same timescale,

the polymer (T1)-lipid interactions become more favourable than the polymer (T1)-

polymers (T2T3T4) interactions, as shown in Fig. 7.14(B). It is also notable that

the ternary polymer T1 shows identical membrane insertion mode as in the case
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of the single polymer simulations for the model T polymer (see Fig. 7.14(C) and

Fig. 7.1(B)). Overall, this highlights the importance of the formation of “weak ag-

gregates”, as suggested in Chapter 5 in aiding polymer dissociation and partitioning

into bacterial membrane, thus strongly indicating the efficacy of ternary polymers

as antimicrobial agents.
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Figure 7.14: (A) Representative snapshot showing separation of polymer T1 from
rest of the three polymer for random ternary polymer aggregate in lipid phase. The
separation happens in the timescale of ∼ 85 ns. (B) van der Waals interaction energy
between polymer T1 and all other polymers in the ternary polymer aggregate (red
colour) and between polymer T1 and membrane lipids (black colour). (C) and (D)
illustrate final snapshots for ternary and binary aggregate at the end of simulation
runs. The cationic, hydrophobic and polar groups are coloured green, red and blue
respectively. The POPE lipids are coloured orange and POPG lipids are shown in
ice-blue colour; the lipid head group atoms are oxygen (magenta), nitrogen (cyan)
and phosphate (black).
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7.4 Discussion

In this chapter, we explored the interaction of ternary methacrylate biomimetic

antimicrobial polymers, composed of hydrophobic, cationic and neutral polar func-

tional groups, on model bacterial membrane. To understand the role played by the

neutral polar groups in influencing the membrane interaction of such polymers, we

compared it to the membrane interactions of traditional binary AM polymers, which

are composed only of hydrophobic and cationic functional groups. Further, to probe

the effect of sequence of the functional groups along the polymer chain, the ternary

polymers were taken in two configurations, one in which the groups are randomly

distributed along the backbone while other in which the polar groups were arranged

in a block. Our results show that ternary polymers, specifically those in which the

constituent functional groups are randomly distributed, can penetrate deep into the

membrane interior while inducing significant lipid reorganisation in its vicinity and

change the physical configuration of the membrane. Localization of anionic PG lipid

head groups induced by presence of antibacterial agents, which is followed by coars-

ening of the bilayer and consequent phase boundary defects, adversely affects the

integrity of the bacterial membranes leading to cell lysis [85, 231, 232]. Therefore,

we can deduce that the presence of the ternary methacrylate antimicrobial polymer

in membrane phase will likely result in disruption of membrane, fostering a robust

antimicrobial response of such polymers.

It is also notable that the membrane insertion mode of the ternary polymer is

markedly different from the binary polymer case. The binary polymer displays ac-

quired amphiphilicity upon insertion into the bilayer, aligning parallel to the mem-

brane surface with the cationic groups interacting with the lipid head groups and

the hydrophobic groups interacting with the hydrophobic membrane core. On the

other hand, in case of the ternary polymer, such a clear segregation of groups is

absent, specifically in case of the random ternary polymer. In this case, the poly-
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mer stays aligned in the direction of the membrane normal as it penetrates the

bilayer while adopting a folded conformation. This effect is underpinned by two

competitive effects involving the presence of the neutral polar groups- attractive in-

teractions with water on one hand and attractive interactions with membrane lipids

on the other. Such an effect is however specific to the random ternary polymer,

with a block arrangement of the polar groups resulting in a decidedly strong pref-

erence for interactions with water, which leads to the positioning of the block of

polar groups largely lying in the aqueous environment above the membrane-water

interface, impeding a deeper penetration of the polymer into the bilayer. We note

here that in general the wide variety of AMPs have varying modes of membrane

insertion [71], with for instance, some AMPs adopting a parallel alignment on the

membrane surface like LL-37 [233] and indolicidin [234], while some other AMPs

inserting into the bilayer perpendicular to the membrane surface, e.g. magainin 2

and lacticin Q [235]. Such effects are likely a result of variations in the sequences of

the AMPs due to the presence of different functional groups.

Finally, in view of our results in Chapter 5, where we exhibited the tendency of

random ternary polymers to form weak aggregates, we also studied the interaction

of aggregates of binary and ternary polymers with model bacterial membrane. We

exhibited that in case of the ternary polymers, their weak aggregation behaviour

results in fairly rapid disintegration of polymers from the aggregate in this case,

with the polymer subsequently penetrating the membrane, following a similar pat-

tern as the membrane interactions of single ternary polymer. On the other hand,

the binary polymers, which form strong aggregates, failed to separate from the

aggregate to interact with the membrane under similar conditions. It is notable

that in previous work [202], interaction of aggregates of binary E4 polymers, hav-

ing aminobutylene side chains, with bacterial membrane patch had been studied

using MD simulations. It was shown in this case that polymers are released into

the bilayer from the aggregate due to weak polymer-polymer interactions, which
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are overcome by polymer-anionic lipid interactions. However, E4 polymer have 7

charged cationic groups and 3 hydrophobic groups in a polymer chain (with degree

of polymerization = 10) [101]. The smaller hydrophobic content of the E4 polymers

can explain the weaker aggregate formation, facilitating partitioning and membrane

interactions. However, most natural AMPs have only 30% net positive charge [73]

and experimental studies have also indicated that antimicrobial activity of polymers

starts to level off when cationic groups are more than ∼ 30% of composition [23].

Therefore, some cationic groups in E4 polymer may be excessive and not necessarily

required for potent antimicrobial activity. On the other hand, higher hydrophobic

content clearly leads to formation of strong aggregate, as indicated by our results,

obstructing efficient partitioning of the polymers and decreasing the efficacy of their

antimicrobial action.

Therefore, in summary, our results indicate that ternary polymers, specifically those

which have a random arrangement of functional groups, can effectively act as an-

tibacterial agents due to their weak aggregation behaviour, which results in quick

partitioning of polymers into the membrane, with these polymers then penetrat-

ing deep into the membrane while inducing significant lipid reorganisation in their

vicinity as well changes in membrane physical configuration. It is pertinent to note

that natural AMPs typically have several more functional residues other than only

cationic, polar and hydrophobic units [78, 236, 237]. The design of polymers, mim-

icking AMPs in displaying optimised compositions of a multitude of subunits, is of

particular significance since it can lead to the development of potent antibacterial

agents that can act against a broad spectrum of bacteria. Our present work paves

the way for the design of such polymers.
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Chapter 8

Conclusion

8.1 Summary of the thesis

In this thesis, we employed biophysical methods to study the design principles of the

bacterial cell wall and to study the efficacy of biomimetic methacrylate polymers as

antimicrobial agents. In the first part (chapters 2-3), we explored the molecular scale

architecture underpinning the viability of the cell wall of bacteria, which is a critical

component of the bacterial cell and plays a number of crucial functions for the sur-

vival of the cell, including bearing the high internal pressure and ensuring that the

cell maintains its characteristic shape. It is primarily composed of the peptidoglycan

(PG) network, a sturdy mesh of relatively long and stiff glycan chains cross-linked

by peptides. The molecular level architecture of PG mesh displays an array of

design components, including length distribution of the glycan chains, degree and

placement of peptide cross-linkers along the glycan backbone, whose relevance in the

bulk mechanical response of the cell remains to be fully explored and understood. In

Chapter 2, we studied the role of various design principles in maintaining integrity

of the cell wall. We explained how the glycan strand length distribution, the degree

of cross-linking and the placement of the cross-links on the glycan strands can act
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in tandem to ensure that the cell wall offers sufficient resistance to propagation of

cracks. Further, we suggested a possible mechanism by which peptide bond hydrol-

ysis, via judicious cleaving of peptide cross-links, can act to mitigate this risk of

failure. We also studied the reinforcing effect of MreB cytoskeleton, which can offer

a degree of safety to the cell wall. However, our results showed that the cross-linked

structure of the cell wall is its primary line of defence against mechanical failure.

Chapter 3 was motivated by the question of understanding the effect of variability

in the material properties of the peptide crosslinkers on the bulk mechanical prop-

erties of the cell wall structure of bacteria. Using analytical methods and computer

simulations, we studied the response of an appropriately modelled spring system to

shear loading and observed how heterogeneities inherent in the system can heighten

the resistance to failure. We also studied a discrete step shear loading of the sys-

tem, exhibiting a transition from quasi-brittle to brittle response controlled by the

step size, providing a framework to experimentally quantify the disorder in such

structures in general and the PG mesh in particular.

In the second part (chapters 4-7), our aim was to use detailed atomistic molecular

dynamics simulations to design antimicrobial polymers that can more effectively

mimic the evolutionary optimised design of natural AMPs. Specifically, we made an

in-depth study of ternary antimicrobial polymers, constituting of additional func-

tionalities, apart from cationic and hydrophobic moieties which comprise the design

of traditional binary AM polymers. Chapter 4 described the technical aspects of

molecular dynamics framework and computational models relevant to the thesis

work. In Chapter 5, we explored the conformational characteristics of aggregates

formed in solution phase by ternary biomimetic antimicrobial polymers, composed

of hydrophobic, cationic and polar functional groups and compared it with aggre-

gate morphologies of binary methacrylate polymers, composed only of hydrophobic

and cationic functional groups. The results presented here showed that while binary

polymers tend to form robust aggregates, replacing some of the hydrophobic groups
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with overall charge neutral polar groups weakens the aggregate considerably, lead-

ing to increased conformational fluctuations and formation of loose-packed, open

aggregates, particularly in the case of random ternary polymers, elucidating the

functionally tunable role of inclusion of polar groups in the way antimicrobial agents

interact with each other in the solution phase, which can eventually dictate their

partitioning into bacterial and mammalian membrane. Chapter 6 discussed another

class of ternary polymers, composed of cationic, hydrophobic and anionic function-

alities and investigated the formation and lifetime of salt bridges between pairs of

oppositely charged cationic and anionic moieties and the effect of such interactions

on the conformations of the polymer in solution phase. In particular, we showed how

salt bridges act like transient cross-linkers, leading to a dynamic switching between

extended and compact conformations in such polymers. Finally, in Chapter 7, we

examined the interaction of methacrylate ternary and binary polymers and their so-

lution phase aggregates with model bacterial membranes. We showed that random

ternary polymers can penetrate deep into the membrane interior and partitioning

of even a single polymer has a pronounced effect on the membrane structure. While

binary polymers exhibited strong propensity to adopt acquired amphiphilic confor-

mations upon membrane insertion, the results presented here exhibited that such

amphiphilic conformations are absent in the case of random ternary polymers, which

adopt a more folded conformation, staying aligned in the direction of the membrane

normal and subsequently penetrating deeper into the membrane interior suggesting

a novel membrane partitioning mechanism without amphiphilic conformations. Fi-

nally, we also examined the interactions of ternary polymer aggregates with model

bacterial membranes, which showed that replacing some of the hydrophobic groups

by polar groups leads to weakly held ternary aggregates enabling them to undergo

rapid partitioning and insertion into membrane interior.
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8.2 Future directions

Now, we outline a few directions of research that stem from the work presented in

this thesis. In the first part of the thesis, we studied the mechanical structure of

the cell wall of Gram negative, rod shaped bacteria E.coli, probing the design com-

ponents of the PG network of such bacteria and their role in ensuring cell viability.

A natural direction then is to probe the structure of Gram positive bacteria of rod

shaped (e.g., B.subtilis) and other geometries (e.g. S.aureus, which has a spheri-

cal geometry), which have been much less studied as compared to the mechanical

structure of the Gram negative cell wall. Gram positive bacteria have a complex,

interconnected, multi-layered PG network, which can span ∼ 20 layers or more [166]

and is consequently, much thicker than the cell wall of Gram negative bacteria. The

turgor pressure in the case of Gram positive bacteria is also higher (∼ 20 atm for

B.subtilis). It has been hypothesized that Gram positive PG network evolves obey-

ing an inside-to-outside model, in which fully formed PG layers are deposited at

the base of the cell wall and slowly progress outwards while getting hydrolysed and

ultimately are ejected out of cell wall into the environment [238]. This provides

an interesting perspective to study the PG network in this case as a “composite”

material, due to the different layers of the PG network, being subjected to different

levels of hydrolysis, will have differential elastic properties. The key questions will

be to understand the role of such a composite structure in ensuring cell viability,

in offering protection against crack propagation while retaining the ability to with-

stand high turgor pressure. Similarly, to build upon the work presented in Chapter

3 of this thesis, future work can involve incorporating the dynamics of the cell wall

and the elasticity of the glycan strands into the model presented here along with

local transfer of load when a cross-link ruptures, from which stress concentrations

and pore size distributions can be computed and compared with experiments and

simulations, which can lead to further insights on the structure of the cell wall and
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shed light on its surprising viability against all odds. It is also natural to explore non

linear spring models of the PG network, as recent work has suggested the likelihood

of the peptide cross-linkers displaying a non-linear loading response [121], a deeper

analysis of which, can shed light on the precise mechanical benefits that accrue to

the cell if the peptide cross-linkers display a non-linear response to loading.

In the second part of the thesis, we studied the behaviour of ternary AM polymers in

solution phase and their membrane interactions. The evolutionarily optimized de-

sign of naturally occurring AMPs consists of multiple functionalities, whose precise

role in ensuring broad spectrum anti-microbial efficacy and selectivity remains to

be elucidated [236, 237]. Thus, while in this thesis, ternary polymers were explored

as a closer approximation to the design of anti-microbial peptides as compared to

the traditional binary design of AM polymers, a lot of work remains to be done to

understand the precise reason behind the presence of multiple functionalities in the

design of AMPs and incorporating such features into the design of synthetic AM

polymers while ensuring ever increasing levels of anti-microbial efficacy and selec-

tivity. Further, here atomistic simulations were utilized to study AM polymers and

their membrane interactions. A natural direction is then to employ coarse-grained

modelling of such polymers to study their membrane interactions at spatio-temporal

scales that can approximate experimental scenarios. In particular, such methods can

unravel the precise modes of disruption in membrane structural properties caused by

AM polymers. Another avenue is to explore multi-scale modelling of the bacterial

cell envelope (comprising the outer membrane, cell wall with a thin PG layer and the

inner membrane for Gram negative bacteria and the cell wall with a multi-layered

PG network and the cell membrane in case of Gram positive bacteria) and the action

of anti-microbial agents on it. Such a study will lead to an in-depth understanding

of how the cell envelope, the first line of defence of bacterial cells, protects it against

external threats and how the design of anti-microbial agents can be optimized to

overcome the same.
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[47] Laura J.F. Jones, Rut Carballido-López, and Jeffery Errington. Control of

cell shape in bacteria: Helical, Actin-like filaments in Bacillus subtilis. Cell,

104(6):913 – 922, 2001.

[48] Courtney L. White and James W. Gober. MreB: pilot or passenger of cell wall

synthesis? Trends in Microbiology, 20(2):74–79, 2012.

[49] Handuo Shi, Benjamin P. Bratton, Zemer Gitai, and Kerwyn Casey Huang.

How to build a bacterial cell: MreB as the foreman of E.coli construction. Cell,

172(6):1294–1305, 2018.

[50] Hongyuan Jiang, Fangwei Si, William Margolin, and Sean X. Sun. Mechanical

control of bacterial cell shape. Biophysical Journal, 101(2):327–335, 2013.

[51] Yu-Ling Shih, Ikuro Kawagishi, and Lawrence Rothfield. The MreB and Min

cytoskeletal like systems play independent roles in prokaryotic polar differen-

tiation. Molecular Microbiology, 58(4):917–928, 2005.

201



[52] Ethan C. Garner, Remi Bernard, Wenqin Wang, Xiaowei Zhuang, David Z.

Rudner, and Tim Mitchison. Coupled, circumferential motions of the cell wall

synthesis machinery and MreB filaments in B. subtilis. Science, 333(6039):222–

225, 2011.

[53] Julia Domı́nguez Escobar, Arnaud Chastanet, Alvaro H. Crevenna, Vincent

Fromion, Roland Wedlich Söldner, and Rut Carballido López. Processive

movement of MreB associated cell wall biosynthetic complexes in bacteria.

Science, 333(6039):225–228, 2011.

[54] Sven van Teeffelen, Siyuan Wang, Leon Furchtgott, Kerwyn Casey Huang,

Ned S. Wingreen, Joshua W. Shaevitz, and Zemer Gitai. The bacterial actin

MreB rotates, and rotation depends on cell-wall assembly. Proceedings of the

National Academy of Sciences, 108(38):15822–15827, 2011.

[55] Pearl Nurse and Kenneth J Marians. Purification and characterization of

Escherichia coli MreB. Journal of biological chemistry, 288:3469–75, 2012.

[56] Fusinita van den Ent, Thierry Izoré, Tanmay AM Bharat, Christopher M
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