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Synopsis

1 Introduction

Proteins are the workhorse molecules that enable the cells to function. It is important to study the conformational dynamics of proteins, both globular and membrane-associated ones. Post-translational modifications (PTMs) and mutations even at single residue resolution in proteins are capable of bringing global changes in the conformational dynamics via long-range signal cascades like allostery mechanisms. Binding affinity between proteins in protein complexes can also be modulated under PTMs or mutations[1]. On the other hand, interactions of proteins with cell membranes (however transient) are known to induce structural and dynamical changes in cell membranes. Examples include membrane-active peptides such as antimicrobial peptides or intrinsically disordered proteins[2, 3]. Biopolymers such as proteins and RNA have been shown to induce phase changes when they interact with membranes[4, 5]. For deeper understanding of the above mentioned biologically relevant processes, we need to study them at an atomistic resolution.

In this synopsis, we discuss two problems which are addressed using the all-atom classical molecular dynamics techniques:

- Conformational dynamics and allostemic signal propagation in Rap:Raf protein complex as a result of single residue phosphorylation in Rap protein
• Induction of interdigitation in lipid bilayer due to interaction with membrane-active proteins

2 Single residue phosphorylation induces conformational dynamics and allosteric signal propagation in Rap:Raf protein complex

Ras superfamily of small GTPase proteins is a major player in many cellular functions like cell proliferation, cytoskeletal morphology, and cellular adhesion, etc[6, 7]. The GTPases act as molecular switches in the sense that they get activated or inactivated depending on nucleotide bound to them. They get activated and deactivated when bound to guanine nucleotides GTP (guanosine triphosphate) and to GDP (guanosine diphosphate) respectively[8]. Few prominent proteins belonging Ras superfamily include Ras protein, Rap protein, Ral protein and Rho protein etc. Ras genes were first identified as transduced oncogenes by Harvey and Kirsten[9, 10]. These small proteins are of the order of 20-25kD and have two main domains namely G-Domain and HVR (Hyper Variable region) containing a linker and a C-terminal region which interacts with plasma membrane[11]. Ras proteins exist in 3 major isoforms called H-Ras, K-Ras, and N-Ras and are crucial players in the MAPK/ERK pathway. MAPK/ERK pathway is very significant in cell division, apoptosis and processes like differentiation and the signal starts from a EGF (Extracellular Growth factor) at cell membrane propagates towards nucleus from cell membrane[12]. Although the major effector lobe of the Ras isoforms share almost same sequence, they have unique, but overlapping functions and this uniqueness can be assigned to the HVR (hypervariable region) which is different for each isoform and associates these proteins to interact towards different regions in cellular membrane via C-terminal tails[13]. These proteins have key regions like Switch-I (25-40 positions in amino
acid sequence), Switch-II (57-74) and P-loop (10-17) regions (see Fig.1). The ligand (GTP/GDP) site along with a Mg$^{2+}$ ion is situated between the Switch-I, Switch-II and P-loop. The Rap proteins, which belong to the Ras family are structurally similar to the Ras proteins with aminoacids ALA11 and GLN61 in Ras replaced with SER11 and THR61 respectively for Rap proteins. Few isoforms of Rap protein include Rap1A, Rap1B, Rap2A, and Rap2B[14]. Rap proteins are antagonists to Ras proteins, in the sense that they bind competitively with the effector MAPKKK (MAP kinase kinase kinase) protein Raf (Rapidly Accelerated Fibrosarcoma). Other important functions of Rap proteins include modulating Hedgehog signaling which is crucial in morphogenesis, coordinates cell migration and cell-cell adhesion etc[15, 16, 17]. Raf kinase has three conserved regions namely RBD (Ras binding domain which is very similar to ubiquitin fold), CRD (Cysteine Rich Domain) and Kinase domain. The CRD region has a tendency to anchor itself to the plasma membrane thus stabilizing the interaction with Ras-like proteins. Raf has three isoforms called A-Raf, B-Raf, and C-Raf and these proteins are involved in processes like cell cycle regulation, cell proliferation, apoptosis, and development etc[18].

The first problem which we investigate in this thesis is about the conformational dynamics and allostery signal propagation as a result of a single residue phosphorylation in Rap:Raf complex. Ras proteins are considered to be notoriously “undruggable” i.e., lacking specific binding pockets which can host drug molecules[19]. Malignant Ras proteins can cause cancer and so exploring alternate techniques which can inhibit such oncproteins is essential. In this problem, we study the effects of phosphorylation of a single residue (SER11 in P-loop and SER39 in Switch-I loop at the interface of Rap:Raf complex) of GTP liganded Rap protein on conformational dynamics and allosteric signal propagation in Rap:Raf complex using all-atom classical molecular dynamics simulations. In addition to MD simulations, techniques such as free energy calculations, residue interaction community network analysis, pocket analysis and PCA are used.
Most often phosphosites are located in well accessible or highly flexible regions and loops in proteins\cite{20, 21}. However, while analyzing large scale data sets, proteins for which many of these phosphosites are not readily exposed to the solvent are also observed. SER11 is found to be a buried site from the solvent accessible surface.
area (SASA) calculations. These disallowed phosphosites might require further investigations using techniques like Normal mode analysis or MD simulation to see if protein dynamics expose buried sites\cite{22}. The systems studied using molecular dynamics simulations were GTP liganded Rap protein bound with Raf-RBD with and without SER11 phosphorylation. The simulations show that phosphorylation significantly affects the dynamics of functional loops (Switch-I, Switch-II and P-loop) of Rap protein which participate in the stability of the complex with the effector Ras binding domain (RBD) of Raf protein. It also shows that in simulations of non-phosphorylated Rap, SER11 was getting exposed to the solvent, which means that the inherent protein dynamics can potentially expose this site to relevant kinases. We performed different analyses to understand the effect of SER11 and SER39 phosphorylations individually in Rap:Raf complex. Some of the major results are summarized below:

- Community detection\cite{23, 24} analysis revealed that there are 4 common communities spanning both Rap and Raf domains. (See Fig. 2b) This implies that allosteric signal can propagate from SER11 of Rap protein till the distal L4 loop in Raf domain which is around 40Å far. The L4 loop in Raf is important since it communicates with the downstream CRD (Cysteine rich domain).
main). Hence this finding suggests that even a single residue phosphorylation can affect downstream signalling.

- Principal component analysis of Rap domain in phosphorylated and non-phosphorylated cases revealed that the conformational space sampled by the SER11 phosphorylated Rap is smaller and very different from the non-phosphorylated case. This suggests that Rap protein is less dynamic when SER11 is phosphorylated.

- Analyzing different functional pockets in phosphorylated case revealed that there is a unique pocket in Rap, which can be a potential target, unlike the non-phosphorylated case.

- Free energy calculations reveal that SER11 phosphorylation promotes binding affinity between Rap and Raf-RBD. This increased binding affinity of Rap protein towards Raf protein compared to Ras protein suggests that it can have important consequences in the downstream MAPK signaling pathways. Increased binding of Rap protein to Raf-RBD, due to SER11 phosphorylation, can potentially make Raf protein even less available to Ras protein. Free energy calculations reveal that SER39 phosphorylation also promotes binding affinity between Rap and Raf-RBD.

- For SER39 phosphorylation simulations, community detection analysis revealed that there are 3 common communities spanning both Rap and Raf domains. (See Fig.3) One of the communities (colored in red) span SER39 node in Rap and almost all of Raf residues. This imply that the allostery signal can propagate from SER39 of Rap protein till L4 loop in Raf domain via different paths suggesting alternate paths of propagation.

These results strongly suggest that phosphorylation of potential and identified phosphosites of Rap protein can be used as an alternate technique to inhibit antagonists like malignant and “undruggable” Ras proteins, since phosphorylated Rap proteins can bind to Raf protein more competitively making Raf less available to Ras pro-
teins, thus affecting the downstream MAPK pathway. We believe that these case studies are examples of how integrating tools that can probe dynamics can yield a wealth of biological information hidden in crystal structures using high-throughput studies.

3 Structural changes in membranes on interaction with Membrane–active agents

In biology, lipid membranes play a very important role in compartmentalizing functional units whether they be cells or organelles inside the cell. Lipid membranes are built mainly from amphipathic phospholipid molecules, and also other molecules like cholesterol and membrane proteins. These lipid molecules being amphipathic, in general, have a polar and hydrophilic head structure and non-polar and hydrophobic hydrocarbon tail chains. One important aspect of the cell membranes is the nature of the phase in which they exist, which can affect their function[25, 26]. The lipid bilayers are known to exhibit varying degrees of lipid molecule packing resulting in different phases. Lamellar lipid bilayers exist predominantly in two phases: gel ($L_\beta$) and liquid-crystalline or fluid ($L_\alpha$) phases. Gel phase is observed at low temperatures and is characterised by ordered lipid molecules with lipid tails tilted or untitled with respect to bilayer normal. Gel phase can also exist in an interdigitated ($L_\beta I$ phase) state where the upper and lower membrane leaflets overlap with each other[27]. The fluid phase is the most common phase observed and is required for many normal biological functions, in which the lipid tails are disordered and along the membrane normal and it is known that certain proteins have the ability to sense the fluidity of the membranes for interaction[28]. Hence the lipid bilayers exhibit thermotropic behavior and change phases as the temperature is increased and the critical temperature at which the lipid bilayer changes from gel
to fluid phase is called the main transition temperature \( T_m \) and varies with many factors including lipid chain length, degree of unsaturation in the lipid tails, water content and possible mixing of more than one lipid species \( \text{etc} \)[29]. Apart from the gel and fluid phase, a third phase called ripple phase \( (P_\beta) \) has been discovered in 1973[30] and are corrugated in nature with coexisting gel and fluid phases[31]. Certain microdomains in lipid membranes called “lipid-rafts” enriched with cholesterol and sphingolipids exhibit very ordered structures among the lipid tails (known as Liquid ordered state). These lipid domains play a key role in signal transduction and modulate a variety of biochemical pathways[32].

There are broadly two classes of membrane proteins: peripheral and integral proteins. Peripheral proteins interact with membrane surface by interacting mostly with the lipid head groups. Some of the classic examples include antimicrobial peptides (AMPs) like melittin[33], heat shock protein Hsp12[5], \( \text{etc} \). They are capable of rupturing the membrane (as in the case of AMPs), inducing a phase transition in membranes (as in the case of Hsp12), remodeling the membrane in form of domain formation and membrane thinning, \( \text{etc} \)[34, 3, 5]. These peripheral proteins which are capable of inducing membrane remodeling or folds at the interface of lipid head groups are also referred to as membrane–active proteins in literature. Integral proteins, on the other hand, are transmembrane proteins like ion channels and immune receptors \( \text{etc} \) which are capable of modulating lipid order based on the hydrophobic mismatch between the transmembrane protein and the membrane[35] and inducing microdomains in lipid membranes[36]. In this work, we explore the phase changes in membranes when membrane-active proteins interact with them and the role of the temperature using Nogo66 as an example. Nogo is a protein which is identified to inhibit the axonal regeneration in the central nervous system (CNS) and is expressed by oligodendrocytes (a type of glial cell) which is a component in CNS myelin sheath. Nogo66 is a 66 residue extracellular domain of Nogo protein, which inhibits axonal extension[37, 38]. Nogo66 is an intrinsically disordered
protein (IDP) when in solution, but requires interaction with phosphocholine (like DMPC, 1,2-dimyristoyl-sn-glycero-3-phosphocholine) lipid membranes to attain a folded structure. Nogo protein is also found in Endoplasmic Reticulum (ER) and stabilizes the curvature of ER membrane[2, 39].

Figure 4: The time evolution of averaged interdigitation distance between terminal carbon atoms (considering both C314 and C214 atoms) of lipid chains, belonging to two leafets for diferent simulation systems.

Here, we describe our work which shows that a membrane–active protein can induce interdigitation among DMPC (dimyristoylphosphocholine) lipid bilayer even beyond the main-transition temperature. Extensive MD simulations were done with the Membrane–active protein Nogo66 on DMPC membrane patch (in presence of water and counter-ions). Some of the important results are summarized below:

- We observe interdigitation among lipids of both upper and lower leaflets, membrane thinning and formation of asymmetric ripple even beyond the main-transition temperature of DMPC lipids \( T_m = 297K \). Nogo66 plays a key role in membrane remodeling via inducing regions of interdigitated lipids. Protein-free simulations beyond \( T_m \) do not show any interdigitation, meanwhile, three
Figure 5: The time evolution of the electrostatic and van der Waals interaction energy between Nogo-66 and DMPC membrane for three instances of simulations at 300 K. The time period over which Nogo66 experiences most favourable electrostatic and van der Waals energies, simultaneously, with the DMPC membrane are highlighted simulations of Nogo66 with DMPC membrane simulations with different initial conditions reproduced asymmetric ripples. At a higher temperature of 310K, no interdigitation was observed.

<table>
<thead>
<tr>
<th>No.</th>
<th>System</th>
<th>Deep Defect Constant (Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CTRL(300K)</td>
<td>7.79 ± 0.05</td>
</tr>
<tr>
<td>2</td>
<td>SIM1(300K)</td>
<td>13.22 ± 4.58</td>
</tr>
<tr>
<td>3</td>
<td>SIM1(310K)</td>
<td>9.48 ± 0.81</td>
</tr>
</tbody>
</table>

Table 1: Deep defect constants.
Lipid defects were observed while investigating the Nogo66 with DMPC mem-
brane (at 300K) trajectory which revealed interdigitation. The transient inter-
action of lipids with protein was inducing unfavourable exposure of the lipid
acyl chain groups to water and such spatial regions of hydrophobic exposure
are main constituents of interfacial lipid packing defects. Deep defects are
those membrane voids where aliphatic atoms are deeper than a threshold dis-
tance (usually 1 Å), determined by the position of glycerol carbon atom. The
probability, \( p(A) \), of finding a defect with area \( A \) is given by

\[
p(A) = b \times e^{-A/\pi}
\]

where \( b \) is the pre-exponential factor and \( \pi \) is the defect constant (in Å\(^2\)), with
larger values of \( \pi \) indicating higher probability of finding larger defects. The
defect constant \( \pi \) in Eq. 2.1 is a parameter that indicates probability of find-
ing larger defects and indirectly estimates the survival of the defects measured.
This value is computed for the three systems shown in Table 1. The larger
value of \( \pi \) for DMPC+Nogo-66 system at 300K compared to both control sys-
tem at 300K and membrane-protein system at 310K strongly indicates higher
survival of the defects when Nogo-66 is interacting with the DMPC bilayer at
300K, close to transition temperature \( T_m \).

The interaction of Nogo-66 with the membrane is not very strong and during
the MD trajectories, in all three instances at 300K, there are time periods,
lasting 20-30 ns when both electrostatic and van der Waals interactions be-
tween Nogo-66 and DMPC membrane are very favourable. (See Fig.5) In all
the three simulations, the onset of interdigitation coincided with these very
favourable interaction time periods. (See Fig.4)

This study is important in the sense that protein/peptide induced membrane re-
modeling via interdigitation or phase transition to ripple or liquid ordered phase etc
can initiate formation of microdomains or “lipid-rafts” etc which plays important role in various signal transduction processes in biology.
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Chapter 1

Introduction

Proteins are the workhorses in the cells and these molecules enable us to function, whether it be seeing this world through our eyes or protecting our body from harmful viruses and bacteria or accelerating biochemical reactions in the form of enzymes etc. Learning about how proteins function can give key insights into the process of fighting against diseases. Targeting a malfunctioning protein via a specific small molecule drug can be a strategy to tackle a particular disease. But there are cases when proteins are “undruggable”[19] and such cases need alternate strategies.

Another important component in biology is lipid membranes. Lipid membranes not only function as the outer covering of cells and organelles but also play an active role in biological processes like cell adhesion and cell signaling etc. The lipid bilayer membranes exhibit different phases under different temperature conditions. As temperature increases, the lipid bilayer membrane transitions from a very ordered ‘gel’ phase to very disordered ‘fluid’ phase at a characteristic temperature called main-transition temperature $T_m$. The fluidity of the membrane is modulated by different parameters like the content of cholesterol in the membrane, interaction of membrane with other agents like alcohol, RNA, nanoparticles, and proteins etc[40, 4, 5, 41, 42, 43].
In this thesis, we focus on two problems. The first problem is about the allostery propagation due to single residue phosphorylation on the Rap:Raf protein complex. The second problem is about a membrane-active protein Nogo66 inducing interdigitation in the phospholipid membrane. In the next two sections of this chapter, we will explain about Ras family of proteins (including Rap protein), GEF and GAP regulator proteins, Raf protein, Nogo66 protein, and DMPC (1,2-Dimyristoyl-sn-glycero-3-phosphocholine) lipid membranes. The final section of the chapter focuses on the details of the thesis organization.

1.1 Single residue phosphorylation and its effects on Rap:Raf complex

The proteins belonging to Ras superfamily are small GTPases which are major players in many cellular functions like cell proliferation, cytoskeletal morphology, and cellular adhesion etc. These proteins take part in the crucial MAPK/ERK (mitogen-activated protein kinases or extracellular signal-regulated kinases) pathway (See Figure 1.1) which is very important in cellular processes like cell division. Missense mutations in Ras proteins have been implicated in variety of cancers and hence are also oncoproteins. Over 30% of human cancers exhibit oncogenic Ras mutations[44]. These GTPases which function as molecular switches get activated and inactivated based on whether they are bound to guanine nucleotides GTP (guanosine triphosphate) or GDP (guanosine diphosphate) respectively. A GTP bound active Ras protein can get inactivated after the event of bound GTP getting hydrolyzed to GDP. The activity of these proteins is also regulated by other proteins such as GEFs (Guanine nucleotide exchange factors) and GAPs (GTPase-activating proteins), which can accelerate the process of activating and deactivating the GTPase molecular switches respectively. Few prominent proteins belonging Ras superfamily
are Ras protein (including the isoforms H-, K- and N-Ras), Rap protein, Ral protein and Rho protein etc. See Figure 1.2 (a) for a cartoon depiction of a Ras-like protein under active and inactive states. Figure 1.2 (b) shows a H-Ras (an isoform of Ras protein) system where the Switch-I and Switch-II are closely bound to P-loop region via the THR35 and GLY60 residues with the aid of GTP analogue and Magnesium ion. In the case of GDP bound H-Ras it is clearly visible that the configuration of THR35 and GLY60 is in the opposite direction of the GDP ligand. The GTP-bound active Ras-like protein show higher affinity towards its effector protein (such as Raf protein) as compared to corresponding GDP-bound inactive form.

Proteins belonging to common Ras family are involved in a diverse functions like cell growth, differentiation, and survival processes. The functions of Rap proteins include cell adhesion, cell-cell junction formation and regulation of the actin cytoskeleton. Ral proteins are involved in biological processes like cell motility, apoptosis, cell division, etc. Rho proteins play a key role in the processes like cytoskeletal remodeling and deciding the cell polarity etc.[45, 46, 47] In the coming subsections, we will explain about Ras and Rap proteins.

1.1.1 The Ras protein

Ras (rat sarcoma) genes were first identified as transduced oncogenes by Harvey and Kirsten[9, 10]. These are small proteins in the order of 20-25kD and having two main domains namely G-Domain (which is the main catalytic unit) and HVR (Hyper Variable region) containing a linker and a C-terminal region which interacts with plasma membrane[11]. Ras proteins exists in 3 major isoforms called H-Ras, K-Ras, and N-Ras and are crucial players in the MAPK/ERK pathway (See Figure 1.1). Although the major effector lobe of the isoforms share 100% sequence identity, they have unique, but overlapping outputs to decrease functional redundancy. See the Figure 1.3. And this uniqueness can be assigned to the C-terminal tail region.
called HVR (hypervariable region) which is unique for each isoform and assists these
proteins to interact with different regions in cellular membrane (See the Figure
1.4). These proteins have key regions like Switch-I (25-40 positions in amino acid
sequence), Switch-II (57-74) and P-loop (10-17) regions. The ligand (GTP/GDP)
site along with a Mg$^{2+}$ ion is in between the regions of Switch-I, Switch-II and
P-loop. The dynamic nature of Switch I and Switch II loops and the switching
between active and inactive states has been long established. Switch I and Switch
II are interaction sites to the GEF, GAP, and downstream effector proteins[48, 49].
Although the classic picture of Ras protein is switiching between two states, it was
shown that GTP-bound active state is distributed between two states in which one
has weak coordination of THR35 with $\gamma-$ phosphate and Magnesium ion resulting
in a displacement of Switch I away from the binding pocket and the other dominant
one which has active form of the Ras protein with higher affinity for downstream
effectors and a higher GTPase activity[50, 51].

1.1.2 The Rap protein

The Rap proteins, which belongs to the Ras family of proteins are very similar struc-
turally with the Ras proteins. Amino acids ALA11 and GLN61 in Ras are replaced
with SER11 and THR61 respectively for Rap proteins. Rap proteins are antagonists
to Ras proteins, in the sense that they competitively bind with the effector MAP-
KKK (MAP kinase kinase kinase) protein Raf. Other important functions of Rap
proteins include modulating Hedgehog signaling which is crucial in morphogenesis,
coordinates cell migration and cell-cell adhesion etc[15, 16, 17]. Few isoforms of Rap
protein include Rap1A, Rap1B, Rap2A, and Rap2B.

Similar to Ras, Rap consists of domains which are involved in the binding of the
guanine nucleotide, GTP hydrolysis, binding of regulatory proteins GAPs, GEFs
and downstream effector proteins etc. The main domains involved in nucleotide
Figure 1.1: The MAPK/ERK pathway. See the Ras and Raf proteins in the cascade. GTP liganded Rap protein is shown to represent that it competitively tries to bind with Raf protein. This figure is adapted from wikimedia commons page about MAPK/ERK pathway, which is under Creative Commons Attribution-ShareAlike 4.0 International (CC BY-SA 4.0) license.

binding, GTP hydrolysis and GAP, GEF and effector binding are the P-loop motif (amino acids 10-17)[53] and the Switch I (amino acids 25-40) and Switch II (amino acids 57-75) domains.[54, 55] These switch loops are highly mobile regions that change conformation depending on the bound nucleotide.

It has been found to be a repressor to Ras proteins and thus inhibits Raf/MEK/ERK pathway. Rap and Ras proteins have been found to have a very similar effector binding domain (Ras binding domain or RBD) which indicates that they might have common downstream effector proteins. Rap1 protein is capable of interacting with c-Raf protein and form a inactive complex, thereby inactivating Raf/MEK/ERK
Figure 1.2: (a) A cartoon depiction of Ras-like protein bound to GTP (active-state) and GDP (inactive-state). (b) An example system visualized using VMD. X-RAY crystal structures H-Ras (a Ras isoform) in inactive GDP bound (PDB ID: 4Q21) and active GTP analogue bound (PDB ID: 5P21) states. The transitions between active and inactive bound are regulated by GEF and GAP proteins. The yellow colored molecule is GDP and GTP analogue respectively, blue colored region is Switch-I, red colored region is Switch-II and orange colored region is P-loop. THR35 and GLY60 residues are black and magenta respectively.

pathway[56]. On one hand Rap1 interaction with c-Raf inactivates Raf/MEK/ERK pathway, but activates it under the interaction with c-Raf’s homologue, B-Raf[57]. Initially Rap was thought to have only inhibitory role to Ras proteins. But now it
is established that Rap takes part in cell-adhesion via integrins and cadherins etc.

1.1.3 The regulator proteins GEF and GAP

As mentioned before, GEFs (Guanine nucleotide exchange factors) and GAPs (GTPase-activating proteins) regulate the activity of small GTPases like Ras family proteins.
to control their cellular functions. GEFs switches ON signalling by catalyzing the exchange of bound GDP for GTP in G-protein and GAPs switches OFF the signalling by accelerating GTP hydrolysis. There are different GEFs and GAPs to modulate the regulation of multiple G-proteins. GEFs accelerate the dissociation of the GDP from the G-protein by altering the nucleotide-binding site such that the nucleotide affinity is reduced and, thus, the GDP is released and subsequently replaced by GTP. The affinity of the GTPase for GTP and GDP are similar, and so GEF does not favour GTP or GDP. The increase in GTP-bound GTPase over GDP-bound GTPase is due to the higher concentration of GTP compared to GDP in cell. On the other hand different GAPs employ different techniques for GTP hydrolysis. Residues from GTPase and GAP take part in hydrolysis process. In the case of Ras:RasGAP complex, RasGAP stabilizes the GLN61 of Ras, which in turn coordinates the water molecule for an in-line nucleophilic attack to the $\gamma$- phosphate. An arginine residue (from GAP), called the arginine finger, is positioned into the phosphate-binding site and stabilizes the transition state by neutralizing negative charge at the $\gamma$- phosphate. The proper catalysis of phosphoryl transfer by GAPs involves the right orientation of the attacking water molecule, avoiding water from the active site, and the stabilization of the transition state.[8]

1.1.4 Motivation for the study

As previously mentioned Rap is an antagonist to Ras, when it comes to binding to the effector protein Raf (Rapidly Accelerated Fibrosarcoma). Raf kinase has three conserved regions namely RBD (Ras binding domain which is very similar to ubiquitin fold), CRD (Cysteine Rich Domain) and Kinase domain. The CRD region has a tendency to anchor itself to the plasma membrane thus stabilizing the interaction with Ras-like proteins. Raf protein has three isoforms called A-Raf, B-Raf, and C-Raf. These proteins are involved in processes like cell cycle regulation,
cell proliferation, apoptosis, and development, etc[18].

Ras proteins are known to be notoriously undruggable and no inhibitors have been discovered yet[19]. The term ‘undruggable’ is used to describe proteins that could not be targeted pharmacologically and in the context of cancer, proteins like Ras and Myc can be classified as undruggable[58]. So the research works for finding inhibitor molecule and corresponding pocket for docking is still going on. Although recently there are studies which reported novel pockets and small molecule inhibitors, they are yet to pass the clinical trials. One such example is an inhibitor molecule called BI-2852 (1) which is capable of targeting KRas[59]. It is necessary to investigate other strategies which can be used to inhibit mutated Ras proteins. One of the mechanisms in particular and to target similar undruggable proteins in general is post-translational modifications (PTMs). Proteins are synthesized as polypeptides from the ribosome machinery. Many of these proteins undergo PTMs and that too at different points in their life cycle. PTMs occur at sidechains or terminals of the proteins. Protein phosphorylation is the most well-studied reversible PTM, especially with respect to its functional characterization. Kinases catalyze the protein by phosphorylating it and phosphatases reverse the process by dephosphorylation. This reversible feature of protein phosphorylation makes it possible for a protein to act as an ON/OFF molecular switch. A classical example is the plasma membrane H+–ATPase AHA2 for which a total of eight different phosphorylation sites have been identified using mass spectrometry experiments.[60, 61] Two of these sites increase proton pump activity, whereas two other sites inhibit activity. PTMs like phosphorylation can induce an allosteric signal in the protein structure thereby modulating the local or global dynamics of protein[62, 63]. Earlier studies show that phosphorylation induces conformational changes of proteins via disrupting hydrogen bond network[64]. Such conformational changes affect distal regions in a protein or a protein-protein complex and this is called allostery.
Most often, phosphorylation is found at a site which belongs to well accessible and disordered regions like loops in the proteins. However, while analyzing large scale data it has been documented that many of these phosphosites are not readily exposed to the solvent\cite{22, 65, 66}. The presence of significant number of possible phosphosites in the disallowed region of phosphoconformation suggests that factors including dynamic conformational changes of proteins, binding to other proteins or regulatory factors can potentially expose these buried phosphosites to the solvent and to a kinase. Therefore understanding the role of protein dynamics in exposing such sites to solvents, interactions involved in transmitting the effects of phosphorylation to other functional sites is essential. A Possible way to modulate Ras functioning would be to disrupt Ras:Raf interaction. We want to explore the possibility of increasing Rap:Raf interaction, via PTMs in Rap, and effectively make Raf less available to Ras. Potential phosphosites including SER11 and SER39 were identified earlier\cite{67}. The effects of PTMs like phosphorylation on Rap:Raf complex (using structures available in protein data bank) can be studied at atomistic resolution using Molecular Dynamics as the tool.

1.2 Membrane–active protein:phospholipid membrane interactions

There are broadly two classes of membrane proteins: peripheral and integral proteins. Peripheral proteins interact with membrane surface via interacting mostly with the lipid head groups. Some of the classic examples are antimicrobial peptides (AMPs) like melittin, heat shock protein Hsp12, etc. They are capable of rupturing the membrane (as in the case of AMPs), inducing a phase transition in membranes (as in the case of Hsp12), remodeling the membrane in form of domain formation and membrane thinning, etc\cite{34, 3, 5}. These peripheral proteins which are capable of
inducing membrane remodeling or folds at the interface of lipid head groups are also referred to as membrane–active proteins in literature[68, 69]. Integral proteins are transmembrane proteins like ion channels and immune receptors etc. These proteins are capable of modulating lipid order based on the hydrophobic mismatch between the transmembrane protein and the membrane[35] and inducing microdomains in lipid membranes[36].

Nogo66, a segment of Nogo protein is a membrane–active peptide which transitions from disordered to folded structure upon interacting with phosphocholine membrane surface[2]. Nogo protein is also found in Endoplasmic Reticulum (ER) and is known for stabilizing the curvature of ER membrane[2, 39]. In the next sections, we will introduce the membrane–active protein Nogo66, lipid membranes, and interaction between them, etc.

1.2.1 Nogo66 : The membrane–active protein

Nogo-A, also known as reticulon 4-A is identified to inhibit the axonal regeneration in the central nervous system. Two domains of Nogo-A have been identified that inhibit neurite growth and cell migration: Nogo-A-Δ20 and Nogo66[70]. Nogo-A-Δ20 (residues 544-725 of the Nogo-A sequence) is a 182 residue long domain located in the middle of the 803 residues long Nogo-A-specific segment. Nogo66 (residues 1026-1091 of the Nogo-A sequence) is a 66 residue extracellular domain situated between two long hydrophobic transmembrane regions at the C-terminus of Nogo-A, which inhibits axonal extension[37, 38]. Neurons in the central nervous system (CNS) are known for not regenerating upon neurotrauma like spinal cord or brain injury. This is contrary to the fact that neurons in peripheral nervous system (PNS) regrow nerve fibres to a much higher extent[71, 72]. The inhibitory molecules in myelin associated with CNS are the reason for this property[73]. The three proteins present in CNS myelin, Nogo, MAG and OMgp are responsible for growth cone
collapse and inhibiting neurite outgrowth in vitro[74]. Unlike other Nogo inhibitory domains, the structure of Nogo66 is known via NMR technique. Nogo66 is intrinsically disordered when free in solution, but requires interaction with phosphocholine (for example, 1,2-Dimyristoyl-sn-glycero-3-phosphocholine lipid) lipid membranes for getting folded into a five-helix bundle[2]. This along with the aforementioned property of modulating ER membrane curvature makes Nogo66 an ideal model system to computationally study about membrane–active protein:phospholipid interactions. Recently, a study showed that GLU26 residue plays a key role in stabilizing the helical conformation of the lipid-bound state via interactions with choline. Also it was seen that GLU26ALA mutation improved the helicity of the protein[75].

1.2.2 Lipid membranes and phases

In biology, lipid membranes play a very important role in compartmentalizing functional units whether it be cells or organelles inside the cell. These lipids being amphipathic, in general, have a polar and hydrophilic head structure and two non-polar and hydrophobic hydrocarbon tail chains (See Figure 1.5). Cell membranes consist of lipids like phosphocholines, cholesterol and sphingolipids and other molecules. Cholesterol is a sterol, a type of lipid which modulates the fluidity of cell membranes and sphingolipids, on the other hand are a class of lipids containing a backbone of sphingoid bases, a set of aliphatic amino alcohols that includes sphingosine. Certain microdomains in lipid membranes called “lipid-rafts” enriched with cholesterol and sphingolipids exhibit very ordered structures among the lipid tails when compared to the surrounding lipids (known as Liquid ordered state). The aforementioned order of the tail (acyl chain) is quantified by a parameter called deuterium order parameter which is defined as $S_{CD} = \langle \frac{3 \cos^2(\theta) - 1}{2} \rangle$, where $\theta$ is the angle which C-H vector makes with bilayer normal and angle brackets imply the time average of $S_{CD}$ values. These lipid raft domains play a key role in signal transduction and modulate
a variety of biochemical pathways[32].

Figure 1.5: A single DMPC lipid (hydrogen atoms not shown). Polar head and hydrophobic tails highlighted.

Figure 1.6: Different lipid phases: (A) spherical micelles; (B) cylindrical micelles (tubules); (C) disks; (D) inverted micelles; (E) a fragment of a rhombohedral phase; (F) lamellae (G) inverted hexagonal phase; (H) inverted micellar cubic phase. This image was adapted from Rumiana Koynova’s paper[76], which is under Creative Commons Attribution 3.0 Unported (CC BY 3.0) license.
Researchers have studied model membranes both experimentally and theoretically[77, 78, 79]. Based on the physical environment, hydration and lipid shapes, lipids can self-organize into a variety of morphologies like lamellar structures, micelles, inverted micelles, etc[80] (See Figure 1.6). Since the hydrocarbon tails of lipids are hydrophobic, it is energetically unfavorable for them to get exposed to water. So these lipids form lamellar structures or micelles, etc where tails are prevented from any kind of exposure to water. From DSC (Differential scanning calorimetry) studies, it was revealed that all model lipid membranes have two characteristic transition temperatures. See Figure 1.7 (a) and (b) to see the DSC profile of a typical model membrane and a cartoon depiction of different phases of the lamellar lipid bilayer. When the temperature is lower than so called pre-transition temperature $T_p$, the lipid membrane organizes itself into a “gel phase” ($L_\beta$), which is very ordered in nature and the tails are in “all-trans” configuration. Beyond main-transition temperature $T_m$, the lipid membrane attains a disordered “liquid” (fluid, ($L_\alpha$)) phase where the tails are in “gauche” configuration. In between pre-transition temperature $T_p$ and main-transition temperature $T_m$, the lipid membrane attains a “Ripple” ($P_\beta$) structure which has both regions of ordered gel phase and disordered fluid phase. One main feature of gel phased lipid membrane is that the lateral diffusion of lipids is nearly absent. At the same time in the fluid phase, the lipids diffuse laterally and even exhibits flip-flops (trans-layer lipid diffusion), but at a higher time scale (~hours)[81, 82].

1.2.3 Motivation for the study

Various studies in the past have demonstrated the capability of molecules like local anesthetics, alcohols, si-RNA, membrane–active proteins and charged nanoparticles in modulating the phase transition profile by inducing interdigitated/rippled domains in them[40, 4, 5, 41, 84, 42, 43]. Vasudevan et al reported[2] that the Nogo66
Figure 1.7: (a) A typical phase transition profile of a model membrane from DSC experiments looks like this plot. Below the pre-transition temperature $T_p$, the lipid bilayer membrane exist as gel phase which is very ordered in nature. Beyond the main-transition temperature $T_m$, the membrane exists in fluid state (disordered) which is the biologically relevant state for cell membranes etc. In between the pre-transition temperature $T_p$ and the main-transition temperature $T_m$, the membrane exist in ripple form which has both ordered gel phase regions and disordered fluid state. (b) A cartoon depiction of different phases of lipid bilayer sheets. This image was adapted from Justyna B. Startek et al paper[83], which is under Creative Commons Attribution-ShareAlike 4.0 International (CC BY-SA 4.0) license.

(the extracellular domain of the neurite outgrowth inhibitor protein Nogo) is an intrinsically disordered in solution, but folds at the phosphocholine membrane in-
terface. Another study on a membrane–active protein called Hsp12 (a heat shock protein) in yeast system showed that the protein folds at DMPG (1,2-Dimyristoyl-sn-glycero-3-(phospho-s-(1-glycerol))) membrane interface and induces ripple structure in the membrane even beyond transition temperature due to the interaction with protein[5]. Given that Nogo-66 is a membrane-active protein, we investigate the effect of Nogo-66 on the membrane structure, in particular the effect of interaction on the phase transition of membrane. All-atom classical molecular dynamics simulations have been used as the tool to study the interaction of Nogo66 with the DMPC membrane.

1.3 Thesis Organization

The rest of the thesis is organized as described below:

In Chapter 2, we describe fundamentals about classical all-atom molecular dynamics simulations employed in our work and description of various analyses performed on the simulation data.

In Chapter 3, the effects of phosphorylating SER11 residue of Rap protein in a Rap:Raf complex is described. We use classical all-atom molecular dynamics as the tool to examine this problem. We elucidate the mechanism of allostery propagated in the complex and binding free energy enhancement between Rap and Raf proteins in the complex as a result of phosphorylation. We conclude this chapter by highlighting:

- The importance of studies like this which can reveal dynamics from structures available in PDB database.
- The capability of these studies which can reveal new potential pockets in the proteins.
- A possible alternate strategy of using single-site post-translational modifica-
tion/mutation of proteins which can compete with “undruggable” malfunctioning antagonists and thereby preventing the wrong downstream signals.

In Chapter 4, the effects of phosphorylating interfacial residue SER39 residue in the Rap:Raf complex is studied using all-atom classical molecular dynamics simulations. The main conclusion from this chapter is interfacial residue perturbation via phosphorylation resulted in better interaction between the two proteins Rap and Raf, which is revealed by free energy calculations. The favourable interaction between proteins is driven primarily by enhanced electrostatic component due to the interfacial phosphorylation. The Network Analysis study revealed allostery propagation till L4 loop.

Chapter 5 describes the phenomenon of a membrane-active protein Nogo66 inducing interdigitation in the DMPC membrane patch even beyond its main transition temperature. We explain about the energetically unfavorable lipid defects induced in the membrane patch due to the interaction with Nogo66. We also monitored the interaction energies between Nogo66 and the membrane and identified that the onset of interdigitation is correlated with the instances where there is favorable electrostatic and van der Waals interaction. We conclude this chapter by explaining how membrane-active proteins can play an important role in membrane remodeling like domain formation.
Chapter 2

Methods

In this chapter, we will describe the simulation and analysis techniques which have been employed in our work. There are multiple kinds of simulation techniques that can be employed to study biomolecules, including Monte Carlo (MC) simulations, Molecular dynamics (MD), lattice simulations, etc. The simulation technique which we have used in our work is all-atom classical molecular dynamics. In the first section, we will give an introduction to all-atom classical MD simulations and then explain the concept of “forcefield” which defines the interactions between atoms (or particles) in the system. And the next section is about concepts like thermodynamic ensembles and thermostats. And finally, we explain basic analysis techniques and free-energy calculation method called MM-GBSA (Molecular Mechanics-Generalized Born surface area) which have been used in this work.

2.1 All Atom Classical Molecular Dynamics

Molecular dynamics (MD) simulations are techniques used to simulate a system of \( N \) interacting particles (many-particle systems). It is called classical MD simulations if the law which governs the motion of these particles is based on Newton’s equation
of motions. And if the simulation is at the resolution of atoms, it is called all-atom classical molecular dynamics simulations. This technique can be used to simulate different systems including a variety of biological systems like a single molecule of protein in water, a protein complex, protein-membrane interactions, etc.

As mentioned before, solving Newton’s laws of equations is at the heart of molecular dynamics simulations. We use Newtonian mechanics to calculate the net force and acceleration experienced by each atom \(i\) (among \(N\) total atoms), considered as a particle of mass \(m_i\) and a fixed charge \(q_i\). And the acceleration \(a_i\) experienced by each atom \(i\), is determined by:

\[
\vec{a}_i = \frac{\vec{F}_i}{m_i} = -\frac{1}{m_i} \frac{\partial U(r_1, r_2, ... r_N)}{\partial r_i} = -\frac{\nabla U(r_1, r_2, ... r_N)}{m_i}
\]  

(2.1)

where \(r_i\) and \(a_i\) is the coordinate and the acceleration of the \(i^{th}\) atom respectively, \(U(r_1, r_2, ... r_N)\) is the many-body potential energy function and defines the interaction between particles here. Positions, velocities and accelerations at time \(t\) are used to calculate new positions, and velocities at time \(t + \delta T\). This process is continued for the desired number of steps.

Since it is impractical to simulate particles in the order of thermodynamic limit (\(\sim 10^{23}\)), periodic boundary conditions are often used in the simulations. This allows a better estimation of bulk properties from simulations of finite nanoscale systems and they also address issues like finite-size effects. Another important aspect of any MD simulation is that it assumes ergodicity if the simulations are run for a long time. Ergodicity is the ability to sample the whole of phase space volume for the given ensemble conditions. One of the consequences is the ensemble averages versus time averages of observables tend to be the same value. Since MD simulations are supposed to run huge systems (\(\sim 10^6\) particles), the programs should be written keeping in mind for making use of parallel computing facilities. Some of the pop-
ular packages for MD simulations are NAMD[85], GROMACS[86], Amber[87] and LAMMPS[88].

2.1.1 Forcefield

Interatomic forces are derived from analytically approximate interatomic potential function\(U\) in equation 2.1). So the main task is to formulate this potential function which defines how particles interact with each other. The form of potential energy function used in molecular dynamics simulations is called forcefield. A general form of such function is shown in Figure 2.1. The interaction potential \(U\) consists of both bonded and nonbonded interaction terms. Bonded interactions model covalently bonded atoms and nonbonded interactions include VDW interactions and electrostatic bonding etc. Some of the popular forcefields used in biological contexts are CHARMM(Chemistry at Harvard Macromolecular Mechanics)[89, 90], AMBER(Assisted Model Building and Energy Refinement)[91] and OPLS(Optimized Potentials for Liquid Simulations)[92, 93], etc.

Figure 2.1: The form of potential energy function \(U\) used in all-atom classical molecular dynamics simulation codes(Forcefield). This figure was adapted from Durrant and McGammon paper[94], which is under Creative Commons Attribution 2.0 Generic (CC BY 2.0) license.
Bonded Interactions

To model covalently bonded interactions in a system, there are three kinds of interactions that are considered. One is bonded interactions in bond distance\( (r) \) between 2 adjacently bonded atoms realized in form of a harmonic well potential, second is a bonded interaction in form of angle\( (\theta) \) between three consecutively bonded atoms which again is realized as another harmonic well and finally a dihedral interaction which occurs when you consider 4 consecutive atoms where the oscillations happen at the angle\( (\phi) \) between the planes spanned by first three atoms and the last three atoms. The multiple minimas arise from the fact that these dihedral interactions are optimized to reproduce the experimentally observed energy differences between trans and gauche conformations etc.

The first term in Figure 2.1 represents the bond energy between two covalently bonded particles \( i \) and \( j \). \( r_{ij} \) is the instantaneous distance and \( r_{eq} \) is the equilibrium bond length between these atoms. \( K_{r_{ij}} \) is the force constant associated with that particular bond. Similarly, for the angles and dihedrals, there are other force constants \( K_{\theta_{ij}} \) and \( V_{n_{ij}} \). Besides these classic interactions, there are also terms like improper dihedral interactions between four atoms whose bond connectivity as in the vertices of a tetrahedron. Such interactions are used to maintain planarity in the molecular structure. The potential can be represented as a quadratic harmonic function.

Nonbonded Interactions

The nonbonded interactions refer to VDW and electrostatic interactions between atoms. See the Figure 2.2 for an example case. Lennard-Jones interactions are included in the forcefield in order to capture the “non-polar” interactions and electrostatic interactions capture the interactions between particles due to their charges.
In Figure 2.1, the Lennard-Jones interactions (the 6-12 LJ potential) are those which includes the \((1/R)^{12}\) and \((1/R)^6\) terms. The \((1/R)^{12}\) is the repulsion term and the \((1/R)^6\) term is the attraction term. The nature of LJ interaction is shown in Figure 2.3. The \(\epsilon\) is the depth of the potential well, \(\sigma\) is the finite distance at which the inter-particle potential is zero, \(r\) is the distance between the particles, and \(r_m\) is the distance at which the potential reaches its minimum. At \(r_m\), the potential function has the value \(-\epsilon\). In practice, the LJ potential is a short-range interaction as the distance between particles increase. For efficient computation, the LJ interactions are truncated beyond a certain cut-off distance. To avoid singularities (discontinuities) in the function due to cut-off, the truncation is implemented through an associated “switch-function”, which takes the potential to zero continuously between the switch and cut-off distances. The forcefields usually assign LJ interactions between
particles of same type. When different types of particles interact, the parameters are assigned values based on Lorentz-Berthelot mixing rule[95]. According to this mixing rule,

\[ \epsilon_{ij} = \sqrt{\epsilon_{ii} \times \epsilon_{jj}} \]

\[ R_{\text{min}ij} = \frac{(R_{\text{min}ii} + R_{\text{min}jj})}{2} \]  

(2.2)

Figure 2.3: The nature of the 6-12 Lennard-Jones(LJ) interaction. \( V \) is the Lennard-Jones(LJ) potential and \( \epsilon \) is the depth of the potential well. \( r \) is the distance between the particles and \( \sigma \) is the finite distance at which the inter-particle potential is zero. This figure was taken from wikimedia commons, which is under Creative Commons Attribution-ShareAlike 3.0 Unported (CC BY-SA 3.0) license.

The second kind of non-bonded interaction is the electrostatic interactions(Coulombic potential) where the interaction between two charged atoms(with charges \( q_i \) and \( q_j \)) are described as \( \frac{1}{4\pi\varepsilon_0} \frac{q_i q_j}{r} \) where \( r \) is the separation between the particles, \( \varepsilon_0 \) and \( \varepsilon_r \) is the vacuum permittivity and relative permittivity respectively. Electrostatic interactions are long-range interactions and so it is the most computationally difficult
to compute in MD simulations. Also due to the use of periodic boundary conditions in simulations, the sites interact with all the periodic images and this demands special methods to deal with electrostatic interactions. Ewald Summation is one of the popular techniques to deal with this issue. To understand this, consider the Poisson equation in which Coulombic potential $\rho(x, y, z)$ written in differential form:

$$\nabla^2 \phi(x, y, z) = -\rho(x, y, z)/\epsilon$$

(2.3)

where $\phi(x, y, z)$ is the potential, $\rho(x, y, z)$ is the charge density at positions $x, y, z$, and $\epsilon$ is the permittivity of the medium. Since we have point charges in the system, the system cannot be solved by discretizing this equation. The Ewald summation replaces the point charges (delta functions) with some smooth functions like Gaussian functions, but inverted ones. Now the sum of these point charges and respective inverted Gaussians comprise the short-range interactions which can be computed in real space (r-space). The complementary part which constitutes the long-range interactions is computed in the Fourier domain (reciprocal space or k-space) for computational efficiency. (See Figure 2.4.) In MD simulations, one of the popular ways to compute the electrostatic interactions is via the Particle Mesh Ewald (PME) technique[96]. Other methods include multilevel summation method (MSM)[97] and fast multipole method (FMM)[98] etc. In PME, the calculation in reciprocal space is done using Fast Fourier transforms (FFT) using charges assigned to discrete grid points. And the computational complexity of this algorithm is $O(N \log N)$, whereas the direct evaluation will take $O(N^2)$.

2.1.2 Basic steps of an MD simulation for biomolecules

The initial step in the MD simulation is to obtain coordinates of the system. For biological systems, the coordinate information are usually obtained from experimental
Figure 2.4: Illustration of Ewald Summation by decomposing it into Real and Reciprocal spaces.

sources such as crystal structure from protein data bank (PDB)[99]. If the system includes lipid membranes etc, CHARMM-GUI[100, 101] software can be used to construct the system. An important consideration while creating the initial structure is to avoid creating systems with energetically very unfavorable structures like atoms with merging coordinates or steric hindrances etc. Protonation states should be carefully assigned to proteins depending on the pH conditions which are usually specified in experimental data (like PDB). The second step is minimization and its purpose is to take the initial structure to a state of local energy minima in the potential energy landscape. Steepest descent method and Conjugate gradient method etc are common minimization algorithms[102]. Minimization only assigns or “corrects” the positions of atoms. The next step is assigning velocities to the particles which is usually sampled from Maxwell-Boltzmann distribution. The reason for using Maxwell-Boltzmann distribution in assigning velocities stems from the fact that the average kinetic energy \( <K> \) is related to the temperature of the system. The correct temperature \( T \) can only be reproduced if all the \( N \) atoms follow the relation \( <K> = 3Nk_BT/2 \), where \( k_B \) is the boltzmann constant. Using random velocities instead of Maxwell-Boltzmann distribution might take more time to settle to final distribution. The simulations are run under the thermodynamic ensembles like NVE, NPT or NVT ensemble, where ‘N’ stands for number of particles, ‘V’ for volume of the system, ‘T’ for temperature, ‘E’ for the total energy of the system and ‘P’ for the Pressure of the system. In order to relax the system away from any
artificially induced metastable starting states, we perform equilibration simulations. Once equilibration is done, the production simulation runs are executed.

**Integrators**

The Newtonian equations of motion (equation 2.1) are integrated to generate time evolution of a system and for this various integration schemes are proposed in literature. Certain conditions like reversibility of dynamics and the symplectic property have to be maintained by the integrators. One of the popular integrator is the Verlet algorithm. To derive it, the position is expanded according to Taylor series:

\[
\begin{align*}
    r(t + \delta t) &= r(t) + \delta t \mathbf{v}(t) + \frac{1}{2} \delta t^2 \mathbf{a}(t) + ... \\
    r(t - \delta t) &= r(t) - \delta t \mathbf{v}(t) + \frac{1}{2} \delta t^2 \mathbf{a}(t) + ...
\end{align*}
\]  

(2.4)

where \( r \), \( \mathbf{v} \) and \( \mathbf{a} \) are the position, velocity and acceleration vectors of particles respectively.

The above 2 equations gives:

\[
\begin{align*}
    r(t + \delta t) &= 2r(t) - r(t - \delta t) + \delta t^2 \mathbf{a}(t)  \\
    \mathbf{v}(t) &= \frac{r(t + \delta t) - r(t - \delta t)}{2\delta t}
\end{align*}
\]

(2.5)

(2.6)

To evolve the system to future positions, this Verlet algorithm requires the current position vectors, position vectors of the previous time step, and the current acceleration vectors. This is a simple algorithm, but has the disadvantage of having no information about velocity in the equation (and so has to be calculated separately)
and the truncation error associated with the positions and velocity in the algorithm is of the order $O(\delta t^4)$ and $O(\delta t^2)$ respectively, which adds to the lack of precision. And the biggest problem is that the algorithm has to keep previous positions in the memory. And for these reasons, the modified algorithm called Velocity-Verlet algorithm is the integrator used by most MD engines. Here the algorithm contains the following equations:

$$r(t + \delta t) = r(t) + \delta t v(t) + \frac{1}{2} \delta t^2 a(t)$$
$$v(t + \delta t) = v(t) + \frac{1}{2} \delta t (a(t) + a(t + \delta t))$$ \hspace{1cm} (2.7)

The above formulae are executed in three steps. As can be seen in second equation above, to calculate the new velocities requires the accelerations at both $t$ and $t + \delta t$.

From the second equation, the positions at $t + \delta t$ are calculated. Next, $v(t + \delta t/2) = v(t) + \frac{1}{2} \delta t a(t)$ is calculated. Forces are computed from current positions $r(t + \delta t)$, giving $a(t + \delta t)$.

The final step is to calculate the velocities at $t + \delta t$ with the formula:

$$v(t + \delta t) = v(t + \delta t/2) + \frac{1}{2} \delta t a(t + \delta t)$$ \hspace{1cm} (2.8)

The Velocity-Verlet algorithm is better in precision comparing to Verlet algorithm, since its error is of the order $O(\delta t^2)$.

**Thermostats and Barostats**

Thermostats and barostats are used to maintain the conditions of constant temperature and pressure in the system to fixed values. The temperature of a system is measured from kinetic energies as in equipartition theorem. Thermostat algorithms work by modifying the Newtonian equations of motion which are inherently in NVE
ensemble. Thermostats can be implemented either in a deterministic or stochastic form and be either global or local, depending on whether they are coupled to the entire system or separately to parts of the system. Some popular thermostats include:

- Velocity Rescaling thermostat
- Berendsen thermostat
- Andersen thermostat
- Langevin thermostat
- Nosé-Hoover thermostat

Velocity rescaling method is very crude (non-physical), but simple to implement. It relies on rescaling the velocity of the particles such that the instantaneous temperature exactly matches the target temperature. In Berendsen Thermostat the system is coupled with a heat bath with a target temperature \( T_0 \). The temperature is adjusted according to the equation below, where the deviation exponentially decays with a time constant \( \tau \):

\[
\frac{dT}{dt} = (T_0 - T/\tau)
\]  

(2.9)

Berendsen thermostat is known for not sampling from the NVT ensemble and so simulation artifacts are common with it. The principle of Andersen thermostat is to select particles randomly from the system and making them collide with a heat bath by assigning the particles new velocities sampled from the Maxwell-Boltzmann distribution. Although this thermostat samples from NVT ensemble, the system dynamics can be affected by the collisions with the heat bath. Langevin thermostat is a stochastic thermostat which supplements NVE ensemble with Brownian dynamics, which has both components of viscosity and random collision effects in the form of noise. Nosé-Hoover thermostat removes the concept of an external heat bath from other cases and adds an extra degree of freedom in the form of a ficti-
tious mass that interacts with the particles in the system. The dynamics are well preserved, but ergodicity is somewhat sacrificed for smaller systems. This can be improved with the use of Nosé-Hoover chains[103]. If the simulations are done in the NPT ensemble, barostats are necessary to assign constant pressure. The popular barostats are:

- Volume rescaling
- Berendsen barostat
- Andersen barostat
- Parrinello-Rahman barostat
- Nosé-Hoover Langevin piston barostat

Volume rescaling works by adjusting the system volume to attain target pressure. It doesn’t sample the ensemble properly and cannot be used for production runs. Berendsen barostat works using the similar principle as in the Berendsen thermostat and uses an improved version of volume rescaling and couples the system with a weakly interacting pressure bath. Andersen barostat is an isotropic barostat which uses the principle similar to Nosé-Hoover thermostat by adding an additional degree of freedom to the equations of motion. This barostat is good in sampling the ensemble. Parrinello-Rahman barostat is an extension of Andersen barostat which can also be used for realizing pressure anisotropy. Nosé-Hoover Langevin piston barostat uses Langevin dynamics to control fluctuations in the barostat.

2.2 Analysis Techniques

2.2.1 Covariance Analysis

Covariance Analysis can be done on the MD trajectory of protein C$_\alpha$ atoms in order to analyze the coupling between residues. The covariance matrix constructed
from the displacements with respect to the average structure can give information regarding correlated/anti-correlated movements between various regions of the protein. The covariance matrix is defined as following:

$$C_{ij} = \frac{\langle \Delta r_i \cdot \Delta r_j \rangle}{\sqrt{\langle \Delta r_i \cdot \Delta r_i \rangle \langle \Delta r_j \cdot \Delta r_j \rangle}}$$  \hspace{1cm} (2.10)

where $\langle \cdot \rangle$ stands for the averaged values (across the snapshots in molecular dynamics trajectory), $\Delta r_i$ and $\Delta r_j$ are the $i^{th}$ and $j^{th}$ atom’s displacements with respect to the corresponding averaged structure atoms.

### 2.2.2 Principal Component Analysis

Principal Component Analysis (PCA) is a very popular dimensionality reduction technique used in multidimensional datasets. It performs an orthogonal transformation on the possibly correlated data to produce linearly uncorrelated variables called principal components (PCs). The first PC will be in the direction of maximum variance from data and so on. The first step is to fit the molecule with the structure of the initial snapshot of MD trajectory, and remove the translations and rotations etc. And the second step is to generate the covariance matrix from the data. In our case, the data is the molecule coordinates from the molecular dynamics trajectory. The data is in the form of $M \times 3N$ format, where $M$ is the number of snapshots in molecular dynamics trajectory and $3N$ is the $x,y,z$ coordinates of the number of atoms. The covariance matrix is defined as in equation 2.10. The reference atoms in this equation can be from the crystal structure instead of averaged structure coordinates. The next step is to do Singular Value Decomposition on this Covariance matrix and project that data on to the coordinates. What this essentially gives is a scatter plot between different dominant orthogonal components from decomposing the RMSD (Root Mean Square Distance) data.
PCA in MD context can be used:

- To study about the global motions in molecules.
- To filter out the high frequency motions in the MD data.
- To see the conformational space sampled by molecules.
- To find significant reaction coordinates of the system and use it for free-energy calculations etc.

Although PCA is very popular, two caveats to keep in mind:

- If the weight of eigen values captured by the first few vectors are less, it means that PCA will not be a meaningful tool in such cases!
- It can also give meaningless PC directions say in the case of a double well potential. In such cases other techniques like \( t-ICA \) (time lagged Independent Component Analysis) would be useful.

### 2.2.3 Community Network Analysis

Community network analysis is a technique that can be used to investigate the propagation of an allosteric signal in a protein of protein-protein complex etc. This technique converts the protein or protein-protein complex into an equivalent network(graph) representation. If two atoms in the trajectory are interacting within a threshold distance (say 4.5Å) for the 75% of the time duration of the considered MD trajectory, then those two atoms are considered as nodes connected via an edge in the network. \textit{NetworkView}[104, 24] plugin in VMD is used to perform community network analysis on the MD trajectory data. The community detection analysis was done using software “gncommunities” and the algorithm behind this is Girvan-Newman algorithm[24, 23]. The edges are weighted using the correlation matrix(\( C_{ij} \))
data between the $C_\alpha$ atoms using the relation:

$$w_{ij} = -\log(\text{abs}(C_{ij}))$$ \hspace{1cm} (2.11)

Once the communities are detected in the network representation of the protein or a protein-protein complex, it becomes easy to infer the signal propagation (possible allostery) as a result of specific events in the network.

\subsection*{2.2.4 MM-GBSA Free Energy Calculations}

MM-GBSA (Molecular Mechanics-Generalized Born surface area) method\cite{105, 106, 107, 108} is the most efficient method to calculate the binding free energy of large systems like protein-ligand or protein-protein complex, etc. This method is computationally cheaper than other free energy methods such as steered molecular dynamics\cite{109}, free energy perturbation, and metadynamics. It calculates binding free energy by making use of the thermodynamic cycle depicted as in Figure 2.5.

This method is parameterized within the additivity approximation where the net free energy change is treated as the summation of individual energy components\cite{110}. The free energy was calculated using the equation below:

$$G_{TOT} = H_{MM} + G_{solv} - T \Delta S_{conf}$$ \hspace{1cm} (2.12)

where $H_{MM}$ is the sum of the bonded, electrostatic and Lennard-Jones energy terms, $G_{solv}$ is the sum of polar and non-polar solvation energies, $T$ is the temperature and $S_{conf}$ is the configurational entropy. The polar component of $G_{solv}$ is estimated using the Generalized Born model and the non-polar component is calculated from the linear relation between SASA (solvent accessible surface area) and surface tension of the solvent (water). $G_{solv}$ is included in the electrostatic measurements done via
Figure 2.5: Illustration of Thermodynamic cycle utilized in MM-GBSA binding free energy calculations. The ligand and receptor can be a small molecule and protein, two different proteins etc.

NAMD script for GBSA calculations. In the single trajectory method, employed here, the bonded energy contribution to the change in $H_{MM}$ will be zero. Regarding the inclusion of entropic term in the free energy of binding, we would like to note that the usual method of computing the entropy via normal modes[111] is computationally very expensive, especially for protein-protein complexes and other methods may have convergence issues and has been omitted in many earlier works, which we follow in this work as well. [106, 107, 112, 105, 113, 114, 115, 116, 117, 118] The binding free energy for complex formation is then calculated as:

$$
\Delta G_{bind} = G_{TOT}^{Protein-Ligand} - (G_{TOT}^{Protein} + G_{TOT}^{Ligand})
$$

where $G_{TOT}^{Protein-Ligand}$, $G_{TOT}^{Protein}$ and $G_{TOT}^{Ligand}$ are the free energies corresponding to Protein-Ligand complex, only Protein, and only Ligand trajectories. In addition to the binding free energy measurements, we have to calculate the change in entropy
of the individual as well as the complex using the quasi-harmonic approach.
Chapter 3

Phosphorylation promotes binding affinity of Rap-Raf complex by allosteric modulation of switch loop dynamics

3.1 Introduction

Rap belongs to the family of small Ras-like GTPases, which have many roles in cellular activities like cell proliferation, apoptosis and differentiation etc\[119, 6, 120, 7, 121\]. These GTPases act like molecular switches, active when GTP is bound and inactive when GDP is bound. These conformations are interconvertible by the action of the guanine nucleotide exchange factors (GEFs) and the GTPase activating proteins (GAPs). GEFs exchange GDP for GTP and GAPs catalyse the hydrolysis of GTP converting the active form into the inactive protein\[8\]. The Ras GTPases participate in many signalling pathways, including the MAPK/ERK, PI3K\[122, 44, 123\]. Many factors including their cellular location, bound ligand molecule and
phosphorylation can affect how these molecules interact with downstream signalling proteins [124, 125], which is crucial in transmitting signal from Ras to the mitogen-activated protein kinase. Because of their role in key signalling events which are often deregulated in cancer and due to their prominent role as oncogenes, Ras family members (specifically H-, K- and N-Ras proteins) have garnered considerable attention over the years[126, 123, 19, 52]. Considering all cancers where at least 20 tumours were counted and weighted equally, pan ras mutations were found at an incident rate of 16% [52] and activating Ras mutations are associated with approximately 30% of all human cancers[44]. Many of these mutations render the tumour aggressive and are responsible for the death of patients. Yet there are no targeted therapies for these class of proteins as they are considered notoriously undruggable lacking specific binding pockets[19].

The Rap proteins such as the Rap1A and Rap1B rose to prominence because of their high degree of identity to the Ras proteins[127, 128, 7, 129, 130, 119, 131]. Rap1A was identified as a suppressor of Ras activity in screening assays, a function attributed to its ability to competitively bind (in the presence of GTP) to downstream Raf without activating it and hence disrupting the signal transmission along the MAPK pathway[132]. Binding of Rap1 to RafB on the other hand results in activation as seen with the Ras family of proteins[133]. Many mutations, domain swapping experiments have indicated regions other than the RBD domain of Raf are responsible for these differences[134, 135]. All known Ras effectors share a common Ras-binding Domain (RBD). Besides competing with Ras, Rap proteins are involved in many other crucial cellular functions such as cell adhesion, cell-cell junction formation and regulation of the actin cytoskeleton[136, 137, 138, 139].

Although not as well studied as the role of GEF proteins and GAP catalyzed changes in the nucleotide bound conformations, phosphorylation is known to regulate the functions of Ras and Rap proteins[140, 141, 142, 143, 144]. Phosphorylation is the
most common reversible post translational modification (PTM) of proteins with a role in regulation of essentially all cellular functions\cite{145, 146}. The mechanism of how phosphorylation acts as a molecular switch that allows cells to respond instantaneously to various stimuli without the need for new protein synthesis, how phosphorylation at a remote site often influences the activity at a completely different site continue to be active areas of research. Most often phosphorylation is observed in disordered, well accessible or highly flexible regions and loops in proteins\cite{20, 21}. However, multiple investigators, including our collaborator, while analyzing large scale data sets have documented that many of these phosphosites are not readily exposed to the solvent\cite{22, 65, 66, 21}. The presence of significant number of possible phosphosites in the disallowed region of phosphoconformation suggests that factors including dynamic conformational changes of proteins, binding to other proteins or regulatory factors can potentially expose these buried phosphosites to the solvent and to a kinase. Therefore understanding the role of protein dynamics in exposing such sites to solvents, interactions involved in transmitting the effects of phosphorylation to other functional sites is essential. Inherent loop dynamics of proteins play a critical role in functioning of the protein \cite{147, 148, 149, 150} and it is very important to understand the effects of local mutations or PTMs on the global structure of proteins. However it is not trivial to obtain phosphoproteins in amounts large enough for experimental investigations even when the kinase involved is known. MD simulations are invaluable tools successfully employed on multiple occasions to understand the effect of phosphorylation on the structure, dynamics, allosteric effect, conformational stabilization and map the electrostatic interactions in the proteins and thereby deduce the effect on functions\cite{151, 152, 153, 154, 155}.

In this work, we study the effects of phosphorylation of a single residue, SER11, identified as a possible phosphosite in Rap1A \cite{67} (see Figure 3.1), on the conformational dynamics of the Rap1A and its interactions with the effector protein kinase c-Raf1. It is to be noted that this particular residue, serine, occurs only in Rap GTPases
and is replaced by alanine in Ras GTPases[156]. Phosphorylation at the same site has been observed in tumor samples of lung cancer patients as well [157] and SER11 phosphosite in RAP1 carries motifs for many kinases, some with high and others with moderate scores: for example putative sites CK1, Aurora and ATM kinases, are predicted by KinasePhos2 a webserver for phosphosite predictions[158]. In addition to SER11 residue, SER39, SER179 and SER180 are other possible phosphosites in Rap1 that are either predicted or experimentally determined. Proximity of SER11 to the nucleotide ligand, which alters the activity of GTPases such as Rap1, renders the investigation of effects of phosphorylation particularly interesting. We also explore the effects of such phosphorylation on the dynamics of functional loops such as Switch I and Switch II loops to characterize the allosteric pathways within Rap-Raf complex and subsequently gain some insight into possible mechanisms through which Rap may affect the downstream MAPK signalling pathway.

### 3.2 MD Simulations

The effects of phosphorylation on the dynamics of complex Rap-Raf are studied using the available complex structure of Ras-related protein Rap1A (referred to as Rap) liganded with GMPPNP which is a GTP-analogue, Mg$^{2+}$ ion and Raf-RBD(Ras binding Domain) from c-Raf1 (referred to as Raf in this work) downloaded from protein data bank with PDB id 1C1Y with a resolution of 2.2Å[159]. 1C1Y comprises of GTP analogue molecule(GppNHp) liganded protein Rap1A complexed with Ras binding domain(RBD) of cRaf-1. For simulations performed in this work, we replaced the GTP analogue with GTP molecule. All-atom classical MD simulations were done for the systems listed in Table 3.1, using CHARMM36[160, 161] forcefield with the aid of NAMD[85] software. The visualization was done using software VMD[162] and analysis of data using Tcl scripting language which is embedded with VMD, Matlab and Grcarma[163] software. The protein complex(as in
PDB file 1C1Y) was crystallized at pH 7.6. The protonation states for all ionizable residues were found using PDB2PQR server [164] before solvating them. We found out that patch for neutral Lysine has to used at Rap residue number 16. And for the phosphorylated SER11 case simulations, dianionic phosphoserine SP2 patch was applied. PSFGEN tool from VMD software was employed for these patches. Each system was solvated in a TIP3P[165] water box and overall charge neutrality was realized by adding appropriate counter ions using VMD. The systems were then subjected to energy minimization runs using the conjugate gradient method for 5000 steps, followed by molecular dynamics simulation runs in isothermal-isobaric(NPT) ensemble. The GTP analogue in the crystal structure, GppNHp was replaced by GTP and GDP molecules for the present simulations. The simulations of Rap-Raf complex with GTP and GDP ligands with and without SER 11 phosphorylated were
done for 400 ns with a time step of 2 fs. The Nosé-Hoover-Langevin piston with a decay period of 100 fs and a damping time of 50 fs was used to maintain a constant pressure of 1 atm\[^{166, 167}\]. Berendsen thermostat\[^{168}\] was used to control temperature at 298 K. A cut-off distance of 12 Å was used to compute all short-range van der Waals (VDW) interactions and the long-range electrostatics interactions was treated with the Particle Mesh Ewald (PME) method\[^{96, 169}\].

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
<th>Length of Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rap-Raf complex with GTP and Mg(^{2+})</td>
<td>400 ns</td>
</tr>
<tr>
<td>2</td>
<td>Rap-Raf complex with GTP and Mg(^{2+}) with phospho-Serine11</td>
<td>400 ns</td>
</tr>
<tr>
<td>3</td>
<td>Rap alone with GTP</td>
<td>200 ns</td>
</tr>
<tr>
<td>4</td>
<td>Rap with Phospho-serine11 with GTP</td>
<td>191 ns</td>
</tr>
</tbody>
</table>

Table 3.1: Details of systems simulated and analysed.

We used CASTp server\[^{170}\] for pocket identification in the Rap domain. The largest cavities of the last 5 ns time averaged structure of Rap domain for different cases were computed. These calculations can give information about the flexibility of the protein cavities and provides the necessary insights into comparative analysis of different forms of the protein as well as how each simulation is different from the original starting structures.

### 3.3 Results

#### 3.3.1 Effects of phosphorylation on structure and dynamics of Rap

The stability of the structures monitored via the root mean squared deviation of the GTP-bound Rap protein with and without the SER11 phosphorylated is shown in Figure 3.2. The mobility of various parts of the protein and the effect of phosphorylation on the mobility of the Rap protein is measured through the root mean squared
fluctuations (RMSF) of each residue, averaged over last 50 ns, 350-400 ns, (Figure 3.3). In the GTP bound form, the effects of SER11 phosphorylation are centered around the Switch I and Switch II loop regions. Proteins belonging to Ras superfamily are known to inhabit multiple conformational states and the two important loops that determine such conformational flexibility are Switch I (residues 25-40) and Switch II (residues 57-74) loops. The mobility of the loop region containing residues 80-85, which is spatially proximal to the phosphosite, is increased in the case of phosphorylated SER11. This is due to the acquired favourable interactions between the phosphorylated SER11 and the Switch II loop (discussed later) and consequently disrupt the interaction between the phosphosite and the loop containing residues 80-85. To understand the effects of complex formation on the structure of Rap, we also simulated the Rap protein alone (not in complex with Raf), with GTP ligand. The RMSF plots for all the four cases of Rap protein with or without complex formation with RBD of Raf protein and with and without phosphorylation of SER11 is shown.
in Figure 3.4. The results suggest that the loop with residues 138-141 is mobile in all cases except the case of Rap-Raf complex with SER11 phosphorylated. This is due to favourable electrostatic interactions between ASN140 and ASP108. Results (See Figure 3.4) suggest that the mobility of both switch loops is very high when Rap is not in complex with RBD of Raf but undergoes reduction of mobility when SER11 is phosphorylated. The Solvent accessible surface area (SASA) of SER11 residue calculated for the molecular dynamics trajectory of Raf-Rap complex with GTP (measured using VMD keeping the probe radius to 1.4Å) indicates that the dynamical nature of the P-loop allows the buried phosphosite SER11 to be exposed to water for a significant time on the present simulation timescale, suggesting a strong possibility of a kinase phosphorylating the SER11 residue and lends validity to our simulation studies involving phosphorylated Rap protein (See Figure 3.5).

In the following sections we describe how phosphorylation at SER11 influences the dynamics that affects a) Switch I loop interaction with nucleotide and RBD domain  
b) Switch II loop interaction with the nucleotide.

Figure 3.3: The RMSF of residues of Rap Cα atoms averaged over 350 to 400 ns of simulation for both unphosphorylated (green) and phosphorylated (blue). The relevant Switch I and Switch II loops are indicated in the figure.
Switch II loop interacts primarily with the GDP/GTP exchange factors (known as GEFs), which accelerate the release of the previously bound GDP to the proteins and to be replaced by GTP. The conformation of Switch II loop undergoes profound
changes when GDP is exchanged with GTP ligand. The GEF proteins are known to make extensive contacts with residues in the Switch II loop inducing local conformational changes near the nucleotide binding site, which results in the release of the bound nucleotide. Thus the mobility of the Switch II loop plays an important role in binding the GEF proteins leading to the GTP-bound conformations of G-proteins and consequently affect their ability to bind to downstream effectors. From the Figure 3.3, it can be seen that the Switch II loop is most mobile in the GDP bound form of Rap, whose mobility reduces in the GTP bound form. This can be understood as the conformational stability that the loop acquires upon its interaction with the GEF proteins. Phosphorylation of the SER11 residue further reduces the mobility of this important functional loop in the GTP bound form of the protein. To understand this difference in the dynamics of the Switch II loop, its interactions with residues in the nearby P-loop (to which SER11 residue belongs) were investigated. In the Rap protein, as with the Ras proteins, the nucleotide pocket is flanked by primarily three loops: Switch I, Switch II and P-loop. As can be seen in Figure 3.6, the conformation of Switch II loop is drastically altered when SER11 is phosphorylated in Rap-GTP protein. There are two strong electrostatic interactions which underlie such a significant conformational change. The Switch II loop contains several polar and charge residues including ARG68, which is positively charged. On phosphorylation of the SER11, the pocket region close to this residue acquires more negative charge compared to the unphosphorylated Rap. The simulations strongly suggest there is a phosphorylation induced change in conformation of Arg 68, which forms a stable salt bridge with the phosphate group of the SER11. This strong interaction results in pulling of the Switch II region into the nucleotide binding pocket which results in formation of another stable electrostatic interaction between the main chain carbonyl oxygen and the amide nitrogen atoms belonging to GLY 60 (Switch II) and GLY 12(P-loop) respectively. The distance between the two residues in the Rap-GTP protein with and without phosphorylation throughout
the simulation timescale are shown in Figure 3.7 (a) and the difference is almost of the order of 7 Å. The GLY60 residue also forms stable favourable interactions with the oxygen atoms of the GTP ligand when SER11 is phosphorylated (Figure 3.7) (b). The resulting favourable electrostatic interaction locks the Switch II loop into a conformation that reduces drastically its mobility.

Figure 3.6: Overlapped snapshots of GTP bound Rap protein showing the conformation of functional Switch I and Switch II loops with (red) and without (yellow) phosphorylation towards the end of the simulation. The positions of residues GLY 12 and GLY60 with (red) and without(yellow) phosphorylation is also marked.

Switch I loop of Rap interacts directly with the effector protein Raf kinase, and the strength of the interaction strongly depends on the bound nucleotide. Compared to the inactive state of Ras, when GDP is the ligand, RBD binds to active Ras-GTP is the ligand almost 1000 times more strongly[172]. This mode of interaction is conserved in Ras superfamily of proteins[124, 173, 174]. Hence, the dynamic mobility of the Switch I loop is of crucial importance in the interaction between proteins in Ras superfamily and their effectors. The RMSF plot in Figure 3.3 shows that the Switch I loop has slightly increased mobility when SER11 is phosphorylated, compared to the unphosphorylated Rap-GTP protein (in the GTP bound forms). The increased mobility is largely due to the movement of Glu30 of Switch I loop region (Figure 3.8 (a)). In the unphosphorylated Rap-GTP case, the GTP ligand
Figure 3.7: The time evolution of (a) distance between GLY60(O) and GLY12(N) atoms, (b) distance between GLY60(center of mass) and GTP(O3G) atoms for both unphosphorylated (green) and phosphorylated (blue) cases.

forms several favourable interactions with residues lining the nucleotide pocket. This includes a strong and persistent hydrogen bond between the the oxygen molecules attached to the γ-phosphate atom and the hydroxyl group of TYR32, which has been observed in many crystal structures of Ras super family including Rap. [159, 175] The other favourable electrostatic interaction of GTP ligand with Switch I loop is between GLU 30 and hydroxyl groups attached to ribose moieties of GTP ligand (see Figure 3.8). These interactions reduce the mobility of the Switch I loop and participate in the stability of the complex formation with RBD loop of Raf kinase. With the inward movement of the Switch II loop into the nucleotide pocket region, as mentioned above, the position of GTP ligand changes and the interaction between GLU30 and GTP ligand is broken (see Figure 3.8 (b) ), resulting in increased mobility of the residue GLU30 (see Figure 3.3). It is to be noted that the position of TYR32 in the crystal structure used in the present simulations (1C1Y) is in the conformation in which the residue is located within the active site[176, 177]. This conformation of TYR32 is expected to play a crucial role for catalysis of Rap proteins [178], independent of GAP proteins, and that this conformation of TYR32
is preserved even when nucleotide pocket is significantly perturbed when SER11 is phosphorylated. This alteration of dynamics of Switch I loop by phosphorylation of SER11, which is located spatially and sequentially away from Switch I, clearly shows that allosteric mechanism is involved in communication.

Figure 3.8: Snapshots of nucleotide pocket of Rap-GTP with and without phosphorylation of SER11. The functional loops Switch I and Switch II loops are shown in red and yellow colour respectively. The relevant residues in the two loops are also shown and the hydrogen bonds between GTP and residues in Switch I loop, when relevant, are shown in white dashed lines.

Figure 3.9: The time evolution of distance between the catalytic residue THR61 and GTP ligand without (green) and with (blue) phosphorylation.

The most significant effect of phosphorylation of SER11 is in the position of THR61 residue on the Switch II loop, with respect the bound ligand GTP as shown in Figure 3.9. In Ras proteins, the residue 61 (which is GLN) plays a very crucial role,
along with the GAP proteins, in the GTP hydrolysis. The residue 61 is one of the
most mutated site found in human tumours which impairs or abolishes the hydrol-
ysis of GTP can lend the Ras protein to be in perpetually ON state[52]. In Rap
proteins, this important residue is replaced by a threonine and experimental studies
have shown that THR61, unlike GLN61 in Ras, plays a predominant role in binding
of GAP proteins and does not participate in GTP hydrolysis[176, 179]. The solved
structure of Rap1 in complex with Rap1GAP has shown that the conformation of
THR61 is away from the active site[176]. In the Rap-RBD structure used in the
present simulation also, the Switch II is in a disordered state and THR61 is pointed
away from the nucleotide. The simulations with the unphosphorylated Rap-RBD
complex shows that the Switch II loop remains mobile and the THR61 moves away
from the nucleotide during the course of the simulation. However, the phosphoryla-
tion of SER11 residue brings the THR61 into the nucleotide active site by forming
a stable bond with GTP (as seen in Figure 3.9). This conformation and location
of THR61 inside the active site can have profound effect on the ability of the GAP
proteins to hydrolyse the GTP ligand and can potentially affect Rap’s interaction
with Raf.

3.3.2 Conformational sampling of Rap: Effects of phospho-
rylation

Having found that there is a reciprocal relationship in the dynamics of the switch
loops that has a strong influence on nucleotide binding and Raf interaction the role
of phosphorylation on the conformation of different forms of the protein and effect
on Rap activity is further explored in this section. Covariance analysis, using the
cross correlation matrix as defined in the Methods chapter, is a very useful tool in
getting insights into the relative correlated motions of different parts of the protein.
The cross correlation matrix is computed by measuring the positional deviations
of individual residues from an averaged structure and it is further averaged over equilibrium trajectory time scale. For all the simulations considered in this study, the cross correlation matrix is constructed over last 100 ns of simulation time in a run of 400 ns. We would like to emphasise that in our simulations, all rotations and translations were removed before performing the cross correlation analysis, as is the norm. The presence of hinges and possible large scale movement about the hinges can potentially complicate the positional cross correlation measurements, but no such global changes have been observed in all our simulations. It is very evident from the results (shown in Figure 3.10) that the phosphorylation significantly alters the correlation between various functional loops. In the unphosphorylated Rap, the Switch II loop is anticorrelated with both Switch I and P-loop (shaded in blue 1 and 2 respectively in Figure 3.10), which disappears in the case of phosphorylated Rap protein. In addition, a strongly positively correlated motion (region 4 in Figure 3.10) appears between Switch II and P-loop region. These results are consistent with the observations made in the previous section: the attractive interactions between the GLY60 in Switch II loop and GLY12 in P-loop triggers the observed positively correlated motion between the two loops. The conformational change in Switch II loop also removes strong anti-correlation between Switch II and helix 4 (residues 75 to 100) in Rap (region 3 in Figure 3.10), further suggesting an overall increase in the correlated motion between different parts of the Rap protein when SER11 is phosphorylated.

To understand the change in configurational space explored by the Rap protein when SER11 is phosphorylated, PCA analysis is employed. As has been described earlier, the two major regions which experience considerable changes after phosphorylation are localized regions in Switch I and Switch II loops. It has been long proposed that the proteins involved in the complex formation undergo changes in conformational entropy to compensate for the loss of translational entropy, due to complex formation, and it would be interesting to see if the phosphorylation can affect such
conformational sampling. The mobility of the Switch II loop is considerably reduced when SER11 is phosphorylated and the loop’s configuration also changes such that the residues on the loop are pulled significantly towards the nucleotide binding site. The Switch I experiences an increase in its mobility on phosphorylation, but the change is much less compared to the reduction of mobility of Switch II loop. From these results, it can be expected that the Rap molecule acquires an overall tighter configuration on phosphorylation which can be verified through monitoring the subspace defined by the two largest principal components (PC1 and PC2) of the projected MD trajectory. Towards this we have analyzed the trajectory data generated over the last 25 ns of MD simulations (375-400 ns) by fitting the coordinates of all the frames of Cα atoms. The results clearly show that the Rap protein occupies a different conformational space compared to the unphosphorylated form and that the over all conformational density is smaller, strongly indicating a tighter conformation (see Figure 3.11). The first two principal component vectors PC1 and PC2 captured nearly 83% of the information content from the last 25ns data of MD trajectories of Rap domain Cα atoms for the GTP liganded forms with and without SER11 phosphorylation.
Figure 3.11: Conformer plots of Rap domain (375 to 400ns simulation data). The plot shows conformational space sampled by Rap protein in terms of PC1 (80.13%) and PC2 (2.36%).

Figure 3.12: Largest cavity location of Rap domain in original crystal structure and last 5ns averaged structures of GTP (red; volume: 605.96 Å³), Crystal structure (blue; volume: 521.01 Å³) and GTP-PSER11 (black; 278.01 Å³) cases.
The conformational changes in Rap, observed both in terms of interactions between various loop regions via covariance analysis and overall conformational flexibility of the protein, prompted us to look for phosphorylation induced changes in the distribution of pockets within the protein. The results are shown in Figure 3.12. The largest pocket in the Rap protein, by volume, is identified (averaged over last 5ns of simulation) and the results are shown for Rap-GTP with and without phosphorylation and the original crystal structure are also shown for comparison. The pocket location remains more or less the same for all the forms of Rap protein, except when Rap is phosphorylated at SER11 and with ligand GTP (shown in dark grey in fig Figure 3.12). As can be seen from Table 3.2, the residues lining the pocket are very similar in all the three forms of Rap-PSER11. Most of the residues that line the nucleotide pocket, not surprisingly, belong to Switch I, Switch II and P-loop (as seen from the colouring of the residues in Table 3.2). However in the case of GTP-PSER11, the residues are predominantly only from P-loop and Switch II and the Switch I loop residues are not part of the residues lining the nucleotide pocket, which can be rationalised in terms of increased mobility of Switch I loop. The pocket volume is also changed and is much smaller for the phosphorylated case. As discussed earlier, the change in the pocket location can be rationalised in terms significant perturbation to the nucleotide binding pocket of the Rap protein upon phosphorylation. The results clearly show that the location of the largest pocket is near the nucleotide in all the cases except when the protein is phosphorylated in the presence of GTP (GTP-PSER11 case). The observation that the largest pocket size in the case of phosphorylated Rap protein, in the presence of GTP, is smaller than all the other case, suggests a more compact structure when phosphorylated and in the presence of GTP which is consistent with the PCA results in Figure 3.11.
<table>
<thead>
<tr>
<th>No.</th>
<th>System-Name</th>
<th>Residues lining the largest pocket</th>
<th>Pocket Vol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rap-crystal structure: 1C1Y.pdb</td>
<td>GLY12 GLY13 VAL14 GLY15 LYS16 SER17 ALA18 PHE28 VAL29 GLU30 LYS31 TYR32 ASP33 PRO34 THR35 ASP57 THR68 ALA59 GLY60 THR61 ASN116 LYS117 ASP119 ALA148 ALA149</td>
<td>521.01 ( \text{Å}^3 )</td>
</tr>
<tr>
<td>2</td>
<td>GTP Case</td>
<td>SER11 GLY13 VAL14 GLY15 LYS16 SER17 ALA18 VAL21 PHE28 VAL29 GLU30 LYS31 TYR32 ASP33 PRO34 THR35 ASP38 TYR40 ASN116 LYS117 ASP119 SER147 ALA148 LYS149</td>
<td>605.96 ( \text{Å}^3 )</td>
</tr>
<tr>
<td>3</td>
<td>GTP-PSER11 Case</td>
<td>VAL8 LEU9 GLY10 LYS16 ILE26 GLU37 ASP57 THR58 ALA59 GLU62 GLN63 PHE64 MET67 ARG68 TYR71 LEU96</td>
<td>278.01 ( \text{Å}^3 )</td>
</tr>
</tbody>
</table>

Table 3.2: The systems for which the pocket analysis is done. Other than for crystal structure, the pocket analysis was done on averaged structure of 395 to 400ns of trajectory data. The color code used is red for P-loop, blue for Switch I and green for Switch II residues.

### 3.3.3 Effects of phosphorylation on complex and interactions at the interface

In this section we describe in depth the effect of phosphorylation on the interaction between Rap and Raf. Studies have shown that one of the functions of Rap proteins is to bind to the Raf effector via the RBD domain effectively trapping the Raf protein in an inactive complex[136]. The interaction between Ras and Rap is essential for activation of Raf kinase domain (which is located in the C-terminal half of the Raf protein), which plays a crucial signalling role in the MAPK pathway and Rap proteins can interfere with this mechanism by making Raf unavailable to Ras proteins. Proteins in Ras superfamily, including Rap protein, interact with effector proteins like Raf via Switch I loop[124, 174]. Experimental studies [50] have shown that single mutation of a conserved residue like THR 35 can significantly alter the dynamics of the Switch I loop and consequently affect the interaction of Ras superfamily proteins with the effector proteins like Raf. Switch I region (also called effector loop) is identical between Ras and Rap proteins. Protein-protein binding exploits the inherent flexibility of the proteins to undergo conformational changes and form a complex[180, 181]. As seen in previous section, phosphorylation of SER11 residue leads to considerable changes in the mobility of the two main functional loops: Switch I and II of Rap protein which liganded with GTP. RMSF of
Rap protein in the presence of GTP ligand shows that, the mobility of the Switch II and Switch I loop decreases and increases respectively (Figure 3.3). In this section we explore the changes to the interface of Rap with Raf when SER11 of Rap is phosphorylated.

Unlike the majority of protein-protein interfaces which have more hydrophobic contacts, the crystal structure of Rap-Raf suggests that there are many polar interactions between the Switch I loop of Rap and RBD of Raf [159, 182]. The Switch I loop is not in close contact with the nucleotide binding pocket region in Rap protein but residue TYR32 and its conformational changes when GDP is exchanged for GTP, plays a crucial role in binding of the Switch I loop with the RBD of Raf protein[128]. This conformational change in Tyr 32 presumably facilitates the formation of a polar contact between residues ASP38 of Rap and ARG89 of Raf. As shown in previous section, the phosphorylation of SER11 significantly perturbs and reorganizes the nucleotide binding region and the surrounding loop conformations (See Figure 3.6 and Figure 3.8). Due to breaking of strong polar interaction between GLU 30 and hydroxyl groups attached to ribose moieties of GTP ligand on phosphorylation of SER11, the Switch I acquires additional mobility and the loop moves away significantly compared to the unphosphorylated Rap-GTP case (See Figure 3.6). This movement of Switch I loop, on phosphorylation, results in introduction of additional interactions between RBD of Raf protein and Switch I loop. Figure 3.13 (a) shows the evolution of distance between TYR32 of Rap and LYS84 of Raf and in the case of phosphorylated Rap-GTP protein, the movement of the Switch I loop decreases the distance between Switch I loop and LYS84 of Rap by more than 6 Å. The consequences of such movement can be seen in the polar interactions between the RBD of Raf and residues of Rap at their interface (Figure 3.13 (b) and in Figure 3.14). The time evolution of distance profiles suggest that few polar interactions like SER39-ARG89, GLU37-ARG59, ASP33-ARG84 remain unchanged with phosphorylation of SER11. However phosphorylation leads to changes in other polar interactions.
at the interface with disruptions in ASP33-ARG73 and GLU37-ARG67 interactions and enhancement in GLU54-ARG67 interaction. The polar interactions involving ASP38 of Rap are required interactions for effector binding to the Rap protein [128] show positive enhancement upon phosphorylation. As can be seen in Figure 3.13 (b) and FIG S4(c), in phosphorylated Rap case, the ASP38 residue forms long-surviving ionic interactions with both ARG89 and THR68 residues of RBD of Raf protein suggesting increased binding between Rap and Raf with phosphorylation. Allosteric network analysis confirms this enhanced interaction (Figure 3.15).

![Graphs showing distance evolution](image)

Figure 3.13: The time evolution of (a) distance between Rap:TYR32(CA) and Raf:LYS84(CA) atoms, (b) distance between Rap:ASP38(OD1) and Raf:THR68(OG1) atoms.

From the allosteric network analysis, we see that the number of detected communities remain the same (i.e 10 communities) however, the organization especially at the interface is drastically different when phosphorylated is drastically different, especially at the interface, when Rap is phosphorylated. The most striking aspect of the network analysis is that the GTP-PSER11 case has atleast 3 communities in common to the interface between Rap and Raf proteins (cyan, purple and red communities in Figure 3.15 (b)), which is absent in the unphosphorylated case. New community (shown in purple in Figure 3.15 (b)) that connects the Switch II loop
with the L4 loop of the Raf protein (which is closer to the Cysteine Rich Domain part of Raf), via the protein-protein interface emerges in the phosphorylated form. In a recent combined experimental and simulation study on a Ras-Raf complex, a similar result was obtained due to mutation of GLN61LEU[175]. The mutation resulted in altering the allosteric pathways in which a single community network was found to form between the interface of Ras-Raf complex and the distant L4 loop of...
Figure 3.15: The communities detected in a)GTP- and b)GTP-PSER11 cases. The yellow community represents the L4 loop.

Raf. The present observations of global effects of phosphorylation of a single residue SER11 in Rap protein reiterates the fact that such changes can be allosterically communicated to spatially distant regions in the complex and suggest how a local mutation can have global effects.

3.3.4 Effects of phosphorylation on binding energy of the complex

In the previous sections, we described how the phosphorylation of SER11 affects the dynamics of functional Switch I and Switch II loops and consequently how interacting communities spanning the complex interface emerges. In this section we look at the effect of phosphorylation on the binding free energy of the Rap-Raf complex, in particular to gain insight into the emergence of community across the complex interface. To do this, we used the standard MM-GBSA technique, as described in the Methods chapter. The results of the MM-GBSA calculations are
shown in Table 3.3.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>GTP-SER11 system (Kcal/mol)</th>
<th>GTP-PSER11 system (Kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta G_{\text{bind}}$</td>
<td>-62.88 ± 8.59</td>
<td>-68.67 ± 8.35</td>
</tr>
<tr>
<td>$\Delta E_{\text{elec}}$</td>
<td>-498.66 ± 109.20</td>
<td>-520.18 ± 61.72</td>
</tr>
<tr>
<td>$\Delta E_{\text{vdW}}$</td>
<td>-45.88 ± 5.69</td>
<td>-48.48 ± 5.92</td>
</tr>
<tr>
<td>$\Delta G_{\text{solv}}$</td>
<td>481.66 ± 104.23</td>
<td>500.00 ± 57.16</td>
</tr>
<tr>
<td>$\Delta G_{\text{solv-np}}$</td>
<td>-8.95 ± 0.54</td>
<td>-10.01 ± 0.51</td>
</tr>
<tr>
<td>$\Delta G_{\text{solv-polar}}$</td>
<td>490.62 ± 104.17</td>
<td>510.02 ± 57.19</td>
</tr>
</tbody>
</table>

Table 3.3: Free energy contribution of GTP liganded simulations.

The binding energy values show that $\Delta G_{\text{bind}}$ of the complex is lower when the SER11 is phosphorylated suggesting an increased binding of Rap-Raf complex. It can be seen that the contribution to the increased binding energy of the complex has main contribution from the $\Delta E_{\text{elec}}$ and $\Delta G_{\text{solv-polar}}$ terms. The binding free energy results and its contributions are consistent with increased interactions at the interface as seen in formation of long-surviving ionic interactions between ASP38 residue of Rap with both ARG89 and THR68 residues of RBD of Raf protein in Figure 3.13 and also the emergent community at the complex interface shown in Figure 3.15 (b). The predominant contribution of electrostatic interactions to the binding free energy, seen here, is consistent with earlier work on thermodynamic analysis of Ras/Effecter Complex Interfaces [183]. The entropy calculations were performed to understand any possible effects of phosphorylation of SER11, using the quasi-harmonic approach, and are shown in Table 3.4. The calculations clearly suggest that effects of phosphorylation on the overall complex is minimal but, the Rap protein is less dynamic when SER11 is phosphorylated. This result is consistent with our PCA results, which suggests that the conformational sampling of the Rap protein is smaller when SER11 is phosphorylated.
<table>
<thead>
<tr>
<th>Selection</th>
<th>GTP-SER11 system</th>
<th></th>
<th>GTP-PSER11 system</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta S$ (kcal/K/mol)</td>
<td>$\Delta T S$ (kcal/mol)</td>
<td>$\Delta S$ (kcal/K/mol)</td>
<td>$\Delta T S$ (kcal/mol)</td>
</tr>
<tr>
<td>Rap-Raf complex</td>
<td>1.7842</td>
<td>531.6916</td>
<td>1.7845</td>
<td>531.781</td>
</tr>
<tr>
<td>Rap chain</td>
<td>1.1707</td>
<td>348.8686</td>
<td>1.1624</td>
<td>346.3952</td>
</tr>
<tr>
<td>Raf chain</td>
<td>0.5978</td>
<td>178.1444</td>
<td>0.6137</td>
<td>182.8826</td>
</tr>
<tr>
<td>Rap-Raf Interface(3A)</td>
<td>0.2605</td>
<td>59.749</td>
<td>0.2339</td>
<td>69.7022</td>
</tr>
</tbody>
</table>

Table 3.4: Quasiharmonic entropy contribution of GTP liganded simulations.

### 3.4 Discussion

The focus of the present work is to understand the effects of phosphorylation of a single residue SER11 in Rap on the interactions between Rap and RBD of Raf and speculate on how network of new interactions, that emerge as a consequence of phosphorylation, are used to communicate the changes at the interface to the distal region of Raf. The SER11 phosphosite is present in the P-loop (see Figure 3.1), close to the Switch I region and is relatively buried. This phosphorylation was identified earlier in an independent experimental study.[67]. The mobility of the Rap protein, and in particular those of various functional loops, as seen from the simulations here suggest that the dynamic nature of the loop regions can potentially expose this buried phosphosite. Indeed solvent accessible surface area (SASA) measurements of SER11 residue in a 400 ns long simulation (when unphosphorylated) and with GTP ligand revealed that for a significant time on the simulation time scale, the SASA value of SER11 is greater than that of its crystal structure value (See Figure 3.5). This also corroborates the observation in Figure 3.3 that the P-loop region is marginally dynamic. These two observations together lend credence to our assumption that though the phosphosite is buried in the crystal structure, the inherent protein dynamics can potentially expose the site to solvent and other relevant kinases which can phosphorylate the SER11 residue. Further simulations of the SER11 Phosphorylated GTP bound Raf Rap complex helped us to understand the effects of the phosphorylation on the possible global conformational changes in Rap protein, its interface with RBD of Raf and possible allosteric effects transmitted
to spatially far away locations.

All of the observed changes upon phosphorylation converge on one unifying theme: SER11 phosphorylation stabilizes the GTP bound Rap structure, likely to prevent GTP hydrolysis by pulling and closing the Switch II loop over the active site and establishes an allosteric network that can potentially transmit these changes to the distal L4 loop of Raf. Furthermore the PCA results indicated that the conformational space occupied by this SER11 GTP bound Rap is dramatically different from the unphosphorylated form and reflects a tighter conformation of the protein. The simulations also reveal that there is significant alteration in the pocket location and its size when the SER11 residue in Rap is phosphorylated. This new pocket is flanked predominantly by residues in Switch II loop, and is different from the unphosphorylated form in which the largest pocket is surrounded by Switch I loop residues. The allosteric network analysis suggests that there is an increase in communities across the interface with phosphorylation. More significantly a single community spanning residues in the Switch II loop all the way to distal L4 loop emerges on phosphorylation. The net effect of SER11 phosphorylation is an allosteric relay of signals from Switch II region in Rap to L4 loop in RBD of Raf kinase which could result in constitutive activation of Rap and consequently that of Raf kinase potentially affecting the downstream signalling. A recent work on Hsp90 family of proteins also suggested that such buried post translational modification sites can play an important role in allosteric conformational changes and can potentially act as mediators of global dynamics in the Hsp90 structures[184]. The binding free energy calculations concur with the other results and show that the binding of Rap, with GTP ligand, with RBD of Raf is stronger when SER11 is phosphorylated, though the difference may not be very strong given the possible errors in such calculations. This plausible increased binding has its origin in favourable electrostatic interactions between residues of the two proteins at the interface due to cascading effects of phosphorylation of SER11 and can have important consequences in the downstream MAPK
signaling pathways. One of the functions of Rap proteins is to competitively bind to Raf, without activating it, and disrupt the Ras-Raf binding \[132\]. Increased binding of Rap to RBD, due to phosphorylation of SER11 residue, can potentially make Raf even less available to Ras. In addition, such phosphorylation is also seen to induce possible long-range allostery communication between Rap (via Switch II) and L4 loop of RBD of Raf which connects RBD to the cystein rich domain (CRD) of Raf. The entropy calculations suggest that the phosphorylation of SER11 does not change the overall entropy of the complex significantly but when considered individually, the Rap protein has lower entropy in its phosphorylated state. This result is quite consistent with our PCA results and together they suggest that the Rap protein has a ‘tighter’ conformational sampling when phosphorylated. This possibly due to increase in favourable electrostatic attractions within the Rap protein, which are cascading effects of phosphorylation of SER11. Whether such increased binding of phosphorylated Rap with RBD of Raf can trigger conformational changes in the CRD of Raf, further affecting the binding of Raf to Ras, since it has been suggested that CRD of Raf also binds to Ras\[185, 134, 186, 187, 188\], is open to speculation.

There is a significant parallel between these changes observed in the present MD simulations with those of Ras protein GTP bound crystal structure when GLN61 is mutated to a LEU. This mutation is a well known oncogenic mutation that prevents GTP hydrolysis locking Ras in a constitutively active form\[175\]. The authors predicted that the extended long range allosteric effect transmitted across the interface to the L4 loop is responsible for the kinase activity of Raf. The similarity between the two observations strongly suggests that the phosphorylation at SER11 mimics the oncogenic mutation in Ras which when extrapolated to function suggests that Rap may be constitutively activated by such phosphorylation. This SER11 phosphorylation in Rap was observed in Hela cells when the EGFR is activated. This phosphorylation increases upon nacodazole treatment\[67\]. Other high throughput studies have detected the same phosphoryation in tumors\[157\]. Although this phos-
phorylation does not seem to occur at high enough occupancy, it is nevertheless detected with high confidence. These observations suggest a likely scenario. It is possible that this phosphorylation of Rap happens in normal cells during ligand binding to receptors. It is also possible that aberrant signalling due to some over active kinase often seen in cancers may phosphorylate Rap and activate it. Consequently this may lead to disruption of Rap-Mapk signaling or it may independently activate other RBD domain containing effector proteins. Such a possibility is supported by the significant parallel between the observations reported here and those of Ras protein GTP.

A concern which can arise regarding our study is about the length of simulations. We believe that the length of simulations (400ns for GTP-PSER11 case) in this study is adequate enough to deduce the present results. Earlier simulations on similar systems[175] had a time scale of ~100ns long and we believe our longer time simulations can improve the equilibration times considerably. However, we do acknowledge that for more accurate results, more number of simulations with different initial conditions are required for improved sampling. New and advanced simulation methodologies like Markov state modeling and enhanced sampling simulations can help in this matter considerably. The limited number of simulations, coupled with aspects of sub-microsecond long simulations and possible limitations of forcefields used in the simulations are something to keep in mind while understanding the results of any MD simulations in general. It would be also very useful if experimental evidence can also corroborate the quantitative results like free energy calculations obtained via simulations.

In summary we believe that this case study is an example as to how integrating tools that can probe dynamics can yield wealth of biological information hidden in crystal structures and high throughput studies. They can provide probable mechanism by which single site PTM or point mutations affect functions of a protein. In addition
these results reveal new binding pockets in proteins not evident in static crystal structures but evolve due to dynamic changes in proteins. Such dynamic pockets may be trapped by small molecules to inhibit the functions of the protein thus expanding the repertoire of druggable genome space. Arguably one may target the kinase responsible for the phosphorylation of such proteins thus providing alternative strategies to inhibit the functions of notoriously un druggable and elusive protein such as the Ras GTPases.
Chapter 4

Phosphorylation of interfacial phosphosite: Effect on complex stability of Rap-Raf

4.1 Introduction

Rap proteins belong to the small Ras-like GTPase family which are involved in important cellular functions such as cell adhesion, cell-cell junction formation and regulation of the actin cytoskeleton\cite{136, 137, 138, 139}. GTPases acts like molecular switches which switch between “active” GTP-bound and “inactive” GDP-bound states. The rates of switching activity of these molecular switches are determined by factors like guanine exchange factors(GEFs), which catalyze Rap/Ras proteins to GTP-bound active state and GTPase activating proteins(GAPs) which enhance the intrinsic hydrolysis of bound GTP to GDP\cite{189}. Ras-like GTPases and their mutations have been identified as some of the key drivers of oncogenesis in several human tumors and intense efforts have been made to understand the basis of modulation of their activation and signaling via different methods. Refer to the Introduction
Reversible PTMs like phosphorylation\cite{190} are integral part of many signaling pathways and it is no surprise that ligand-based activity switching proteins like Ras-like GTPases have been shown to possess multiple PTM sites, which can be potentially targeted for the development of small molecule inhibitors that might alter the function of these GTPases. This alternate paradigm of limiting the activity of Ras-like GTPases becomes especially relevant given the failure to find successful direct inhibitors of Ras proteins. We have recently showed that the phosphorylation of a single serine residue (SER11), located proximally to the bound GTP ligand triggers a cascade of interactions resulting in enhanced binding affinity of the Rap-Raf complex\cite{191}. A possible implication of this increased binding affinity of the complex can potentially inhibit Ras-Raf interaction by making Raf less available to Ras proteins thus affecting the downstream signalling pathway. Our simulations also demonstrated that a new pocket is revealed in the phosphorylated Rap protein and a possible allosteric pathway opens up, spanning more than 40Å between the phosphorylated SER11 and the L4 loop of RBD of Raf. Experimental studies\cite{67} revealed more possible phosphosites in Rap protein including SER39 which is located on the Switch I loop, which is implicated in many complexes of Rap and its corresponding effector proteins \cite{192, 159}. Switch I loop plays an important role in many interactions of Rap with the Ras binding domain(RBD) regions of effector or regulator protein like Raf and the inactive(GDP-bound) to active(GTP-bound) switching of protein is accompanied largely by conformational changes in Switch I and Switch II loops.

In this work, we explore the effects of phosphorylation of SER39 residue which is located on functionally relevant Switch I loop and at the Rap-Raf complex interface(See the Rap:Raf complex visualization in Fig. 4.1). The buried location of this phosphosite at the interface of the complex presents two issues to be probed:(1)
what are the effects of phosphorylation of a residue at the complex interface? (2) does the residue gets phosphorylated before or after formation of the complex and what are the structural differences at the complex interface in both these cases?

Figure 4.1: Rap-Raf protein complex (crystal structure, PDB ID 1C1Y) visualization showing the location of important functional loops like P-loop, Switch I, Switch II and RBD loop regions. The phosphosites SER11 and SER39 is shown in green.

4.2 MD Simulations

To understand the role of phosphorylation of SER39 on the dynamics of Rap-Raf complex, we performed a series of simulations details of which are given in Table 4.1. The systems simulated include a control simulation in which no residue in the complex was phosphorylated (SYS1), a system in which the residue SER39 was phosphorylated in the complex (SYS2) and a third system where only the Rap protein with phosphorylated SER39 was simulated first and the RBD-Raf was docked on to the phosphorylated Rap and simulated further (SYS3). We attempt to understand if the sequence of phosphorylation and complex formation plays an important role in complex stability as well as structural rearrangement of the Rap and Raf proteins with respect to each other, given that the proposed phosphosite SER39 is buried at
the complex interface.

The initial structure for all the simulations is taken from Protein Data Bank with id 1C1Y[159], with a resolution of 2.2Å, and contains Rap1A (referred to as Rap henceforth) liganded with a GTP-analogue molecule, Mg$^{2+}$ ion and RBD (Ras binding Domain) region of Raf protein variant c-Raf1 (referred to as Raf henceforth). The missing atoms were modelled using MODELLER software[193] and the appropriate protonation states for all ionizable residues were determined using PDB2PQR server[164]. All atom molecular dynamics (MD) simulations were performed on all the systems listed in Table 4.1 using NAMD[85] software and CHARMM36[160, 161] forcefield. VMD software[162] was used to visualize the system, do the basic system setup and data analysis(with the help of inbuilt Tcl scripting language) etc. Each system was solvated in a water box (using TIP3P[165] water model) and overall charge neutrality was achieved through the addition of appropriate counter ions and to maintain 150 mM salt concentration. The systems were then subjected to energy minimization runs using the conjugate gradient method for 5000 steps, followed by MD simulation runs in NPT ensemble with the integrator time step set to 2fs during equilibration and production runs. A constant pressure of 1 atm was maintained by using the Nosé-Hoover-Langevin piston algorithm[166, 167] and the temperature of 298K was maintained using Berendsen thermostat[168]. A cut-off distance of 12Å was used to compute all short-range van der Waals (VDW) interactions and the long-range electrostatics interactions was treated with the Particle Mesh Ewald(PME) method[96, 169].

<table>
<thead>
<tr>
<th>No.</th>
<th>System-Name with temperature</th>
<th>Description (System is in TIP3P water box )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rap:Raf-GTP(SYS1)</td>
<td>Rap:Raf protein complex with GTP ligand (400ns)</td>
</tr>
<tr>
<td>2</td>
<td>Rap:Raf-GTP-PSER39 (SYS2)</td>
<td>Rap:Raf protein complex with GTP ligand and PSER39 (550ns)</td>
</tr>
<tr>
<td>3</td>
<td>Only Rap-GTP-PSER39 (SYS3a)</td>
<td>Rap protein with GTP ligand and PSER39 (300ns)</td>
</tr>
<tr>
<td>4</td>
<td>Rap:Raf-GTP-PSER39 (SYS3)</td>
<td>Rap:Raf protein complex with GTP ligand and PSER39* (550ns)</td>
</tr>
</tbody>
</table>

*(Rap chain taken from the final frame of system no. 3 ‘SYS3a’)

Table 4.1: Details of systems simulated and analysed.
4.3 Results

![Graphs](image)

Figure 4.2: The RMSF of residues of (a) Rap and (b) Raf C$_\alpha$ atoms averaged over last 50 ns of simulation for SYS2, SYS3 and CTRL cases. The relevant Switch I, Switch II and L4 loops are indicated in the figure.

4.3.1 Effects of SER39 phosphorylation on structure and dynamics of Rap:Raf complex

RMSF calculations of Rap protein shown in Fig. 4.2 (a) indicate that the mobility of Switch I is higher in GTP-PSER39(SYS2) case when comparing to GTP-PSER39(SYS3) and unphosphorylated CTRL(GTP- case as mentioned in the previous chapter[191]) cases. This can be attributed to the fact that Rap protein interacts in a very strong and stable manner with Raf via Switch I in the GTP-PSER39(SYS3) and CTRL cases comparing to GTP-PSER39(SYS2) case. This will also be evident from the saltbridge distance calculations and binding free energy calculations which are presented in the coming parts. The Switch II mobility is lower for GTP-PSER39(SYS2) case comparing to other cases. The L4 loop of Raf protein shows higher mobility in all cases.(See Fig. 4.2 (b))

The network analysis also lead us to the same conclusion as mentioned before. See Fig. 4.3 for the network representation of GTP-PSER39 cases. There are 8 communities in the case of GTP-PSER39(sys2) case and 5 communities in the GTP-PSER39(sys3) case. The important point to note is the connections at the interface
and how it is linked to Loop L4 region. There are 3 common networks in both cases. But the GTP-PSER39(sys3) network which includes SER39 residue in Rap chain spans a community which encompasses the loop L4 of Raf chain (this community is colored in red, see Fig. 4.3). This imply that the effect of phosphorylation can affect the distal Raf L4 loop possibly via multiple paths in that single community and influence the downstream signalling. L4 loop of Raf-RBD is significant because it can possibly interact with the cystein rich domain (CRD) of Raf and there by propagate downstream signal, due to the allosteric signal which originates at the interfacial SER39 residue.
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(a) GTP-SER11  (b) GTP-PSER39(sys2)  (c) GTP-PSER39(sys3)

Figure 4.3: The communities detected in a) GTP-SER11 and b) GTP-PSER39(sys2) and c) GTP-PSER39(sys3) cases. The yellow community represents the L4 loop.

![Image of conformers](image)

Figure 4.4: Conformer plot of Rap:Raf complex considering the last 100ns of the trajectory. The plot shows conformational space sampled by Rap:Raf complex in terms of PC1(42.80%) and PC2(23.97%).
We see that the Rap chain in GTP-SER39(sys3) case explores a larger conformational space compared to GTP-SER39(sys2) case (See Fig. 4.4). This is because of the higher fluctuation in the Switch II loop of Rap and aminoacids surrounding 115th residue of Raf in the GTP-SER39(sys3) case (which can also be seen in RMSF plots from Fig. 4.2). Although the Rap chain in GTP-PSER39(sys3) case exhibits stable and strong interaction with Raf chain, the Rap and Raf chains sample a higher configurational space.

4.3.2 Effects of phosphorylation on the interactions at the Rap:Raf complex interface

Saltbridge distance analysis between Rap and Raf proteins along with community network analysis elucidate the effects of phosphorylation at the Rap:Raf complex interface. In the pre-simulated Rap with SER39 phosphorylation accompanied by Raf docked case(SYS3), there are 5 stable saltbridges namely GLU37(Rap)-ARG59(Raf), GLU37(Rap)-ARG67(Raf), ASP33(Rap)-ARG73(Raf), ASP33(Rap)-LYS84(Raf) and ASP38(Rap)-ARG89(Raf). The distances alongside with their histogram calculations shown in Fig. 4.5 reveals that these are very tightly bound interactions. The saltbridge bonds between Rap and Raf chains reflects the strong and stable interaction in the SYS3 case. The saltbridge distances in SYS2 and CTRL cases exhibit higher variance than SYS3 case. SYS3 exhibits tight saltbridge interactions unlike other two cases. The Raf interacting Rap residues(GLU37, ASP33, and ASP38) are predominantly negative residues and Raf residues at interface are mostly positive residues(ARG59, ARG67, ARG73, LYS84, and ARG89). This was reported in past[194] and explains why this Rap:Raf interface is usually stable. SER39 phosphorylation have made these interaction way more favourable electrostatically, which is also visible in binding free energy calculations which will be discussed in coming subsection.
Figure 4.5: The saltbridge distances between Rap and Raf domains for the last 100ns shown in time series data and their corresponding normalized histograms.

### 4.3.3 Effects of SER39 phosphorylation on binding free energy of the complex

<table>
<thead>
<tr>
<th>Contribution (KCal/mol)</th>
<th>GTP-SER11 300-400ns</th>
<th>GTP-PSER11 300-400ns</th>
<th>GTP-PSER39 (sys2) 450-550ns</th>
<th>GTP-PSER39 (sys3) 450-550ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta G_{\text{bind}}$</td>
<td>-62.88 ± 8.59</td>
<td>-68.67 ± 8.35</td>
<td>-47.01 ± 12.09</td>
<td>-67.52 ± 7.47</td>
</tr>
<tr>
<td>$\Delta E_{\text{elec}}$</td>
<td>-498.66 ± 109.20</td>
<td>-520.18 ± 61.72</td>
<td>-612.50 ± 88.47</td>
<td>-638.40 ± 48.94</td>
</tr>
<tr>
<td>$\Delta E_{\text{vdW}}$</td>
<td>-45.88 ± 5.69</td>
<td>-48.48 ± 5.92</td>
<td>-27.25 ± 12.68</td>
<td>-31.13 ± 5.61</td>
</tr>
<tr>
<td>$\Delta G_{\text{solv}}$</td>
<td>481.66 ± 104.23</td>
<td>500.00 ± 57.16</td>
<td>592.74 ± 88.76</td>
<td>602.01 ± 45.01</td>
</tr>
<tr>
<td>$\Delta G_{\text{solv-np}}$</td>
<td>-8.95 ± 0.54</td>
<td>-10.01 ± 0.51</td>
<td>-9.87 ± 0.53</td>
<td>-9.24 ± 0.47</td>
</tr>
<tr>
<td>$\Delta G_{\text{solv-polar}}$</td>
<td>490.62 ± 104.17</td>
<td>510.02 ± 57.19</td>
<td>602.62 ± 88.71</td>
<td>611.25 ± 45.00</td>
</tr>
</tbody>
</table>

Table 4.2: Free energy contribution(last 100ns) of GTP liganded simulations.

We carried out binding free energy calculations via MM-GBSA technique as men-
tioned in the Methods chapter. The binding free energy calculations suggest that the Rap:Raf complex interaction in GTP-PSER39(sys3) is very strong and stable than in GTP-PSER39(sys2) case. See Table 4.2 for the free energy calculations. It is very evident from the average $\Delta G_{\text{bind}}$ values of GTP-PSER39(sys2) case and GTP-PSER39(sys3) case which are -47.01 Kcal/mol and -67.52 Kcal/mol respectively. The most favourable interaction between Rap and Raf complex occurs in the GTP-PSER11 case[191]. The values corresponding to GTP-PSER39(sys3) case are very comparable to that of in the case of GTP-PSER11 case. The binding free energy between Rap and Raf for GTP-PSER39(sys3) case(-67.52 ± 7.47 KCal/mol) is comparable to that of GTP-PSER11 case(-68.67 ± 8.35 KCal/mol)[191], but the electrostatic component dominates in the former case(-638.40 ± 48.94 KCal/mol versus -520.18 ± 61.72 KCal/mol). The binding free energy calculations are also consistent with the saltbridge distance calculations(See Fig. 4.5). All the GTP-PSER39(sys3) case saltbridge distances between Rap and Raf are very stable.

4.4 Discussion and Concluding Remarks

Our molecular dynamics study about SER39 phosphorylation in Rap:Raf complex looked into both scenarios namely phosphorylating blindly at SER39 in the complex and the case where pre-simulated SER39 phosphorylated Rap docked with Raf. The results reveal that phosphorylating SER39 prior to Rap:Raf complex formation case has higher binding affinity between Rap and Raf proteins. This can be seen from the binding free energy calculations, especially the electrostatic component of binding free energy which is the most favourable in the above mentioned scenario. These results are also in agreement with the saltbridge distance calculations between Rap and Raf proteins. The SER39 phosphorylation event is more probable to occur before complex formation, since complex formation will hinder the possibility for the kinase to phosphorylate at this buried interfacial region. As a consequence of
interfacial phosphorylation at SER39 in this Rap:Raf complex, we expect that Rap
interface interacts more strongly with Raf chain. And this is indeed what we see via
community network analysis, where we observe that almost all Raf residues form
into a single community and overlaps with Rap SER39 itself[See Fig. 4.3 (c)]. This
also imply about the possibility of a strong allosteric signal propagation originating
at SER39 as a result of phosphorylation till Raf terminal.

It is known that Rap proteins are antagonists to Ras proteins when it comes to
binding to Raf proteins and so Rap competitively bind to Raf, without activating it,
and disrupt the Ras-Raf binding[132]. So a conclusion which can be deduced from
favourable Rap:Raf binding affinity upon SER39 phosphorylation is that stronger
Rap interaction with Raf possibly imply that malignant Ras proteins are denied
access to Raf proteins thereby halting the faulty cancer causing signal. One point to
note is that the favourable binding energy in the pre-simulated SER39 phosphory-
lated case(SYS3) is dominated by the electrostatic component. And that is assumed
to have origins in the proximity of phosphosite SER39 towards the Rap:Raf interface
versus distal SER11 site.

Molecular dynamics studies like this can provide insights about tackling malignant
undruggable proteins(example: Ras GTPases) via alternate techniques like post
translation modifications. Recent computational studies were also significant in
understanding allosteric signal propagation in protein complexes and conformational
dynamics of proteins. These in-silico studies along with wet lab experiments will
hopefully lead the fight against undruggable oncoproteins.
Chapter 5

Interdigitation of lipids induced by membrane active proteins

5.1 Introduction

Many small molecules and proteins (both peripheral and integral) are known to interact with the cell membranes in a non-specific way and affect the integrity of the membrane structure [195]. These collective membrane active agents can interact both with the hydrophobic tails and polar or charged head groups and can affect structural properties of membranes like membrane thickness, active potential, deuterium order parameters of the acyl chains, and partial pressure etc. Dynamical properties of the cell membranes such as diffusion, permeability, fluidity and lipid flip rates can also be affected by membrane active agents [196]. Alteration of membrane properties by such membrane-active agents is important to explore since lipid membrane environment hosts many membrane proteins and such agents may also affect the functioning of these proteins in an indirect way [197, 198]. In addition to small drug-like molecules, studies using model membranes have also looked at how peptides or biomimetic polymers interact and effect the cell membrane in-
tegrity. The class of peptides and polymers belonging to antimicrobial agents have been the most studied in this category. Various experiments and simulations have shown that these membrane active peptides/polymers affect the membrane structure profoundly [199, 200]. In some cases, this leads to domain formation, which eventually results in cell lysis. Domain formation occurs in cell membranes in the absence of such membrane active agents as well [201, 202, 203]. However, usually the cell membrane has enough time to recover from such local inhomogenieties but when membrane active agents interact with the cell membranes, there is not sufficient time for the membrane to recover and integrity is severely compromised. All these studies strongly suggest that the agent-membrane interactions exploit certain inherent “defect-forming” behavior of membrane lipid head groups [204].

One important aspect of the cell membranes is the nature of the phase in which they exist, which can affect their function [25, 26]. The lipid bilayers are known to exhibit varying degrees of lipid molecule packing resulting in different phases. Lamellar lipid bilayers exist predominantly in two phases: gel($L_\beta$) and liquid-crystalline or fluid($L_\alpha$) phases. Gel phase is observed at low temperatures and is characterised by ordered lipid molecules with lipid tails tilted or untilted with respect to bilayer normal. Gel phase can also exist in an interdigitated($L_\beta I$ phase) fashion where the upper and lower membrane leaflets overlap each other[27]. The fluid phase is the most common phase observed and is required for many normal biological functions, in which the lipid tails are disordered and along the membrane normal and certain proteins have the ability to sense the fluidity of the membranes for interaction [28]. Hence the lipid bilayers exhibit thermotropic behavior and change phases as the temperature is increased and the critical temperature at which the lipid bilayer changes from gel to fluid phase is called the main transition temperature ($T_m$) and varies with many factors including lipid chain length, degree of unsaturation in the lipid tails, water content and possible mixing of more than one lipid species etc. Apart from the gel and fluid phase, a third phase called ripple phase ($P_\beta$)
has been discovered in 1973 [30] and are corrugated in nature with coexisting gel and fluid phases [31]. Simulations also reported existence of such phases [205, 202, 206, 207]. Ripple phase itself is categorized into asymmetric and symmetric ripples [208, 209]. The asymmetric ripple contains interdigitated lipids, whereas symmetric ripple has no interdigitated lipids.[210] Biological membranes are mostly composed of amphipathic phospholipid molecules which form bilayers. The most common phospholipids observed in cells are PhosphatidylCholines(PC). Recent all-atom MD experiment studies have reproduced Ripple phase in PhosphatidylCholine membranes[206].

There are many studies which probe the effect of small molecules on the phase transition temperature of the membrane [211, 212, 213, 214]. These studies have shown that the molecule not only perturb the membrane structure but can also affect the transition temperature between gel and liquid phases and that the response of the lipid membrane to these small molecule interactions is sensitive to temperature especially in the vicinity of the transition temperature. Apart from small molecules, membrane active proteins also perturb the membrane structure significantly. Inherent lateral inhomogeneity in the lipid membranes is now well established in terms of presence of ordered and densely packed domains amidst disordered and loosely packed lipid molecules [215, 216]. This has been described in the literature as 'lipid rafts' and much research has been devoted to detect and understand the functional role of such domains which are both small in size and also have small lifetimes, as the membranes self-heal on a time scale of the order of milli seconds [217, 218]. Proteins are known to induce order into the membranes, especially when they partition into them, almost to the order of 50 Å or more [219, 220].

Experiments have shown that alcohols, when interacting with model membranes, affect the transition temperature and in many cases induce interdigitation and/or ripple phase. Recently experiments on local anesthetic PEtOH have also shown
that the anesthetic molecule affects the thermotropic behaviour of the lipids and causes interdigitation in the DPPC membranes in a concentration dependant manner[40, 84]. In the past, certain case studies have reported that interaction of phospholipids with other molecules like siRNA, charged nanoparticles, and membrane-active proteins can modulate their transition temperature[41, 4, 5]. Prates et al[41] study was a coarse-grained MD work which showed that charged nanoparticles on interaction with DPPC(1,2-dipalmitoyl-sn-glycero-3-phosphocholine) lipids brings disorder to the system and lower their intrinsic transition temperature from 315K to even 285K. Choubey et al[4] performed an all atom MD study with siRNA interacting with DPPC lipids and found that the interaction induces $L_\alpha$ to $P_\beta$ transition at 323K. Welker et al[5] in their experimental study of membrane-active protein named Hsp12 in interaction with DMPG(dimyristoylphosphatidylglycerol, $T_m=298$K) lipids observed ripple phase structures even at 313K. Interdigitation in lipids can be induced by molecules mentioned before via voids/defects which they create in membranes. The amphiphilic molecules like alcohols with short chain length and hydroxyl group interacts with membrane head groups and increases the head group surface area and create voids. As these hydrophobic voids are energetically unfavourable they are filled with opposite monolayer molecules which induce interdigitation[84, 221, 222, 223]. Other molecules which participate in membrane remodeling processes are membrane active proteins. For example, high concentration of membrane active protein $\alpha$-Synuclein induces membrane thinning, lateral expansion of lipid molecules and positive curvature in membrane[34]. On the other hand there are membrane active peptides like ALPS(Amphipathic Lipid Packing Sensor) motifs which binds to lipid defects and senses curvature of membrane[224]. Antimicrobial peptides(AMPs) are a class of membrane active peptides which disrupts the bacterial membrane integrity via multiple variety of mechanisms[3].

Nogo-66 is part of the extracellular domain of the neurite outgrowth inhibitor (Nogo) protein and has been shown to undergo disorder-order transition in the presence
of phosphocholine membrane environment [2]. One of the functions of Nogo-66 is to act as a scaffolding protein in defining the membrane architecture and is a membrane active protein. Given the relevance of the membrane to the structure and consequently the function of Nogo-66, all-atom molecular dynamics simulations have been undertaken to assess the effect of interaction of Nogo-66 with phosphocholine model lipid bilayers as a function of temperature. It needs to be stated that Nogo-66 is used as a model protein to understand the general effects of membrane active proteins on phase behavior of lipid bilayers, a general understanding of the same is sought in the growing examples of different biological molecules inducing dramatic global structural changes in the lipid bilayers. Particular emphasis is laid on the delicate temperature range around the transition temperature, the role of packing defects in lipids in conjunction with the temperature, which results in interdigitated states in lipid bilayer systems.

5.2 Methods

5.2.1 MD Simulations

Atomistic molecular dynamics (MD) simulations under NPT ensemble were performed to study the interaction of Nogo-66 with DMPC (1,2-Dimyristoyl-sn-glycero-3-phosphocholine) bilayers, whose main transition temperature $T_m$ is 297.15$K$ and 300$K$ experimentally [225] and in simulations [226] respectively. The simulations in the present study were performed at two different temperatures: 300$K$ and 310$K$, near and above $T_m$ to understand the role of temperature in conjunction with protein interaction on the membrane structure. A control simulation, consisting of only the bilayer, was performed to observe the interdigitated state of the membrane at 290$K$, well below the $T_m$ of DMPC. The NMR structure of Nogo-66 protein was downloaded from protein data bank with PDB id 2KO2. 2KO2 comprises of 10 NMR confor-
mations of Nogo-66 peptide. The NMR structure was prepared at pH 4 in water.[2] Equilibrated membrane patches made using a CHARMM-GUI Membrane builder module.[100, 101] Each leaflet of DMPC patch has 144 lipid molecules. Simulations were done for the systems listed in Table 5.1 and in cases where the interdigitation of the membrane was observed in the presence of protein, multiple simulations were performed with different initial conditions to reproduce the same. The forcefield used for simulations is CHARMM36[160, 161] and the simulations are implemented using NAMD software.[85] The visualization was done using VMD[162] software and analysis of MD data using Tcl language (embedded in VMD), Matlab. Some analysis like cross-correlation maps are done in Grcarma[163] software and membrane analysis is done with the aid of VMD plugin called MEMBPLUGIN[227]. The NMR structure determination of Nogo-66 (as in PDB file 2KO2) was done at pH 4. The protonation states for all ionizable residues were determined using PDB2PQR server[164] before solvating them. PSFGEN tool from VMD software was employed to assign correct protonation states. The Nogo-66 system was solvated in a water box (using TIP3P[165] water model) and overall charge neutrality was achieved through the addition of appropriate Na\(^+\) and Cl\(^-\) counter-ions. The Nogo-66 is then subjected to energy minimization runs using the conjugate gradient method for 5000 steps, followed by a 50ns MD simulation run in NPT ensemble at temperature 300K and pressure 1 atm with time step 2fs. The final Nogo-66 structure of this simulation was used for the DMPC membrane-associated NPT simulations. As an initial step, a 2ns equilibration was done using a slowly releasing harmonic potential on the protein with a step size 1fs. Another 2ns equilibration was done with no restraints. In these simulations the Na\(^+\) and Cl\(^-\) counter-ions had a concentration of 150 mM/L. The Nosé-Hoover-Langevin piston barostat was used to maintain a constant pressure of 1 atm[166, 167]. A cut-off distance of 12Å was used to compute all short-range van der Waals (VDW) interactions and the long-range electrostatic interactions were treated with the Particle Mesh Ewald (PME) method.[96, 169] The total simulation
5.2.2 Lipid defect analysis

PackMem tool[228] was used for the analysis of lipid defects in the membrane trajectories. The PackMem tool calculates upper and lower leaflet defects and categories those defects into “Deep”, “Shallow” and “All” defects. Deep defects are those membrane voids where aliphatic atoms are deeper than a threshold distance, determined by the position of glycerol carbon atom. Shallow defects are those membrane voids where the aliphatic tail atoms are found beyond the glycerol central atom. “All” defects are union of both deep and shallow defects. Figure 5.1 shows a single DMPC lipid showing the glycerol central carbon atom. The distribution of large lipid-packing defect areas (only areas considered greater than 15 Å$^2$) in membrane trajectories has been observed to follow a mono-exponential decay[229, 230]. For this analysis, membrane trajectory frames separated by 100 picoseconds were used in this study. The complete trajectory in each case is used for the analysis (See Table 5.1 for the trajectory lengths). The probability, $p(A)$, of finding a defect with area $A$ is given by

$$p(A) = b \times e^{-A/\pi}$$

(5.1)
where $b$ is the pre-exponential factor and $\pi$ is the defect constant (in Å$^2$), with larger values of $\pi$ indicating higher probability of finding larger defects.

Figure 5.1: A single DMPC lipid (hydrogen atoms not shown). The central carbon atom of glycerol group is highlighted. This is the reference point from where the defects are defined. Consider a threshold distance of 1 Angstrom below to the glycerol central atom. If the exposed tails are below that threshold, it is defined as deep defect.
5.3 Results

5.3.1 Emergence of interdigitation in DMPC membrane patch with Nogo-66 interaction

We observe interdigitation in the DMPC membrane system with Nogo-66 protein (SIM1(300K), SIM2(300K) and SIM3(300K) simulation systems in Table 5.1) at 300K. The coexistence of tilted interdigitated gel phase and fluid-like lipid phase regions is very pronounced in all the three simulations and snapshots of the membrane in one of the simulations, at the end of 300ns, is shown in Figure 5.2. The images are coloured according to whether the lipids are interdigitated (blue) or in fluid (red) phase respectively. The snapshot of the system at 310K is shown in Figure 5.3, which shows the fluid phase of the membrane system. Apart from the visual identification of the interdigitated lipids, a selection is also made in terms of the lipid head group defects and the corresponding residence of water molecules near the exposed lipid tails in such defect sites. A more detailed description of identifying such defect sites and the subsequent characterization of the same can be found in later sections. The figure also shows that the bilayer experiences varying thickness, with the interdigitated part of the membrane experiencing lower thickness than the fluid phase. From Figure 5.2 (b), it can also be seen that the lipid molecules in the interdigitated phase are oriented perpendicular to the membrane surface, and not tilted as seen in many classic ripple phase structures. This could likely be because the headgroups of the lipid molecules in simulations do not experience enough head group strain to orient the lipid tails in tilted fashion as suggested in [208].

To quantify the observed interdigitation of the lipid molecules, an average interdigitation gap parameter (measured as distance between terminal carbon atoms of lipid chains of both leaflets) is monitored as a function of simulation time and the results are shown in Figure 5.4. It can be seen that this gap decreases significantly in all the
Figure 5.2: (a) Top view showing DMPC membrane and (b) Side view of membrane and protein (hydrogen atoms not shown, side view angle changed to properly show the interdigitated phase) of last frame in SIM1-300K simulation case. The blue coloured lipids are the interdigitated ones and red coloured lipids are the non-interdigitated ones.

three simulations drops significantly strongly suggesting the emergence of repeatable interdigitated phase in the DMPC bilayer at 300K in the presence of Nogo-66. It should be noted that the onset of such interdigitated state differs in the three simulations, but this is to be expected given different initial conditions of the membrane structures. The emergence of ripple structure in one of the control simulations well below the $T_m$ of DMPC (at 290 K) is also shown in the Figure 5.4. However, in
Figure 5.3: (a) Top view showing DMPC membrane and (b) Side view of membrane and protein (hydrogen atoms not shown) of last frame in SIM1-310K simulation case.

Other simulations (control simulations at 300K and 310K and DMPC+Nogo-66 at 310K) no emergence of interdigitated phase is observed, strongly indicating that, at least in the simulations considered here, interdigitated phase emerges at temperatures well below the $T_m$ of the membrane or when a membrane active protein is present in the system close to $T_m$. The spatial distribution of the interdigitation
Figure 5.4: The time evolution of averaged interdigitation distance between terminal carbon atoms of lipid chains C314, belonging to two leaflets for different simulation systems, described in Table 5.1 is shown.

The average interdigitation gap parameter across the membrane surface, over 25 ns (175 to 200 ns), is shown in Figure 5.5. The membrane surface, perpendicular to the membrane normal, is divided into regions of dimensions 2X2Å and the interdigitation gap of lipids in these regions is measured and averaged over 25 ns of simulation time for DMPC systems interacting with Nogo-66 protein at 300K and 310K. The spatial distribution of the interdigitation gap is quite uniform for membranes at 310K (Figure 5.5 (right)) and the non-zero average value of this parameter suggests that the most of the lipids are in the fluid phase. This is in striking contrast to the spatial distribution of the interdigitation gap at 300K (Figure 5.5 (left)) which shows the lateral separation of lipids into interdigitated (blue) and fluid phases, in agreement with the visual demonstration of the same in Figure 5.2. Similar spatial maps of for control systems (without Nogo-66), CTRL(300K) and CTRL(310K), are shown in Figure 5.6 and show no variation in the interdigitation gap across the membrane surface, confirming results in Figure 5.4, when no membrane active protein is present.

The spatial distribution of the interdigitation gap parameter in Figure 5.5 suggested that the thickness of the membrane also may not be uniform in the presence of the
Figure 5.5: DMPC-Nogo-66 systems: Spatial distribution of the interdigitated gap parameter averaged over 2 X 2Å grids, perpendicular to the membrane normal, and further averaged over 25 ns (175 to 200 ns) of MD trajectory. The blue patch in SIM1(300K) system shows much reduced values of interdigitated gap parameter values, a signature of strongly interdigitated lipids. This quantitative result matches with the visual image in Figure 5.2 (The scale bar units in Å).

membrane active protein and this was monitored and shown in Figure 5.7 (a). The membrane thickness is measured as distance between the P atoms of upper and lower leaflets and averaging over all the lipid molecules and over 25 ns (175-200 ns) of simulations. Both the control system at 310K and DMPC-Nogo-66 system at 310K show a single peak distribution of thickness (average value 34Å), consistent with uniform distribution of the interdigitated gap parameter as seen in Figure 5.5 (right) and Figure 5.3. The control simulation at 300K also shows almost a single peak distribution of thickness values (average value 37Å), albeit at higher values of average thickness than the previously mentioned systems. However, for systems with DMPC and Nogo-66, the membrane thickness distribution shows a bimodal distribution with two peaks around 28Å and 35Å strongly suggesting the simultaneous presence of interdigitated and fluid phases consistent with other analysis. The tilt angle of the lipid acyl chains, measured with respect to membrane normal, also gives an indication of disorder in the lipid tails and is calculated for all the systems simulated and shown in Figure 5.7 (b). The systems where Nogo-66 interacts with DMPC membrane (SIM1(300K), SIM2(300K)), the tilt angle distribution is skewed.
Figure 5.6: Lipid interdigitation map consider C314 tail atom done with a resolution of 2Å averaged over 175 to 200ns MD trajectory. The blue patch in SIM1(300K) case shows strong interdigitation which is a signature of ripple phase. (The scale bar units in Å.)

towards much smaller tilt angles, suggesting almost parallel orientations of the lipid chains with respect membrane normal. For all the other systems, the tilt angle distribution is more uniform with an average value of ~ 30°.

In addition to the tilt angle distribution, the acyl chain order can also be characterized in terms of deuterium order parameter, $S_{CD} = \langle \frac{3\cos^2(\theta) - 1}{2} \rangle$, where $\theta$ is the angle which C-H vector makes with bilayer normal and angle brackets imply the time average of $S_{CD}$ values. The results of $S_{CD}$ calculation are shown in Figure 5.8. The results clearly show that the lipid chains are more ordered for control simulations
well below the $T_m$ (290K) and simulations of DMPC membrane in the presence of Nogo-66 at 300K, compared to the membrane-protein system at 310K and control membrane-only systems at 300K and 310K.

Figure 5.7: The distribution of (a) membrane thickness and (b) lipid chain tilt angles for various systems, averaged over 25ns (175-200 ns) of MD trajectory are shown.

Figure 5.8: The order parameter plots corresponding to 175 to 200ns MD trajectory. The lipids in SIM1(300K) and SIM2(300K) exhibit higher values on average indicating higher order as a result of ripple formation in these cases.

To probe the correlated motion of lipid molecules in the interdigitated phase, cross-correlation covariance analysis is performed on the phosphorous atoms in DMPC lipid chains. The covariance matrix was constructed from the displacements with
respect to the average structures over 25ns (175-200 ns) of simulation time. The covariance matrix is defined as following:

$$C_{ij} = \frac{\langle \Delta r_i \cdot \Delta r_j \rangle}{\sqrt{\langle \Delta r_i \cdot \Delta r_i \rangle \langle \Delta r_j \cdot \Delta r_j \rangle}}$$

(5.2)

where $\langle \cdot \rangle$ stands for the averaged values, $\Delta r_i$ and $\Delta r_j$ are the $i^{th}$ and $j^{th}$ atom’s displacements with respect to the corresponding averaged structure atoms. The results of such covariance analysis is shown in Figure 5.9. The membrane system in the presence of nogo-66 (Figure 5.9 (a)) exhibits striking correlated motion among many lipid molecules that most likely belong to interdigitated phase and have $C_{ij}$ values close to 1. On the other hand, the membrane system in the presence of nogo-66 at 310K shows predominantly no correlated motions of lipid head groups, corresponding to fluid phase. Similar analysis for other systems is shown in Figure 5.10. This analysis underscores the dynamical and correlated nature of lipid movements in interdigitated phase.

Figure 5.9: DMPC-Nogo-66 systems: cross correlation covariance maps spanning all the lipid molecules in the system. The higher correlations among the lipid molecules is indicated by values close to 1 and if the lipid molecules are uncorrelated, the values are closer to 0.
Figure 5.10: Averaged cross-correlation map of P atoms from lipid heads over the duration 175 to 200ns of respective molecular dynamics trajectories. Strong red patches which imply strong correlated motions among the lipids is only visible in SIM1 (300K) which exhibits ripple phase.

5.3.2 Interactions of Nogo-66 with DMPC membrane patch

In this section, we probe the interactions of the Nogo-66 with the DMPC membrane to understand the origin of the induced phase change in the membrane system, only in the presence of the protein, at temperatures close to $T_m$. We compute the z-density profiles (membrane normal along z-axis) of various components of the membrane+protein system to understand their relative positioning. The computed density profiles over 25 ns of simulation time (175-200ns) is shown in Figure 5.11 for both the systems at 300K and 310K. The interdigitation of lipid molecules gives
Figure 5.11: Density profiles corresponding to (a) SIM1(300K) and (b) SIM1(310K) with respect to the z-direction. The DMPC C210 atom density profile (grey curve) is more or less unimodal in (a) and bimodal in (b) which indicates in SIM1(300K) case they overlap in z-dimension, which is because of the interdigitation of upper and lower lipids in the rippled membrane.

rise to the single peak of the membrane acyl chains around $z = 0\text{Å}$, center of the membrane system at 300K, which is in contrast to the expected double peak seen in the fluid phase at 310K. Regarding the distribution of various functional groups of Nogo-66 along the membrane normal, it can be seen that the overall interaction of Nogo-66 with the membrane is not very strong in terms of partitioning of the protein into the membrane. However, within this framework of membrane-protein interactions, there is a greater tendency of the charged and hydrophobic residues to interact with the headgroup atoms of the DMPC membrane. In the following part of the section, we explore to significance of the such interactions, though transient and weak, on the onset of the interdigitated phase in the membrane.

From the density profiles in Figure 5.11 and from visual inspection of the trajectories, the protein Nogo-66 does not partition into the membrane or interact very strongly like many reported membrane active proteins in literature [231, 232, 233, 234, 235, 236]. In all the systems considered here, the Nogo-66 interacts transiently
Figure 5.12: The time evolution of (a) electrostatic and (b) van der Waals interaction energy between Nogo-66 and DMPC membrane for three instances of simulations at 300K. The time period over which Nogo-66 experiences most favourable electrostatic and van der Waals energies, simultaneously, with the DMPC membrane are highlighted.

with the membrane and in the following sections we attempt to demonstrate that even these transient interactions can induce phase changes into the DMPC membrane, when the temperature is close to (but not lower than) the main transition temperature $T_m$. The interaction of Nogo-66 with the membrane is monitored via the electrostatic and van der Waals energy between protein and membrane as a function of time and attempts are made to correlate the interaction energy behavior with the onset of interdigitation in the DMPC membrane. For this analysis, we only considered DMPC+Nogo-66 systems at 300K and the time evolution of the interaction energy is shown in Figure 5.12. As mentioned earlier, the interaction of Nogo-66 with the membrane is not very strong and during the MD trajectories, in all three instances, there are time periods, lasting 20-30 ns (as highlighted in the Figure 5.12) when both electrostatic and van der Waals interactions between Nogo-66 and DMPC membrane are very favourable. In all the three simulations, the onset of interdig-
itation coincided with these very favourable interaction time periods, as indicated in Figure 5.4. We also probed whether the protein has preferential interactions with one of the phases when interdigitation is present in the membrane systems and the interaction energy of Nogo-66 with interdigitated and fluid phase is computed for one of the systems for the last 25 ns and the results are shown in Figure 5.13. The results strongly suggest that the protein Nogo-66 preferentially interacts with the interdigitated phase over the fluid phase and in this sense it can be considered as a phase-sensing membrane active agent as well. To further probe the effect of Nogo-66 interactions with the DMPC membrane that initiates the interdigitated phases in three repeat simulations, we looked at the aspect of membrane headgroup defects and their potential life times.

![Graph showing interaction energy between protein and membrane systems](image)

**Figure 5.13:** The interaction energy between the protein and the membrane systems. For systems at 300K, the interaction energy of the protein is partitioned between the fluid and the interdigitated phases. At 310K, the interaction energy between the protein and all the lipids in the fluid phase are computed.

Lipid packing defects have been a topic of much interest lately due to their implication in recognition, anchoring and subsequent partitioning of many amphiphilic
Figure 5.14: The histogram of total “deep defects area” computed throughout the DMPC membrane trajectory.

membrane active agents [237, 224, 238, 204, 239]. Such non-ideal interfacial packing defects of lipid headgroups have been shown to play crucial role in many peptides/proteins which are unstructured in solution but have an ability to adopt stable secondary structures at the water-membrane interface [240, 241, 242, 34]. The dynamical water-membrane interface, subject to many fluctuations including protein interaction, often results in unfavourable exposure of the lipid acyl chain groups to water and such spatial regions of hydrophobic exposure are main constituents of interfacial lipid packing defects. The lipid defects in various membrane systems considered in this study were characterized by using PackMem tool[228] and the distribution of areas of deep defects (characterizing the exposure of hydrophobic tails located deeper than the position of nearest glycerol atoms) for three systems are shown in Figure 5.14. The results show that for a control system of only DMPC at 300K, the average and spread of total area of deep defects is much smaller than that when Nogo-66 is interacting with DMPC at the same temperature. The distribution of the deep defect area of DMPC+Nogo-66 for both 300K and 310 K is similar suggesting that the nature of the defects is not temperature dependent. The defect constant $\pi$ in Eq.1. is a parameter that indicates probability of finding larger defects and indirectly estimates the survival of the defects measured. This value is computed for all the three systems shown in Figure 5.14 and the results are in
<table>
<thead>
<tr>
<th>No.</th>
<th>System</th>
<th>Deep Defect Constant (Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CTRL(300K)</td>
<td>7.79 ± 0.05</td>
</tr>
<tr>
<td>2</td>
<td>SIM1(300K)</td>
<td>13.22 ± 4.58</td>
</tr>
<tr>
<td>3</td>
<td>SIM1(310K)</td>
<td>9.48 ± 0.81</td>
</tr>
</tbody>
</table>

Table 5.2: Deep defect constants.

Table 5.2. The larger value of $\pi$ for DMPC+Nogo-66 system at 300K compared to both control system at 300K and membrane-protein system at 310K strongly indicates higher survival of the defects when Nogo-66 is interacting with the DMPC bilayer at 300K, close to transition temperature $T_m$. We now calculate the interaction between water molecules and exposed acyl chain groups to connect the defect production with the onset of interdigitated phase and the result is shown in Figure 5.15. The results are computed after a selection is made regarding the number of water molecules which are within 4Å of terminal acyl chain groups and if identified, computing the interaction energy between them. Figure 5.15 clearly shows a remarkable correlation between onset of the interdigitated phase and the interaction between water molecules and the exposed terminal group atoms.

5.4 Discussion and Concluding Remarks

Lipid packing defects in the headgroups have been implicated in membrane interface processes including recognition, binding of membrane active agents. Presence of such interfacial defects, which can lead to increased lateral spacing between headgroups and unfavourable exposure of lipid acyl chains to water, can also play crucial role in membrane remodeling including formation of interdigitated phases [243, 244, 245]. Nogo-66 is a protein that exists in an unstructured conformation in solution and has been shown to fold at the membrane interface [2] and the primary focus of this work is to understand the interaction of such membrane active proteins on the possible membrane remodeling including inducing interdigitated phases into the
Figure 5.15: (a) The average interdigitation distance plot and (b) VDW interaction energy plot between lipid tail atoms C314 and C214 with water molecules in 4 Å of those atoms. There is a very strong positive correlation between these interdigitation and interaction plots.

membrane as a function of temperature. We find that when the simulations are performed at temperatures slightly higher than the main transition temperature $T_m$ of the lipids, protein interaction with membranes (even in a non-specific way) has higher probability of inducing interdigitated phases than when the temperatures are much higher than $T_m$. The simulations of membrane-protein systems at 300K were repeated three times to confirm the results and the interdigitated phases appear in all three simulations (with different initial conditions). We characterize the membrane remodeling and interdigitated phases via various analysis: The binding of Nogo-66
protein on DMPC membrane induces lipid interdigitation at temperatures close to transition temperature of the membrane. Multiple analyses including membrane thickness, tilt angle and deep defect calculations and interaction energies support this observation. The emergence of the interdigitated phase results in a bimodal distribution of membrane thickness, smaller tilt angles and more ordered lipid chains in systems that result in partial interdigitated phases.

In order to understand the specific way in which the interaction of Nogo-66 with DMPC causes the interdigitated phases, we monitored the interaction energies and identified that when Nogo-66 interacts with membrane with most favourable electrostatic and van der Waals interaction for considerable time scale (usually 20-30 ns), the onset of interdigitation follows such events. It is to be noted that Nogo-66 does not bind permanently to the membrane surface nor partitions into the membrane but interacts transiently and somewhat weakly. Such non-specific weak interactions leading to membrane remodeling processes such as membrane thinning and/or interdigitation of membrane lipids has been seen in other disordered protein such as α-Synuclein [34, 245, 246, 247, 248]. α-Synuclein is presynaptic protein whose unfavourable aggregation has been implicated in neurodegenerative diseases is also disordered in solution and adapts an amphiphilic alpha-helical structure near the membrane [249]. In all these systems, a proposed mechanism for membrane remodeling upon membrane-protein interaction includes lipid packing defects. It has been suggested that the membrane active agents can detect the lipid packing defects and interact with the membrane via these defects and membrane in turn remodels itself to accommodate the protein interaction and retain structural integrity [34, 250, 251].

In the present simulations, we have similar strong indications regarding the role of lipid packing defects, in conjunction with temperature, in inducing interdigitated phases in the DMPC membrane upon interaction with Nogo-66.

Various studies in past have demonstrated the capability of molecules like local anes-
thetics, alcohols, si-RNA, membrane-active proteins and charged nanoparticles in modulating the phase transition profile by inducing interdigitated/rippled domains in them[40, 4, 5, 41, 84, 42, 43]. Membrane remodeling processes as a result of lipids interacting with membrane-active peptides/proteins such as domain formation, interdigitation and membrane disruption etc have been reported in numerous studies. Membrane-active peptides like α-Synuclein were reported to induce membrane thinning via interdigitation[34]. The antimicrobial peptide human cathelicidin LL-37 is a membrane-active peptide which was reported to induce interdigitation in negatively charged phosphatidylglycerols(PG which mimics bacterial membrane) and zwitterionic phosphatidylcholines(PC which mimics mammalian membrane) lipids. But LL-37 interacts strongly with PG heads and disrupts this particular membrane[252]. Another example is the experimental study about intrinsically disordered protein Hsp12 modulating the phase transition profile of negatively charged DMPG lipid membrane[5], which is in the same direction as our results in this work. The high shift in transition temperature from 298K to 313K for DMPG lipid membrane upon interaction with Hsp12 is perhaps reflective of the fact that PG heads are smaller in size(comparing to PC heads) and is negatively charged.

In many experimental studies involving cell-penetrating peptides and their interaction with the cell membranes, it has been shown that a possible mechanism adopted by the membranes to reduce the peptide effects on its structure is to favor formation of liquid ordered raft-like phases [253, 254, 235]. The peptides in these studies interact very strongly with the membranes. There are also studies, especially in the literature regarding the class of antimicrobial peptides, that strong interactions of peptides can induce significant phase changes in the membrane system at temperatures higher than main transition temperature of the membrane. [255]. In the same study the interaction of a weakly interacting peptide produced minimal changes to the membrane phase. From our simulations, we posit that the weakly interacting membrane active agents can also induce phase changes in the membrane systems,
when the temperatures are close to (but higher than) the $T_m$. The membrane-protein system at 310K does not show any interdigitated phase, likely due to lower survival probabilities of forming large deep defects and also due to self-healing nature of the membrane due to higher thermal energies, which is less likely to occur at lower temperatures. It is noteworthy that the 'lower temperature' simulations in this study are only 10 degrees lower, but that makes the temperature (300K) close to the main transition temperature of DMPC ($T_m = 297.15K$) and the tendency of membrane remodeling via interdigitation may just be enhanced by this fact. Using Nogo-66 as a model membrane active protein, that interacts in a non-specific way with the membrane we have shown the ability of such agents to induce interdigitated phases in membranes supporting similar experimental observations of other disordered proteins. Whether presence of other lipid molecules like cholesterol, which can modulate the fluidity of the membranes in which they are present, alters such membrane remodeling upon membrane active protein interaction is a part of future studies.
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