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Synopsis

Thanks to thousands of physicists, for whom today we have a remarkable insight into the fundamental structure of matter: everything in the universe is made from a few basic building blocks called fundamental particles, governed by four fundamental forces. Our best understanding of how these particles and three of the forces are related to each other is encapsulated in the Standard Model (SM) of particle physics which got its finishing touch on July 2012 through the discovery of the long-awaited particle, “the Higgs boson”, at the biggest underground particle research laboratory, the Large Hadron Collider (LHC) [1,2]. It would take a while to make the conclusive remarks about the true identity of the newly-discovered particle. However, after the discovery of the SM Higgs boson, the high energy physics is standing on the verge of a crucial era where the new physics may show up as tiny deviations from the predictions of the SM. To exploit this possibility, it is absolutely necessary to have precise theoretical predictions along with measurements to a very good accuracy within the SM and beyond (BSM).

The most successful methodology to perform the theoretical computations within the SM and BSM is based on the perturbation theory, due to our inability to solve the theory exactly. Under the prescriptions of perturbation theory, all the observables are expanded in powers of the coupling constants present in the Lagrangian. The result obtained from the first non-zero term in the expansion is called the leading order (LO), the next one is called next-to-leading order (NLO) and so on. Often the LO results fail miserably to deliver a reliable theoretical prediction of the associated observables, one must go beyond...
the wall of LO result to achieve a higher accuracy.

Due to presence of three fundamental forces within the SM, any observable can be expanded in powers of coupling constants associated with the corresponding forces, namely, electromagnetic ($\alpha_{\text{EM}}$), weak ($\alpha_{\text{EW}}$) and strong ($\alpha_s$) ones and consequently, perturbative calculations can be performed with respect to each of these constants. However, at typical energy scales, at which the hadron colliders operate, the contributions arising from the $\alpha_s$ expansion dominate over the others due to comparatively large value of $\alpha_s$. Hence, to capture the dominant contributions to any observables, we must concentrate on the $\alpha_s$ expansion and evaluate the terms beyond LO. The underlying theory to describe the strong interaction dynamics is called Quantum Chromodynamics (QCD). Perturbative predictions of QCD (pQCD) depend on two unphysical scales, the renormalisation ($\mu_R$) and factorisation ($\mu_F$) scales. The $\mu_R$ arises from the ultraviolet (UV) renormalisation, whereas the mass factorisation (which removes initial state collinear singularities) introduces the $\mu_F$. Any fixed order result does depend on these unphysical scales which happens due to the truncation of the perturbative expansion. As we include the contributions from higher and higher orders, the dependence of a physical observable on these unphysical scales gradually goes down. Hence, to make a reliable theoretical prediction, it is absolutely necessary to take into account the contributions arising from the higher order QCD corrections to any observable at the hadron colliders. Moreover higher order results provide deeper insight on the structure of UV and infrared (IR) divergences of the scattering amplitudes and helps to find connections between amplitudes in SM and BSM. For example amplitudes in QCD are related to amplitudes in a simpler theory called $\mathcal{N} = 4$ Supersymmetric Yang-Mills (SYM) theory when the number of colours for the former case become infinite.

Although the higher order computations provide reliable theoretical predictions however the task of computing them often becomes highly non-trivial beyond NNLO. Hence, it is natural to try alternative approaches to capture the dominant contributions from the
missing higher order. The very first approach towards this direction is to compute the observables under soft-virtual (SV) approximation which often captures the dominant contributions and provide better results. However, this may give rise to large logarithms for certain observables in some kinematic regions which can spoil the convergence of the perturbation theory and hence those must be resummed to all orders to get more reliable predictions. This has been accomplished through soft-gluon resummation techniques.

This thesis arises exactly in the above mentioned contexts and comprises of two parts: the first part deals with the QCD radiative corrections to few important field theory quantities in BSM and the second part discusses soft gluon resummation to one of the very important observables called rapidity distribution associated with the Higgs boson production. In the subsequent discussions, we will concentrate only on these processes.

0.1 pQCD corrections to multiloop and multileg processes

Multiloop and multileg computations play a crucial role to achieve the task of making precise theoretical predictions. However, complexity of these computations grows very rapidly with the increase of number of loops and/or external particles. Nevertheless, it has become feasible due to several remarkable developments in due course of time.

0.1.1 2-loop virtual corrections to pseudoscalar plus a jet

One of the most popular extensions of the SM, namely, the minimal supersymmetric SM (MSSM) and two Higgs doublet model have richer Higgs sector containing more than one Higgs boson and there have been intense search strategies to observe them at the LHC. In particular, production of CP odd Higgs boson/pseudoscalar in BSM at the LHC has been studied in detail, taking into account higher order radiative corrections,
due to similarities with its CP even counter part. Very recently, NNLO corrections to the inclusive production cross section of the CP-even Higgs boson in association with a jet is computed. So, it is very natural to extend the theoretical accuracy for the CP-odd Higgs boson to the same order of NNLO. First step to achieve this goal is to compute pure virtual corrections to the production of a pseudoscalar Higgs boson in association with a jet. This section is devoted to demonstrate the computation of 2-loop pure virtual contributions to the production of pseudoscalar Higgs boson plus a jet.

The coupling of a pseudoscalar Higgs boson to gluons is mediated through a heavy quark loop. In the limit of large quark mass, it is described by an effective Lagrangian that only admits light degrees of freedom. The evaluation of 2-loop virtual corrections to this process is truly a non-trivial task not only because of the involvement of a large number of Feynman diagrams but also due to the presence of the axial vector coupling. We work in dimensional regularisation and use the ’t Hooft-Veltman prescription for the axial vector current. The state-of-the-art techniques including integration-by-parts (IBP) and Lorentz invariant (LI) identities have been employed to accomplish this task. The UV renormalisation is quite involved since the two operators, present in the Lagrangian, mix under renormalization due to the axial anomaly and additionally, a finite renormalisation constant needs to be introduced in order to fulfill the chiral Ward identities. Our findings [3] are consistent with the universal structure of the infrared poles predicted by Catani [4]. We have also studied connection of this amplitude with $\mathcal{N} = 4$ SYM amplitudes in the context of leading transcendentality principle.

0.1.2 Konishi form factor at $\mathcal{N}^3$LO in $\mathcal{N} = 4$ SYM

The ability to accomplish the challenging job of calculating quantities is of fundamental importance in any potential mathematical theory. In quantum field theory (QFT), this manifests itself in the quest for computing the multiloop and multileg scattering amplitudes under the framework of perturbation theory. Calculation of these scattering ampli-
tudes are often highly non-trivial beyond certain power in strong coupling constant in a real theory such as QCD. There are several approaches to avoid the complex QCD calculation adopting certain approximations: for instance $\mathcal{N} = 4$ SYM provides a very good platform which resembles QCD in large $N$ limit. Recently, there has been surge of interest to study the form factors (FFs) as they connect fully on-shell amplitudes and correlation functions. The FFs are a set of quantities which are constructed out of the scattering amplitudes involving on-shell states consisting of elementary fields and an off-shell state described through a composite operator.

Composite operators which are often studied in $\mathcal{N} = 4$ SYM theory are called the half-BPS and the Konishi. The half-BPS operator is protected under supersymmetry i.e. it does not exhibit UV divergences up to all orders in perturbation theory. However, the Konishi operator which depends on space time dimension is not protected under supersymmetry and develops UV divergences beyond leading order. Note that both the half-BPS and the Konishi operators demonstrate divergences coming from IR region starting from NLO in perturbation theory. Bearing in mind recent developments to the FF of both the operators, we have worked out for the first time the complete third order corrections to the on-shell FF of the Konishi operator employing state-of-the-art techniques. This section is devoted to demonstrate calculation of 3-loop FF contribution to the Konishi operator.

One of the main issues in computing higher order corrections in $\mathcal{N} = 4$ SYM is related to the necessity of preserving the supersymmetry throughout the computation. In order to achieve that, one generally follows either of the two regularisation scheme: modified dimensional reduction ($\overline{\text{DR}}$) and four dimensional helicity scheme (FDH). Through performing the computation explicitly in both the schemes, we have shown that the FF in $\overline{\text{DR}}$ automatically provides the correct results, where as, the results obtained in the FDH needs to be suitably modified, the modification is operator dependent and non-trivial. Hence, performing a computation in $\overline{\text{DR}}$ is much more preferable for unprotected operators like the Konishi. We have also discussed superiority of the Feynman diagrammatic approach
over unitarity method in the context of the Konishi type composite operators. *Moreover computation performed by us [5] is the most advanced one in the context of Konishi FF.*

### 0.1.3 Finite remainders of the Konishi operator at NNLO

Scattering amplitudes are the building blocks of many important observables in high energy physics and they exhibit remarkable structures of the underlying QFT. Those computed in the electroweak theory and QCD play important role in the phenomenology of collider physics. With the increase in number of loops and legs, amplitudes are not only difficult to calculate but also one obtains very large expressions. Enormous simplification can be achieved if the underlying QFT has some symmetries which leads to conserved currents. One such theory is $\mathcal{N} = 4$ SYM theory which resembles QCD in large N limit. Like QCD, $\mathcal{N} = 4$ SYM theory is a renormalizable gauge theory in four dimensional Minkowski space. Apart from having all the symmetries of QCD there are two extra features of $\mathcal{N} = 4$ SYM, namely supersymmetry and conformal symmetry that makes this theory interesting to study. The on-shell amplitudes evaluated in $\mathcal{N} = 4$ SYM have a simpler analytical structure in comparison to QCD amplitudes. *In this work we have computed 3-point FFs and hence finite remainders (FR) using Feynman diagrammatic approach at 2-loop level for both the half-BPS and the Konishi operator for two sets of on-shell final states consisting of $g\phi\phi$ and $\phi\lambda\lambda$, where $\phi, \lambda, g$ are scalar, Majorana fermion and gauge fields respectively.* This section is devoted to demonstrate computation of these quantities.

It is well known that the IR divergences of MHV amplitudes have an exponential structure (BDS ansatz [6]). Such a behaviour is reminiscent of the factorisation properties of gauge theory amplitudes. However we can also see this kind of exponentiation in FFs. By exponentiating the one loop IR singularities following BDS like exponentiation, we compute FR at two loops. Our result on the half-BPS for the final on-shell state $g\phi\phi$ presented in terms of harmonic polylogarithms (HPLs) numerically agrees with the earlier
calculation [7] presented in terms of classical polylogarithms which was computed using unitarity based method. We find that the leading transcendental terms of the remainder function for the Konishi operator computed between $g\phi\phi$ external state coincide with the corresponding one of the half-BPS. However, for the $\phi\lambda\lambda$ external state we find that the expressions for the Konishi and the half-BPS operators do not have anything common. In this way our calculation [8] not only gives new results on the 2-loop FRs for the both the operators but also reveals many important properties.

### 0.2 Soft gluon resummation in the Higgs rapidity

While inclusive rates are important for any phenomenological study, the differential cross sections often carry more informations on the nature of interaction, quantum number of particles produced in the hard collisions. Rapidity distributions of Drell-Yan pair, $Z$ boson and charge asymmetries of leptons in $W^\pm$ boson decays are already used to measure parton distribution functions (PDFs). Possible excess events in these directions can hint to BSM physics, namely R-parity violating supersymmetric models, models with $Z'$ or with contact interactions and large extra dimension models. Like in Drell-Yan, measurements of transverse momentum and rapidity distributions of the Higgs boson will be very useful to study the properties of the Higgs boson and its couplings. In this section, we include the dominant effect of the uncalculated higher order terms, by exploiting the resummation of soft gluon emission in the rapidity distributions of the Higgs boson up to next-to-next-to-leading-logarithmic (NNLO+NNLL) accuracy.

The possibility of performing such an improvement relies upon the observation that an accurate use of the soft gluon approximation provides the bulk of the NLO term and a reliable estimate of the NNLO effects. So, it makes sense to add the higher order terms that can be obtained in the soft gluon approximation, in order to give precise prediction.

We present a formalism that resums threshold enhanced logarithms in double Mellin space.
to all orders in pQCD for the rapidity distribution of any colourless particle produced in hadron colliders. We achieve this by exploiting the factorisation properties and K+G equations satisfied by the soft and virtual parts of the cross section. We compute for the first time compact and most general expressions for the resummed coefficients up to NNLO+NNLL accuracy. We find that the resummed result not only changes the fixed order predictions but also remarkably improves the perturbative convergence. *This is the most accurate result* [9] *for the rapidity distribution of the Higgs boson which exists in the literature till date and it is expected to play an important role in coming days at the LHC.*
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1 Introduction

Our World consists of elementary particles communicating with each other via electromagnetic force, the weak and the strong nuclear forces and gravity. The main aim of particle physics is to persistently search for increasingly accurate theories describing all the above mentioned fundamental forces in a single framework which we believe underly all physical phenomena, ranging from an understanding of the structure of the nucleus and spanning to the dynamics of the universe as a whole. While the classical descriptions of these forces were clearly insufficient, the success of quantum physics and special theory of relativity led to the modern view of each fundamental interaction in term of fields. Such a field theoretical description of three out of four fundamental interactions is given by the Standard Model (SM) of particle physics where electromagnetic, weak and strong forces are unified in an eccentric way. Gravity is still a puzzle at small scales, but since it is much weaker than the other forces, it plays a minor role at the energies we are probing with particle physics experiments and usually ignored. Over the duration of many decades, the theoretical predictions of the SM were verified one after another with a spectacular accuracy and it got the ultimate credence on July 2012 through the discovery of the long-awaited particle, “the Higgs boson”, at the biggest underground particle research laboratory, the Large Hadron Collider (LHC).

In mathematical terms, the SM is a non-Abelian gauge theory based on the symmetry group \(SU(3) \times SU(2)_L \times U(1)_Y\) described through a Lagrangian which controls the dynamics and kinematics of the theory. The construction of the SM proceeds through the
modern methodology of constructing a quantum field theory (QFT). It happens through postulating a set of symmetries of the system and writing down the most general renormalizable Lagrangian from its field content. As a gauge theory, the SM is based on the fundamental concept of gauge symmetries. Unlike global symmetries, gauge symmetries are not new symmetries of nature, in the sense that they don’t imply the existence of new conserved charges. However, their existence is of a much deeper significance, since they determine in a unique way how the fields (particles) interact. In the SM, each gauge symmetry group manifestly gives rise to a fundamental interaction: the electromagnetic interactions are characterised by $U(1)$, the weak interactions by $SU(2)$ and the strong interactions by $SU(3)$ symmetry group.

In the current formulation of the SM, there are two different families of elementary particles. Particles belonging to first family are called fermions which arises from the quantisation of the fermionic fields and constitute the matter content of the theory. Second family includes the quanta of bosonic fields, are the force carriers i.e. the mediators of the strong, weak and electromagnetic interactions. In addition to these families of elementary particles, there is a boson, namely, the Higgs boson resulting from the quantum excitation of the Higgs field. This is the only known scalar particle whose existence was postulated long ago and observed very recently at the LHC [1, 2]. The presence of this field explains the mechanism of acquiring mass of some of the fundamental particles when, based on the underlying gauge symmetries controlling their interactions, they should be massless. This mechanism which believed to be one of the most revolutionary ideas of the last century, is known as Higgs mechanism [10–14].

Out of four known fundamental forces, electromagnetic and weak forces which appear to be very different at low energies, are unified to so called electroweak force in high energy regime. The structure of this unified picture is visualised under the gauge group $SU(2)_L \times U(1)_Y$. The corresponding gauge bosons are the three $W$ bosons of weak isospin from $SU(2)$ and the $B$ boson of weak hyper-charge from $U(1)$, all of which are massless.
Upon spontaneous symmetry breaking from SU(2)$_L \times$ U(1)$_Y$ to U(1)$_{EM}$, caused by the Higgs mechanism, the three mediators of the electroweak force, the $W^\pm$, $Z$ bosons acquire mass, leaving the mediator of the electromagnetic force, the photon, as massless. Finally, the theory of strong interactions, Quantum Chromodynamics (QCD) is governed by the unbroken gauge group SU(3), whose force carriers, the gluons remain massless.

Although the SM is believed to be theoretically self consistent with remarkable accuracy and has demonstrated huge and continued successes in proving experimental predictions, it indeed does leave some phenomena unexplained and falls short of being a complete theory of nature. Firstly, a proper field theoretical description of gravitational force still remains missing. The model does not contain any viable dark matter candidate that possesses all the required properties deduced from observational cosmology. Another shortcoming of the SM is mass of the neutrinos. Neutrinos are massless in the model, whereas experimental observation like neutrino oscillation demands them to be massive. Also the model fails to account for the baryon asymmetry of the universe.

Currently, the high energy physics community is standing on the verge of a crucial era where the new physics may show up as tiny deviations from the predictions of the SM. To exploit this possibility, it is absolutely necessary to have precise theoretical predictions along with measurements to a very good accuracy within the SM and beyond (BSM). The context of this thesis is to acquire results, as precise as possible, for few important field theoretical quantities and one of the very important observables called rapidity distribution associated with the SM Higgs boson production.

The quantity which is of great importance in accomplishing the task of making any prediction based on QFT is undoubtedly the scattering amplitude. These scattering amplitudes are the building blocks of many important observables in high energy physics. For example one can get cross section for any process of interest out of these scattering amplitudes by squaring and integrating it over the phase space of the final state particles. These scattering amplitudes also exhibit remarkable structures of the underlying QFT. In
the upcoming section, we will elaborate on the idea of scattering amplitude which will be followed by a brief description of QCD.

1.1 Scattering Amplitudes in QFT

The object which encodes all the underlying symmetries of the theory in any QFT is called the action. This is constructed by integrating the Lagrangian density over all space time points:

\[ S = \int d^4x \mathcal{L}[\phi(x)] . \]  

(1.1)

In the above equation, \( \phi_i(x) \) denotes all the dynamical fields in the theory. By construction the QFT is a probabilistic theory and all the observables calculated based on this theory always carry a probabilistic interpretation. For example, cross section measures the probability of an event to happen in colliders. The computation of any observables in QFT requires the evaluation of scattering matrix (S-matrix) elements which describe the evolution of the system from asymptotic initial to final states due to presence of the interaction. The S-matrix elements are defined as

\[ \langle f|S|i \rangle = \delta_{fi} + i(2\pi)^4 \delta^{(4)}(p_f - p_i) M_{i\rightarrow f} \]  

(1.2)

where, the \( \delta_{fi} \) represents the unscattered forward scattering states, while the other part \( M_{i\rightarrow f} \) encapsulates the “actual” interaction (for simplicity, we will call \( M_{i\rightarrow f} \) as scattering matrix element). So, the calculation of all those observables essentially boils down to the computation of the corresponding scattering matrix elements. However, the exact computation of this quantity is impossible in any general field theory. The only viable methodology is provided under the framework of perturbation theory where the matrix elements as well as the observables are expanded in powers of coupling constants, \( c \),
present in the theory:

\[ M_{i \rightarrow f} = \sum_{n=0}^{\infty} c^n M_{i \rightarrow f}^{(n)}. \]  (1.3)

If the coupling constant is small enough, computation of only the first term of the perturbation series often turns out to be a very good approximation and it provides a reliable prediction to any observable. However, it is a well-known fact that the coupling constants are truly not ‘constants’, their strength depends on the energy scale at which the interaction takes place. In case of Quantum Electrodynamics (QED), quantum field theory of electromagnetism, the magnitude of the coupling constant, \( c = \alpha_{\text{EM}} \), increases with the increase of momentum transfer:

\[ \alpha_{\text{EM}}(Q^2 \approx 0) \approx \frac{1}{137}, \quad \text{and} \quad \alpha_{\text{EM}}(Q^2 \approx m_W^2) \approx \frac{1}{128} \]  (1.4)

where, \( m_W \approx 80 \text{ GeV} \) is the invariant mass of the \( W \) boson. The smallness of \( \alpha_{\text{EM}} \) at all typical energy scales guarantees fast convergence of the perturbation series to what we expect to be real non-perturbative result. However, this picture no longer holds true in case of QCD where the coupling constant, \( c = \alpha_s \), may become quite large at certain energy scales:

\[ \alpha_s(m_p^2) \approx 0.55, \quad \text{and} \quad \alpha_s(m_Z^2) \approx 0.1 \]  (1.5)

where, \( m_p \approx 938\text{MeV} \) and \( m_Z \approx 90\text{GeV} \) are the masses of the proton and \( Z \) boson. Clearly the magnitude 0.55 is far from being small! Hence, computation of only the leading term in the perturbation series often turns out to be a very crude approximation and fails miserably to deliver a reliable theoretical prediction of the associated observable. Hence, we must take into account the contributions arising beyond leading term.

The most acceptable and well known prescription to compute the terms in a perturbative series is given by R. P. Feynman through Feynman diagrams. Every term of the series
is represented through a set of Feynman diagrams and each diagram corresponds to a mathematical expression. Hence, evaluation of a term in the series boils down to the computation of all the corresponding Feynman diagrams. Given the action of a QFT, one first necessitates to derive a set of rules, called Feynman rules, which essentially establish the connection between the Feynman diagrams and mathematical expressions. With the rules in hand, we just need to draw all possible Feynman diagrams contributing to the order in coupling constant of our interest and eventually evaluate those using the rules. Needless to say, as the power in coupling constant increases, the number of Feynman diagrams contributing to that order grows so rapidly that after certain power it becomes almost prohibitively large to draw the diagrams.

In this thesis, we will concentrate only on the aspects of perturbative QCD (pQCD). We will start our discussion of QCD by introducing the basic aspects of this QFT which will be followed by the writing down the Lagrangian and corresponding Feynman rules. Then we will briefly study a relatively simpler theory called $N = 4$ supersymmetric Yang-Mills (SYM) theory and work out corresponding Feynman rules. Using these tools in hand, we will discuss how to compute amplitudes beyond leading order (LO) in QCD and eventually get reliable numerical predictions at hadron colliders for the process of interest.

### 1.2 Basic aspects of QCD

#### 1.2.1 The quark model

QCD is the gauge theory which describes one of the four fundamental forces of nature, namely, strong interactions and hadrons are the particles which undergo strong interactions. These hadrons are observed either in fermionic (baryons) or bosonic (mesons) states. Observation of hadrons in large number was an indication that they were not el-
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Elementary entities but composite objects of other elementary constituents. According to the quark model, the baryons are the bound states of three quarks \((qqq)\) while the mesons are bound states of a quark and an anti-quark \((q\bar{q})\). There have been observed six types (flavours) of quarks: up (u), down (d), strange (s), charm (c), bottom (b) and top (t), all carrying spin 1/2. The electric charge of u, c and t is \(+2/3\) while the charge of d, s and b is \(-1/3\).

Problems with the spin statistics of baryon bound states, suggested that quarks must be allowed an additional degree of freedom to the electric charge and flavour, which is named colour charge. To distinguish between three otherwise identical quarks making for example the \(\Delta^{++}(uuu)\) baryon state, one has to introduce at least three different colour indices (e.g red, blue, green). But, of course, these colour charges have nothing to do with optical colours. Rather, they have properties analogous to electric charges in QED. In particular, colour charges are conserved in a strong interaction process. Another experimental fact is that all the observed hadrons are confined to colourless states (red+blue+green, red+anti-red, etc). No single quark or bound colourful states of two quarks \(qq\), etc have ever been observed. Confinement, is an additional theoretical hypothesis but it is believed that it may be a consequence of the dynamical properties of the quarks.

The dynamics of the elementary particles in hadrons is described by QCD. Quarks are considered to be point-like entities, as demonstrated from the scaling behaviour observed in deep inelastic experiments, carrying colour charge. In analogy with QED where charged particles interact via the mediation of the photon, in QCD the carriers of the strong interaction are bosons called gluons. Unlike photons, gluons themselves carry colour charges. As a consequence, gluons participate in the strong interactions in addition to mediating it, making QCD substantially harder to analyse than QED.

The theory postulates invariance under the local gauge group SU(3). The quarks transform according to the fundamental representation and the anti-quarks according to the complex conjugate representation. The gluons transform in the adjoint representation. As
a consequence, the basic colour singlet states $q_i\bar{q}_i$ and the totally antisymmetric $\epsilon^{ijk}q_iq_jq_k$ correspond to the observed meson and baryon states.

In addition to confinement, QCD shows another interesting property, the asymptotic freedom, causes bonds between quarks/gluons become asymptotically weaker as energy increases or distance decreases which allows us to perform the calculation using the technique of perturbation theory. In perturbative QCD, the basic building blocks of performing any calculation are the Feynman rules, which will be discussed in next subsection.

1.2.2 QCD Lagrangian and Feynman Rules

The first step in performing perturbative calculations in a QFT is to work out the Feynman rules from the Lagrangian density describing the theory. Classical Lagrangian density for the QCD is given by

$$\mathcal{L}_{\text{classical}} = -\frac{1}{4} G^a_{\mu\nu} G^{a,\mu\nu} + \sum_{f=1}^{n_f} \bar{\psi}^{(f)}(i\not{D}_{\alpha\beta,ij} - m_f \delta_{\alpha\beta} \delta_{ij}) \psi^{(f)}_{\mu,ij}.$$ \hspace{2cm} (1.6)

$L_{\text{classical}}$ describes the dynamics of the quarks as relativistic spin-1/2 particles, carrying colour charge. Invariance under local SU(N) transformations, with $N = 3$ colour degrees freedom, demands the existence of $N^2 - 1$ vector boson gluons mediating the interactions between quarks. In the above expression,

$$G^a_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + g_s f^{abc} A^b_\mu A^c_\nu,$$

$$D_{\alpha\beta,ij} \equiv \gamma^\mu \gamma_{\alpha\beta} D^\mu_{ij} = \gamma^\mu \left( \delta_{ij} \partial_\mu - ig_s T^a_{ij} A^a_\mu \right).$$ \hspace{2cm} (1.7)

In QCD, gluons carry colour charge themselves and due to the last term in $G^a_{\mu\nu}$, we can have gluon self interactions. In QED this non-Abelian term is missing and we do not observe interactions between the neutral photons. The Dirac gamma matrices satisfy the
Clifford algebra

\[ \{\gamma^\mu, \gamma^\nu\} \equiv \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu \nu}. \]  

(1.8)

\( A_\mu^a \) and \( \psi^{(f)}_{\alpha i} \) are the gauge and quark fields, respectively. The indices represent the following things:

\[
\begin{align*}
a, b, \cdots \ &\text{colour indices in the adjoint representation } \Rightarrow [1, N^2 - 1], \nonumber \\
i, j, \cdots \ &\text{color indices in the fundamental representation } \Rightarrow [1, N], \nonumber \\
\alpha, \beta, \cdots \ &\text{Dirac spinor indices } \Rightarrow [1, 4], \\
\mu, \nu, \cdots \ &\text{Lorentz indices } \Rightarrow [1, d].
\end{align*}
\]

(1.9)

Numbers within the ‘[ ]’ signifies the range of the corresponding indices. \( d \) is the space-time dimensions. \( f \) is the quark flavour index which runs from 1 to \( n_f \). \( m_f \) and \( g_s \) are the mass of the quark corresponding to \( \psi^{(f)} \) and strong coupling constant, respectively. \( f^{abc} \) are the structure constants of SU(N) group. These are related to the Gell-Mann matrices \( T^a \), generators of SU(N), through

\[ [T^a, T^b] = i f^{abc} T^c. \]  

(1.10)

The \( T^a \) are traceless, Hermitian matrices and these are normalised with

\[ Tr(T^a T^b) = T_F \delta^{ab} \]  

(1.11)

where, \( T_F = \frac{1}{2} \). They satisfy the following completeness relation

\[
\sum_a T^a_{ij} T^a_{kl} = \frac{1}{2} \left( \delta_{ij} \delta_{kj} - \frac{1}{N} \delta_{ij} \delta_{kl} \right). \]

(1.12)

In addition to the above three parent identities expressed through the Eqs. (1.10, 1.11, 1.12), we can have some auxiliary ones which are often useful in simplifying colour
The $C_A = N$ and $C_F = \frac{N^2 - 1}{2N}$ are the quadratic Casimir of the SU(N) group in the adjoint and fundamental representations, respectively. The quantisation of the non-Abelian gauge theory or the Yang-Mills theory faces an immediate problem, arising from the freedom of the gluon fields to change by a total derivative and leave the Lagrangian invariant under the gauge transformation. In the canonical quantization method this problem appears as a vanishing conjugate momentum for the time-like components of the gluon field, thereby invalidating the canonical commutation relations. In the path integral approach, the contribution of each gluon field to the path integral over the exponential of the action is overestimated by an infinite amount since one can perform an infinite number of gauge transformations to the field without changing the action. It is necessary to perform the gauge fixing in order to get rid of this problem. The gauge fixing in a covariant way, when done through the path integral formalism, generates new particles called Faddeev-Popov ghosts having spin-0 but obeying fermionic statistics. The absolute necessity of introducing the ghosts in the process of quantising the Yang-Mills theory is a consequence of the Lagrangian formulation of QFT. There is no observable consequence of these particles, we just need them in order to describe an interacting theory of a massless spin-1 particle using a local manifestly Lorentz invariant Lagrangian. These particles never appear as physical external states but must be included in internal lines to cancel the unphysical degrees of freedom of the gauge fields. Some alternative formulations of non-Abelian gauge theory (such as the lattice) also do not require ghosts. Perturbative gauge theories in certain non-covariant gauges, such as light-cone or axial gauges, are also ghost free. However, to maintain manifest Lorentz invariance in a perturbative gauge theory, it seems ghosts are unavoidable and in this thesis we will be remained within the
1.2 Basic aspects of QCD

regime of covariant gauge and consequently will include ghost fields consistently into our computations.

Upon applying this technique to quantise the Yang-Mills theory, we end up with getting the following full quantum Lagrangian density:

\[ L_{YM} = L_{\text{classical}} + L_{\text{gauge-fix}} + L_{\text{ghost}} \]  

(1.14)

where, the second and third terms on the right hand side correspond to the gauge fixing and FP contributions, respectively. These are obtained as

\[ L_{\text{gauge-fix}} = -\frac{1}{2\xi} \left( \partial^\mu A^a_\mu \right)^2 , \]

\[ L_{\text{ghost}} = (\partial^\mu \bar{\eta}^a) D_{\mu,ab} \eta^b \]  

(1.15)

with

\[ D_{\mu,ab} \equiv \delta_{ab} \partial_\mu - g_s f_{abc} A^c_\mu . \]  

(1.16)

The gauge parameter \( \xi \) is arbitrary and it is introduced in order to specify the gauge in a covariant way. The total Lagrangian is no longer gauge invariant, but the physical predictions stemming from it should be gauge invariant and independent of \( \xi \). This prescription of fixing gauge in a covariant way is known as \( R_\xi \) gauge. A typical choice which is often used is \( \xi = 1 \), known as Feynman gauge. We will be working in this Feynman gauge throughout this thesis, unless otherwise mentioned specifically. However, we emphasize that the physical results are independent of the choice of the gauges. The field \( \eta^a \) and \( \eta^{a*} \) are ghost and anti-ghost fields, respectively.

All the Feynman rules can be read off from the quantized Lagrangian \( L_{YM} \) in Eq. (1.14). We will denote the quarks through straight lines, gluons through curly and ghosts through dashed lines. We provide the rules in \( R_\xi \) gauge.
The propagators for quarks, gluons and ghosts are obtained as respectively:

\[ i (2\pi)^4 \delta^{(4)}(p_1 + p_2) \delta_{ij} \left( \frac{1}{p_1 - m_f + i\epsilon} \right) \]

\[ i (2\pi)^4 \delta^{(4)}(p_1 + p_2) \delta_{ab} \left[ -g_{\mu\nu} + (1 - \xi) \frac{p_1^\mu p_1^\nu}{p_1^2} \right] \]

The interacting vertices are given by:

\[ i g_s (2\pi)^4 \delta^{(4)}(p_1 + p_2 + p_3) T^a_{ij} (\gamma^\mu)_{a\beta} \]

\[ \frac{g_s}{3!} (2\pi)^4 \delta^{(4)}(p_1 + p_2 + p_3) f^{abc} \times [g_{\mu\nu}(p_1 - p_2)^\rho + g_{\nu\mu}(p_2 - p_3)^\rho + g_{\mu\rho}(p_3 - p_1)^\nu] \]

\[ -g_s (2\pi)^4 \delta^{(4)}(p_1 + p_2 + p_3) f^{abc} p_1^\mu \]
1.3 \( \mathcal{N} = 4 \) SYM Theory

Scattering amplitudes in gauge theories are known to have a significantly simpler structure than that which is implied by the manifestly local construction in Feynman diagrams. One theory which has received much attention in recent years and where these simplifications are particularly striking is the planar \( \mathcal{N} = 4 \) SYM theory. Like QCD, the \( \mathcal{N} = 4 \) SYM theory is a renormalizable gauge theory in four dimensional Minkowski space. Apart from having all the symmetries of QCD there are two extra features of \( \mathcal{N} = 4 \) SYM, namely supersymmetry and conformal symmetry that make this theory interesting to study. Due to the presence of these extra symmetries, the on-shell amplitudes evaluated in this theory have a simpler analytical structure in comparison to QCD amplitudes.

1.3.1 Lagrangian and Feynman Rules

In this sub-section we briefly describe the Lagrangian density and its associated fields. The massless Lagrangian density for \( \mathcal{N} = 4 \) SYM theory in four dimensional Minkowski space reads as [15–18],

\[
\mathcal{L}_{\mathcal{N}=4\text{SYM}} = -\frac{1}{4} G_{\mu\nu}^a G^{\mu\nu a} - \frac{1}{2\xi} (\partial^\mu A^a_\mu)^2 + \partial_\mu \bar{\psi}_r^a D^\mu \psi_r^a + \frac{i}{2} \bar{\lambda}_m^a \partial^\mu \lambda_m^a + \frac{1}{2} (D_\mu \phi_r^a)^2
\]

\[
+ \frac{1}{2} (D_\mu \chi_r^a)^2 - \frac{g_s}{2} f^{abc} \bar{\lambda}_m^a [\alpha_{m,r}^c \phi_r^b + \gamma_s \beta_{m,r}^c \chi_r^b] \lambda_m^c - \frac{g_{YM}^2}{4} \left( f^{abc} \phi_r^b \phi_r^c \right)^2
\]
In the above Lagrangian all the fields transform in adjoint representation and hence carry SU(N) colour indices $a, b, c$. $A_{\mu}^{a}, \eta^{a}$ represent the gauge and ghost fields respectively while $\xi$ is the gauge fixing parameter. The Majorana fields are denoted by $\lambda_{m}^{a}$, with $m = 1, ..., 4$ denoting their generation type. The scalar and pseudo-scalar fields $\phi_{r}^{a}$ and $\chi_{r}^{a}$, which help to maintain fermionic and bosonic degrees of freedom same, interact identically with the gauge fields. Here the indices $r, t$ represent different types of scalars and pseudo-scalars in the theory. In four dimensions, $r, t = 1, 2, 3$.

The six antisymmetric matrices $\alpha$ and $\beta$ satisfy the following commutation and anti-commutation relations

\[ [\alpha', \alpha'], = [\beta', \beta'], = -2\delta^{rt}, \quad [\alpha', \beta'], = 0. \]  

The traces of the above mentioned matrices are given by

\[ \text{tr}(\alpha') = \text{tr}(\beta') = 0, \quad \text{tr}(\alpha' \beta') = -4\delta^{rt}. \]

Feynman rules for the first three terms of the Lagrangian in Eq. (1.17) are given in the previous section and the remaining ones are furnished below. We denote Majorana fermions through straight lines, scalar through dotted lines and pseudo-scalars through dash dot lines.

- The propagators for Majorana fermions, scalars and pseudo-scalars are given by:

\[
\begin{align*}
\langle \bar{\lambda}^{a}_{m} \mid \lambda^{b}_{n} \rangle & \quad i (2\pi)^{4} \delta^{(4)} (p_{1} + p_{2}) \frac{p_{1}}{p_{1}^{2} + i\varepsilon} \delta^{ab} \delta_{mn}, \\
\end{align*}
\]
• The interacting vertices are given by:

\[ \phi_r^a \rightarrow \phi_l^b \]

\[ p_2 \rightarrow p_1 \]

\[ i(2\pi)^4 \delta^{(4)}(p_1 + p_2) \frac{1}{p_1^2 + i\epsilon} \delta^{ab} \delta_{rt} \]

\[ \chi_r^a \rightarrow \chi_l^b \]

\[ p_2 \rightarrow p_1 \]

\[ i(2\pi)^4 \delta^{(4)}(p_1 + p_2) \frac{1}{p_1^2 + i\epsilon} \delta^{ab} \delta_{rt} \]

\[ g_{YM} \epsilon^\mu (2\pi)^4 \delta^{(4)}(p_1 + p_2 + p_3) f^{abc} \delta_{mn} \]

\[ -g_{YM} (2\pi)^4 \delta^{(4)}(p_1 + p_2 + p_3)(p_1 - p_2)^\mu f^{abc} \delta_{rt} \]

\[ -g_{YM} (2\pi)^4 \delta^{(4)}(p_1 + p_2 + p_3)(p_1 - p_2)^\mu f^{abc} \delta_{rt} \]
\[ i g_{YM} (2\pi)^4 \delta^{(4)} (p_1 + p_2 + p_3) \alpha_{mn} f^{abc} \]

\[-g_{YM} \gamma_5 (2\pi)^4 \delta^{(4)} (p_1 + p_2 + p_3) \beta_{mn} f^{abc} \]

\[ i g_{YM}^2 (2\pi)^4 \delta^{(4)} (p_1 + p_2 + p_3 + p_4) \times \left( f^{ad, be} + f^{ae, bd} \right) g^{\mu\nu} \delta_{rt} \]

\[ i g_{YM}^2 (2\pi)^4 \delta^{(4)} (p_1 + p_2 + p_3 + p_4) \times \left( f^{ad, be} + f^{ae, bd} \right) g^{\mu\nu} \delta_{rt} \]

\[ i g_{YM}^2 (2\pi)^4 \delta^{(4)} (p_1 + p_2 + p_3 + p_4) \times \left\{ (\delta_{ru} \delta_{st} - \delta_{rt} \delta_{su}) f^{ab, cd} + (\delta_{ru} \delta_{st} - \delta_{rs} \delta_{tu}) f^{ac, bd} + (\delta_{rs} \delta_{tu} - \delta_{rt} \delta_{su}) f^{ad, bc} \right\} \]
In addition to these rules, we have to keep in mind the following points:

- For any Feynman diagram, the symmetry factor needs to be multiplied appropriately. The symmetry factor is defined as the number of ways one can obtain the topological configuration of the Feynman diagram under consideration.

- For each loop momenta, the integration over the loop momenta, \( k \), needs to be performed with the integration measure \( d^d k / (2\pi)^d \) in \( d \)-dimensions (in dimensional regularisation).

- For each quark/Majorana fermion/ghost loop, one has to multiply a factor of \((-1)\).

## 1.4 Perturbative Calculations in QCD

Thanks to the property of asymptotic freedom which allows us to perform the calculations in high energy regime using the techniques of pQCD. In pQCD, theoretical predictions are made through the computations of S-matrix elements. The S-matrix elements are directly related to the scattering amplitude which is expanded in powers of coupling constants.
within the framework of perturbation theory. This expansion is represented through the set of Feynman diagrams and the Feynman rules encapsulate the connection between these two. Hence, the theoretical predictions boil down to evaluate the set of Feynman diagrams. Using the Feynman rules presented in Sec. 1.2.2 and Sec. 1.3.1, we can evaluate all the Feynman diagrams order by order in the perturbation theory.

Achieving precise theoretical predictions demand to go beyond the wall of LO which consists of evaluating the virtual/loop as well as real emission diagrams. However, the contribution arising from the individual one is not finite i.e. they are divergent. These divergences are of three types: ultraviolet (UV), soft and collinear divergences. For simplicity, we call both soft and collinear as infrared (IR) divergences.

The UV divergences arise from the region of large momentum or very high energy of the Feynman integrals, or, equivalently, because of the physical phenomena at very short distances and through UV renormalisation we can get rid of these divergences. Note that unlike QCD, $\mathcal{N} = 4$ SYM theory is a UV complete theory i.e. there are no divergences which has UV origin. Before performing the UV renormalisation, we need to regulate the Feynman integrals which is essentially required to identify the true nature of divergences. There are several ways to regulate the integrals. The most consistent and beautiful way is the framework of dimensional regularisation [19–21]. Within the framework, we need to perform the integrals in general $d$-dimensions which is taken as $4 + \epsilon$ in this thesis. Upon performing the integrals, all the UV singularities appear as poles in $\epsilon$. The UV renormalisation, which is performed through redefining all the quantities present in the Lagrangian, absorbs these poles and gives rise to a UV finite result. The UV renormalisation is done at an energy scale, known as renormalisation scale, $\mu_R$. On the other hand, the soft divergences arise from the low momentum limit (approaching zero) of the loop integrals and the collinear ones arise when any loop momentum becomes collinear to any of the external massless particles. The collinear divergence is a property of theories with massless particles. Hence, even after performing the UV renormalisation, the resulting
expressions obtained through the evaluation the loop integrals are not finite, they contain poles arising from soft and collinear regions of the loop integrals. To remove the residual IR divergences, we need to add the contributions arising from the real emission diagrams. The latter contains soft as well as collinear divergences which have the same form as that of loop integrals. Once we add the virtual and real emission diagrams and evaluate the phase space integrals, the resulting expressions are guaranteed to be freed from UV, soft and final state collinear singularities, thanks to the Kinoshita-Lee-Nauenberg (KLN) theorem [22, 23]. An analogous result for QED alone is known as Bloch-Nordsieck cancellation [24]. However, the collinear singularities arising from the collinear configurations involving initial state particles remain. Those are removed at the hadronic level through the techniques, known as mass factorisation, where the residual singularities are absorbed into the bare parton distribution functions (PDFs). So, the observables at the hadronic level are finite which are compared with the experimental outcomes at the hadron colliders. Just like UV renormalisation, mass factorisation is done at some energy scale, called mass factorisation scale, $\mu_F$. The $\mu_R$ as well as $\mu_F$ are unphysical scales. The dependence of the fixed order results on these scale is an artifact of the truncation of the perturbative series to a finite order. If we can capture the results to all order, then the dependence goes away.

The core part of this thesis deals with the higher order QCD corrections employing the methodology of perturbation theory to few important field theory quantities in BSM and soft gluon/threshold resummation to one of the very important observables called rapidity distribution associated with the SM Higgs boson production. More specifically, the thesis contains

- two-loop virtual corrections to the production of a pseudo-scalar Higgs boson ($A$) associated with a jet [3],
- form factor (FF) contributions to the Konishi operator at next-to-next-to-next-to-leading order ($N^3$LO) in $\mathcal{N} = 4$ SYM theory [5],
• two-loop finite remainders (FR) of the Konishi operator in $\mathcal{N} = 4$ SYM theory [8],

• threshold resummation to the rapidity distribution of the SM Higgs boson production at next-to-next-to-leading order (NNLO) + next-to-next-to-leading logarithmic (NNLL) accuracy [9].

1.4.1 2-loop virtual corrections to pseudo-scalar plus a jet

Although the SM is remarkably successful in explaining most of the observed phenomena at the subatomic level, it has many shortfalls. For example, it does not have dark matter candidate to explain relic abundance in the early universe, similarly the observed baryon asymmetry and the phenomena of neutrino oscillations. There exist several BSM scenarios that address these issues and provide plausible explanations. One of the most popular extensions of the SM, namely, the minimal supersymmetric SM (MSSM) and two Higgs doublet model [25–32] have richer Higgs sector containing more than one Higgs boson and there have been intense search strategies to observe them at the LHC. In particular, production of CP odd Higgs boson, $A$ in BSM at the LHC has been studied in detail due to similarities with its CP even counter part i.e. the SM Higgs boson. While, the searches for $A$ have been underway at the LHC, predictions for observables involving $A$, in the theoretical side, are already available. In [33–36] the next-to-leading order (NLO) perturbative QCD corrections to inclusive production of $A$ were computed and the corrections were found to be as large as 67% compared to LO. The results on NNLO production cross section for $A$ in effective field theory can be found in [37–39].

In order to probe the nature of $A$ and its coupling to other SM particles, one also needs to study exclusive observables namely the differential cross sections. In addition, observables involving $A$ recoiled against one or two hard jets can help to efficiently reject the background from other sources. It was noted in [40, 41] that observables with jet vetos enhance the significance of the signal considerably allowing one to study the properties
of the Higgs boson and its coupling to other SM particles. Recently, in [42], a complete NNLO prediction for Higgs-plus-jet final states and for the transverse momentum distribution of the Higgs boson taking into account the experimental definition of the fiducial cross sections has been achieved. For Higgs-plus-jet production at NNLO, see [43–47]. The relevant two loop amplitudes can be found in [48–54]. A being produced dominantly in gluon initiated processes shares a lot with its counterpart, namely the scalar Higgs boson. In particular one finds that the theoretical uncertainties and the perturbative corrections are significantly large. For the A, the results for differential distributions are available only up to NLO level, for example, see [55, 56]. Hence it is desirable to have predictions up to NNLO level for observables like A + 1jet, transverse momentum and rapidity distributions of A, taking into account various experimental cuts. As a first step, in the published work [3], we demonstrate the computation of virtual contributions up to NNLO in effective theory to the production of A in association with a jet.

The coupling of A to gluons is mediated through a heavy quark loop. In the limit of large quark mass, it is described by an effective Lagrangian that only admits light degrees of freedom. The evaluation of 2-loop virtual corrections to this process is truly a non-trivial task not only because of the involvement of a large number of Feynman diagrams but also due to the presence of the axial vector coupling. We work in dimensional regularisation [19–21] and use the ‘t Hooft-Veltman prescription [19] for the axial vector current. The state-of-the-art techniques including integration-by-parts (IBP) [57, 58] and Lorentz invariant (LI) [59] identities have been employed to accomplish this task. The UV renormalisation is quite involved since the two operators, present in the Lagrangian, mix under renormalization due to the axial anomaly and additionally, a finite renormalisation constant [60,61] needs to be introduced in order to fulfill the chiral Ward identities. Our findings in [3] are consistent with the universal structure of the infrared poles predicted by Catani [4]. We have also studied connection of this amplitude with $N = 4$ SYM amplitudes in the context of leading transcendentality principle.
1.4.2 Konishi form factor at $N^3\text{LO}$ in $\mathcal{N} = 4$ SYM Theory

The ability to accomplish the challenging job of calculating quantities is of fundamental importance in any potential mathematical theory. In QFT, this manifests itself in the quest for computing the multi-loop and multi-leg scattering amplitudes under the framework of perturbation theory. Calculation of these scattering amplitudes are often highly non-trivial beyond certain power in strong coupling constant in a real theory such as QCD. There are several approaches to avoid the complex QCD calculation adopting certain approximations: for instance $\mathcal{N} = 4$ SYM theory provides a very good platform which resembles QCD in large $\mathcal{N}$ limit. Recently, there has been surge of interest to study the FFs as they connect fully on-shell amplitudes and correlation functions. The FFs are a set of quantities which are constructed out of the scattering amplitudes involving on-shell states consisting of elementary fields and an off-shell state described through a composite operator.

Composite operators which are often studied in $\mathcal{N} = 4$ SYM theory are called the half-BPS and the Konishi. The half-BPS operator is protected under supersymmetry i.e. it does not exhibit UV divergences up to all orders in perturbation theory. However, the Konishi operator which depends on space-time dimensions is not protected under supersymmetry and develops UV divergences beyond LO. Note that both the half-BPS and the Konishi operators demonstrate divergences coming from IR region starting from NLO in perturbation theory. The FFs for the half-BPS operator up to 2-loop order was investigated by van Neerven [62] almost three decades back. Very recently, this was extended to 3-loops in [63]. But for the Konishi operator it is known up to two loop level [64] employing on-shell unitarity method. In [5], we demonstrate the analytic evaluation of complete third order corrections to the on-shell FFs of the Konishi operator using conventional Feynman diagrammatic approach.

One of the main issues in computing higher order corrections in $\mathcal{N} = 4$ SYM is related
1.4 Perturbative Calculations in QCD

1.4.3 Finite remainders of the Konishi operator at NNLO

Scattering amplitudes are the building blocks of many important observables in high energy physics and they exhibit remarkable structures of the underlying QFT. Those computed in the electroweak theory and QCD play important role in the phenomenology of collider physics. With the increase in number of loops and legs, amplitudes are not only difficult to calculate but also one obtains very large expressions. Enormous simplification can be achieved if the underlying QFT has some symmetries which leads to conserved currents. One such theory is $\mathcal{N} = 4$ SYM theory which resembles QCD in large $N$ limit. Like QCD, $\mathcal{N} = 4$ SYM theory is a renormalizable gauge theory in four dimensional Minkowski space. Apart from having all the symmetries of QCD there are two extra features of $\mathcal{N} = 4$ SYM, namely supersymmetry and conformal symmetry that makes this theory interesting to study. The on-shell amplitudes evaluated in $\mathcal{N} = 4$ SYM theory have a simpler analytical structure in comparison to QCD amplitudes.

Over the last few years, there are several results [69–72] on $n$-point FFs for the Konishi operator in the weak coupling limit of $\mathcal{N} = 4$ SYM. Through them we can, not only confirm the results on the known anomalous dimension but also study the perturbative
infrared structure of the off-shell amplitudes in general. In addition, they provide testing grounds for various modern techniques that were developed to compute on-shell amplitudes, namely the on-shell unitarity based methods that use unitarity [73, 74] and various recursion relations [75, 76]. The results for the one-loop two-point, two-loop two-point and one-loop three-point FFs were presented in [64]. In our earlier work [5], we have computed the three-loop two-point FF for the Konishi operator and also predicted up to $1/\epsilon$ pole at four-loop order. In the published work [8], we demonstrate the analytic computation of 3-point FFs and hence FRs using Feynman diagrammatic approach at 2-loop level for both the half-BPS and the Konishi operator for two sets of on-shell final states consisting of $g\phi\phi$ and $\phi\lambda\lambda$.

It is well known that the IR divergences of maximally helicity violating (MHV) amplitudes have an exponential structure (BDS ansatz [6]). Such a behaviour is reminiscent of the factorisation properties of gauge theory amplitudes. However we can also see this kind of exponentiation in FFs. By exponentiating the one loop IR singularities following BDS like exponentiation, we compute FR at two loops. Our result on the half-BPS for the final on-shell state $g\phi\phi$ presented in terms of harmonic polylogarithms (HPLs) numerically agrees with the earlier calculation [7] presented in terms of classical polylogarithms which was computed using unitarity based method. We find that the leading transcendental terms of the remainder function for the Konishi operator computed between $g\phi\phi$ external state coincide with the corresponding one of the half-BPS. However, for the $\phi\lambda\lambda$ external state we find that the expressions for the Konishi and the half-BPS operators do not have anything common. In this way our calculation [8] not only gives new results on the 2-loop FRs for the both the operators but also reveals many important properties.
1.5 Threshold resummation

Although the higher order computations provide reliable theoretical predictions however the task of computing them often becomes highly non-trivial beyond NNLO. Hence, it is natural to try alternative approaches to capture the dominant contributions from the missing higher order. The very first approach towards this direction is to compute the observables under soft-virtual (SV) approximation which often captures the dominant contributions and provide better results. However, this may give rise to large logarithms for certain observables in some kinematic regions which can spoil the convergence of the perturbation theory and hence those must be resummed to all orders to get more reliable predictions. This has been accomplished through threshold resummation techniques.

1.5.1 Threshold resummation in the Higgs rapidity distribution

While inclusive rates are important for any phenomenological study, the differential cross sections often carry more informations on the nature of interaction, quantum number of particles produced in the hard collisions. Rapidity distributions of Drell-Yan pair [77], Z boson [78] and charge asymmetries of leptons in $W^\pm$ boson decays [79] are already used to measure PDFs. Possible excess events in these directions can hint to BSM physics, namely R-parity violating supersymmetric models [80], models with $Z'$ or with contact interactions and large extra dimension models [81, 82]. Like in Drell-Yan, measurements of transverse momentum and rapidity distributions of the Higgs boson will be very useful to study the properties of the Higgs boson and its couplings. In the published work [9], we include the dominant effect of the uncalculated higher order terms, by exploiting the resummation of soft gluon emission in the rapidity distributions of the SM Higgs boson up to NNLO+NNLL accuracy.

The possibility of performing such an improvement relies upon the observation that an
accurate use of the soft gluon approximation provides the bulk of the NLO term and a reliable estimate of the NNLO effects. So, it makes sense to add the higher order terms that can be obtained in the soft gluon approximation, in order to give precise prediction.

We present a formalism that resums threshold-enhanced logarithms in double Mellin space to all orders in pQCD for the rapidity distribution of any colourless particle produced in hadron colliders. We achieve this by exploiting factorisation properties and K+G equations satisfied by the soft and virtual parts of the cross section. We compute for the first time compact and most general expressions for the resummed coefficients up to NNLO+NNLL accuracy. We find that the resummed result not only changes the fixed order predictions but also improves the perturbative convergence. *This is the most accurate result [9] for the rapidity distribution of the Higgs boson which exists in the literature till date and it is expected to play an important role in coming days at the LHC.*
Two loop QCD corrections for the process Pseudo-scalar Higgs → 3 partons

The materials presented in this chapter are the result of an original research done in collaboration with Pulak Banerjee and V. Ravindran, and these are based on the published article [3].

2.1 Prologue

After the landmark discovery of a scalar particle in 2012 at the LHC [1, 2], the detailed study on the nature of this particle and its couplings to other SM particles is underway. There are already several compelling evidences from both theoretical and experimental side, pointing to the fact that the discovered boson is none other than the Higgs boson of the SM. Although the SM is remarkably successful in explaining most of the observed phenomena at the subatomic level, it has many shortfalls. For example it does not have dark matter candidate to explain relic abundance in the early universe, similarly the observed baryon asymmetry and the phenomena of neutrino oscillations. In addition, a proper field theoretical description of gravitational force still remains missing. There exist several BSM scenarios that address these issues and provide plausible explanations.
Often these BSM models have larger symmetry and contain more particles than the SM, providing the scope for rich phenomenology at the LHC. The precise measurements of the coupling of the Higgs boson with other SM particles as well as the dedicated direct searches of new scalars at the LHC can constrain the parameters of the scalar sectors in the BSM models. For example, the MSSM which addresses some of the shortfalls of the SM contains in addition to other fields, two isospin doublets of Higgs field [25–32]. These two doublets preserve the analyticity of the scalar potential, maintain the anomaly cancellation and responsible for masses of up and down type fermions. After spontaneous symmetry breaking, scalar sector contains three neutral \((h, H, A)\) and two charged \((H^\pm)\) Higgs bosons, where \(h\) and \(H\) are CP-even scalars while \(A\) is CP-odd pseudo-scalar. The upper bound on the mass of the light scalar Higgs \(h\) can be predicted within the theory as the self couplings of the Higgs fields are fixed in terms of the gauge couplings.

Since the coupling of \(A\) with the fermions is appreciable in the small and moderate \(\tan\beta\), the ratio of vacuum expectation values \(v_i, i = 1, 2\) of the Higgs doublets, it can be searched at the LHC. Note that large gluon flux at the LHC can also boost the cross section. While, the searches for \(A\) have been underway from the experimental side at the LHC, predictions for observables involving \(A\), in the theoretical side, are already available. Like the production of CP scalar Higgs boson, the LO predictions for \(A\) severely suffer from theoretical uncertainties resulting from \(\mu_R\) and \(\mu_F\) scales as well as large higher order radiative corrections. These scales enter at leading order through the renormalised strong coupling constant \(g_s(\mu_R)\) and the PDFs defined at the factorisation scale \(\mu_F\). This necessitates to go beyond LO in perturbation theory. In [33–36] the NLO pQCD corrections to inclusive production of \(A\) were computed. It was found that the scale dependence reduced from 48\% to 35\% and the corrections were found to be as large as 67\% compared to LO. The effective field theory approach where the top quark degrees of freedom are integrated out has provided opportunity to go beyond NLO level to further improve the predictions. The results on NNLO production cross section for \(A\) can be found in [37–39] which further improves the reliability of the predictions.
There have been continued efforts to go beyond NNLO as the results on the FFs and soft gluon contributions at third order level have become available. For this purpose, in [83], one of the authors computed FFs of the effective composite operators between quark and gluon states at three loop level in QCD along with the lower order. Using the formalism developed in [84, 85] and the third order results on the FFs of the $A$ [83], operator renormalisation constant [83, 86, 87], the universal soft-collinear distribution [88] and the mass factorisation kernels [89, 90], the first results on the threshold $N^3$LO corrections for the inclusive production of $A$ were reported in [91]. In addition, the third order corrections to both the $N$-independent part of the resummed cross section [92, 93] and the matching coefficients in soft-collinear effective theory (SCET) were also computed in [83]. In [94], one of the authors obtained the approximate $N^3$LO contribution using the full $N^3$LO results available for the scalar Higgs boson. This along with the threshold effects at next-to-next-to-next-to-leading logarithmic ($N^3$LL) accuracy using both conventional [92, 93] and SCET [95–101] set ups provide the accurate prediction [94] for the inclusive production of $A$ at the LHC.

In order to probe the nature of $A$ and its coupling to other SM particles, one also needs to study exclusive observables namely the differential cross sections. The distributions of transverse momentum and rapidity of the produced $A$ are often very useful for characterising its properties. In addition, observables involving $A$ recoiled against one or two hard jets can help to efficiently reject the background from other sources. There are already several studies in the case of scalar Higgs boson in the literature. For example, the differential cross sections for scalar Higgs boson via gluon fusion are available including its decay to two photons or two weak gauge bosons, see [102–104]. It was noted in [40, 41] that observables with jet vetos enhance the significance of the signal considerably allowing one to study the properties of the Higgs boson and its coupling to other SM particles. Recently, in [42], a complete NNLO prediction for Higgs-plus-jet final states and for the transverse momentum distribution of the Higgs boson taking into account the experimental definition of the fiducial cross sections has been achieved. For Higgs-plus-
jet production at NNLO, see [43–47]. The relevant two-loop amplitudes can be found in [48–54]. A being produced dominantly in gluon initiated processes shares a lot with its counter part, namely the scalar Higgs boson. In particular one finds that the theoretical uncertainties and the perturbative corrections are significantly large. For the A, the results for differential distributions are available only up to NLO level, for example, see [55,56]. Hence it is desirable to have predictions up to NNLO level for observables like A + 1jet, transverse momentum and rapidity distributions of A, taking into account various experimental cuts. At NNLO, one encounters three different production channels that contribute to these observables: pure virtual, virtual-real emissions, pure real emissions. In this thesis, we present all the relevant contributions resulting from pure virtual amplitudes. In particular, we consider the processes $A \rightarrow ggg$ and $A \rightarrow q\bar{q}g$ up to two-loop level in effective theory where top quark has been integrated out. These amplitudes can be used to predict the production of A associated with a jet in hadron collider up to two-loop level in QCD after performing straightforward crossing of kinematic variables. In the effective theory for A, one is left with two effective operators with same quantum numbers and mass dimensions, hence they mix under renormalisation. We will present the results in the $\overline{MS}$ scheme.

This chapter is organised as follows. In Section 2.2.1, the effective Lagrangian for the coupling of A with partons along with the relevant Wilson coefficients are presented. After introducing the notation in Section 2.2.2, we elaborate on how to deal with $\gamma_5$ and Levi-Civita tensor in dimensional regularisation and subtleties involved in operator mixing and finite renormalisation in Section 2.2.3. In Section 2.2.4, we describe the method of our computation of relevant matrix elements up to two-loop level in QCD and Section 2.2.5 contains the study of IR structure of the results obtained in the context of Catani’s predictions. In Section 2.3, we discuss our results on one and two loops QCD amplitudes in the light of maximum transcendentality principle in $\mathcal{N} = 4$ SYM theory. Finally we summarize in Section 2.4.
2.2 Theoretical Framework

2.2.1 Effective Lagrangian

In the generic BSM scenarios, \( A \) couples to heavy quarks through Yukawa interaction. If we restrict ourselves to the dominant contribution coming from top Yukawa coupling, then the interaction Lagrangian is given by

\[
L_{\text{At}} = -ig\gamma_5 \frac{A}{\nu}m_t \gamma s t
\]  

(2.1)

where the model dependent constant \( g_t \) in MSSM is \( \cos \beta \) where \( \tan \beta \) is ratio of vacuum expectation values of the two Higgs fields, \( m_t \) is the top quark mass, \( \nu \) the SM vacuum expectation value.

In the limit of infinite top quark mass, the interaction between a pseudo-scalar \( A \) and the fields of the remaining SM is encapsulated by an effective Lagrangian [105] which reads as

\[
L_{\text{eff}}^A = \Phi^A(x) \left[ -\frac{1}{8} C_G O_G(x) - \frac{1}{2} C_J O_J(x) \right]
\]  

(2.2)

where the operators are defined as

\[
O_G(x) = G_{\mu\nu}^a \tilde{G}_{a,\mu\nu} \equiv \epsilon_{\mu\nu\rho\sigma} G_{\mu}^{a\rho} G_{\nu}^{a\sigma}, \quad O_J(x) = \partial_{\mu} (\bar{\psi} \gamma^\mu \gamma_5 \psi).
\]  

(2.3)

The Wilson coefficients \( C_G \) and \( C_J \) are obtained by integrating out the loops resulting from top quark. The coefficient \( C_G \) does not receive any QCD corrections beyond one loop in the perturbation series expanded in strong coupling constant \( \alpha_s \equiv g_s^2/(16\pi^2) = \alpha_s/(4\pi) \) due to the Adler-Bardeen theorem [60] and \( C_J \) starts at second order. Their expressions
are given below

\[ C_G = -a_s 2^{3/2} G_F^{1/2} \cot \beta \]

\[ C_J = - \left[ a_s C_F \left( \frac{3}{2} - 3 \ln \frac{\mu^2}{m_t^2} \right) + a_s^2 C_J^{(2)} + \cdots \right] C_G. \quad (2.4) \]

In the above expressions, $G_{\mu \nu}^a$ and $\psi$ represent gluonic field strength tensor and light quark fields, respectively and $G_F$ is the Fermi constant. Here, $a_s \equiv a_s(\mu_R^2)$ is the renormalised strong coupling constant at the scale $\mu_R$ which is related to the unrenormalised one, $\hat{a}_s \equiv \hat{g}_s^2/(16\pi^2)$ through

\[ \hat{a}_s S_\epsilon = \left( \frac{\mu^2}{\mu_R^2} \right)^{\epsilon/2} Z_a a_s \quad (2.5) \]

with $S_\epsilon = \exp \left[ (\gamma_E - \ln 4\pi)\epsilon/2 \right]$ and $\mu$ is the scale introduced to keep the strong coupling constant dimensionless in $d = 4 + \epsilon$ space-time dimensions. The renormalisation constant $Z_a$, \cite{106} up to order $O(a_s^2)$ is given by

\[ Z_a = 1 + a_s \left[ \frac{2}{\epsilon} \beta_0 \right] + a_s^2 \left[ \frac{4}{\epsilon^2} \beta_0^2 + \frac{1}{\epsilon} \beta_1 \right] \quad (2.6) \]

$\beta_i$ are the coefficients of the QCD $\beta$-functions \cite{106}, given by

\[ \beta_0 = \frac{11}{3} C_A - \frac{4}{3} n_f T_F, \]

\[ \beta_1 = \frac{34}{3} C_A^2 - 4 n_f C_F T_F - \frac{20}{3} n_f T_F C_A, \quad (2.7) \]

with the SU(N) QCD color factors

\[ C_A = N, \quad C_F = \frac{N^2 - 1}{2N} \quad \text{and} \quad T_F = \frac{1}{2}. \quad (2.8) \]

$n_f$ is the number of active light quark flavours.
2.2.2 Notation

Since the amplitudes for the production of a pseudo-scalar in association with a jet from gluon gluon or quark anti-quark initiated channels are related to the decay of the same to three gluons or quark anti-quark gluon by crossing symmetry, in the rest of the chapter we consider the decay of $A$ to both $ggg$ and $q\bar{q}g$ which can be expressed as

$$A(q) \rightarrow g(p_1) + g(p_2) + g(p_3)$$
$$A(q) \rightarrow q(p_1) + \bar{q}(p_2) + g(p_3) \quad (2.9)$$

The associated Mandelstam variables are defined as

$$s \equiv (p_1 + p_2)^2 > 0, \quad t \equiv (p_2 + p_3)^2 > 0, \quad u \equiv (p_1 + p_3)^2 > 0, \quad (2.10)$$

which satisfy the relation

$$s + t + u = M_A^2 \equiv q^2 = Q^2 > 0, \quad (2.11)$$

where $M_A$ is the mass of $A$. We also define following dimensionless invariants, which we use to describe our results in terms of HPLs [107] and 2d-HPLs [108, 109] as

$$x \equiv \frac{s}{Q^2}, \quad y \equiv \frac{u}{Q^2}, \quad z \equiv \frac{t}{Q^2}, \quad (2.12)$$

where $(x, y, z)$ lie between 0 and 1 and satisfy the condition

$$x + y + z = 1. \quad (2.13)$$
2.2.3 Operator mixing and UV renormalisation

In the following, we describe the computation of one and two loop matrix elements that are needed to perform NNLO QCD corrections to the decay of $A$ to three jets. The composite operators present in the effective Lagrangian Eq. (2.2), develop UV divergences that require additional renormalisation. Also these operators mix under renormalisation due to same quantum numbers.

In higher order computations involving chiral quantities, the inherently four dimensional objects like $\gamma_5$ and $\varepsilon^{\mu\nu\rho\sigma}$, the Levi-Civita tensor, in $d \neq 4$ dimensions pose problems. In this article, we have followed self-consistent and the most practical definition of $\gamma_5$ introduced for multi-loop calculations in dimensional regularization by ’t Hooft and Veltman through [19]

$$
\gamma_5 = i \frac{1}{4!} \varepsilon_{\nu_1 \nu_2 \nu_3 \nu_4} \gamma^{\nu_1} \gamma^{\nu_2} \gamma^{\nu_3} \gamma^{\nu_4}.
$$

Here, $\varepsilon^{\mu\nu\rho\sigma}$ is contracted according to the rule

$$
\varepsilon_{\mu_1 \nu_1 \rho_1 \sigma_1} \varepsilon^{\mu_2 \nu_2 \rho_2 \sigma_2} =  \begin{vmatrix}
\delta_{\mu_1}^{\mu_2} & \delta_{\nu_1}^{\nu_2} & \delta_{\rho_1}^{\rho_2} & \delta_{\sigma_1}^{\sigma_2} \\
\delta_{\mu_1}^{\nu_2} & \delta_{\nu_1}^{\nu_2} & \delta_{\rho_1}^{\rho_2} & \delta_{\sigma_1}^{\sigma_2} \\
\delta_{\mu_1}^{\rho_2} & \delta_{\nu_1}^{\rho_2} & \delta_{\rho_1}^{\rho_2} & \delta_{\sigma_1}^{\sigma_2} \\
\delta_{\mu_1}^{\sigma_2} & \delta_{\nu_1}^{\sigma_2} & \delta_{\rho_1}^{\sigma_2} & \delta_{\sigma_1}^{\sigma_2}
\end{vmatrix}
$$

(2.15)

where all the Lorentz indices are considered to be $d$-dimensional [86]. The prescription used here fails to preserve the anti-commutativity of $\gamma_5$ with $\gamma^\mu$ in arbitrary $d$-dimensions.

In addition, the Ward identities, which are valid in a 4-dimensional regularization scheme like the one of Pauli-Villars where $\gamma_5$ does not pose any problem, are violated as well. Due to this, it is not possible to restore the correct renormalisation of axial current, which is defined as [86, 110]. A finite renormalisation of the axial vector current is required
2.2 Theoretical Framework

To preserve chiral Ward identities and the Adler-Bardeen theorem. The axial current is defined as

\[ J_5^\mu \equiv \bar{\psi} \gamma^\mu \gamma_5 \psi = i \frac{1}{3!} \epsilon^{\mu\nu_1\nu_2\nu_3} \bar{\psi} \gamma_{\nu_1} \gamma_{\nu_2} \gamma_{\nu_3} \psi \] (2.16)

in dimensional regularization. The chiral Ward identities can be fixed by introducing a finite renormalisation constant \( Z_s^5 \) [60, 61] in addition to the standard overall UV renormalisation constant \( Z_s^{\overline{MS}} \) within the \( \overline{MS} \)-scheme:

\[ [J_5^\mu]_R = Z_s^5 Z_s^{\overline{MS}} [J_5^\mu]_B . \] (2.17)

While the evaluation of the appropriate Feynman diagrams explicitly fixes the constants \( Z_s^{\overline{MS}} \), the finite renormalisation constant can not be fixed without using the anomaly equation. In other words, \( Z_s^5 \) can be determined by demanding the conservation of the one loop character [111] of the operator relation of the axial anomaly in dimensional regularization:

\[ \left[ \partial_\mu J_5^\mu \right]_R = a_s \frac{n_f}{2} \left[ G\tilde{G} \right]_R \]

i.e.

\[ [O_J]_R = a_s \frac{n_f}{2} [O_G]_R . \] (2.18)

The bare operator \([O_J]_B\) is renormalised multiplicatively as the axial current \( J_5^\mu \) through

\[ [O_J]_R = Z_s^5 Z_s^{\overline{MS}} [O_J]_B , \] (2.19)

but the other bare operator \([O_G]_B\) mixes under the renormalisation through

\[ [O_G]_R = Z_{GG} [O_G]_B + Z_{GJ} [O_J]_B \] (2.20)

through renormalisation constants \( Z_{GG} \) and \( Z_{GJ} \). The above two equations can be written
as

\[ [O_\Sigma]_R = Z_{\Sigma \Lambda} [O_\Lambda]_B \]  

(2.21)

with

\[ \Sigma, \Lambda = \{G, J\}, \]

\[ O \equiv \begin{bmatrix} O_G \\ O_J \end{bmatrix} \quad \text{and} \quad Z \equiv \begin{bmatrix} Z_{GG} & Z_{GJ} \\ Z_{JG} & Z_{JJ} \end{bmatrix}, \]  

(2.22)

where

\[ Z_{JG} = 0 \quad \text{to all orders in perturbation theory}, \]

\[ Z_{JJ} = Z_s^s Z_{MS}^s. \]  

(2.23)

The expressions for the above mentioned renormalisation constants \( Z_{MS}^s, Z_{GG}, Z_{GJ} \) up to \( O(a_s^3) \) are given in [86, 87] using operator product expansion. In [83] one of the author in the current article has calculated the same quantities in a completely different way and found exact agreement with the original calculation. In the latter article, authors have used universality of the IR poles of the FF to determine the UV renormalisation constants and also computed \( Z_s^s \) up to \( O(a_s^2) \) by demanding the operator relation of the axial anomaly Eq. (2.18). These renormalisation constants up to sufficient order in the perturbation theory appropriate for our calculation are given below:

\[ Z_{GG} = 1 + a_s \left[ \frac{22}{3} C_A - \frac{4}{3} n_f \right] + a_s^2 \left[ \frac{1}{\epsilon^2} \left( \frac{484}{9} C_A^2 - \frac{176}{9} C_A n_f + \frac{16}{9} n_f^2 \right) \right] \]

\[ + \frac{1}{\epsilon} \left( \frac{34}{3} C_A^2 - \frac{10}{9} C_A n_f - 2 C_F n_f \right), \]

\[ Z_{GJ} = a_s \left[ - \frac{24}{\epsilon} C_F \right] + a_s^2 \left[ \frac{1}{\epsilon^2} \left( - 176 C_A C_F + 32 C_F n_f \right) \right] \]
\[ Z_{JJ} = 1 + a_s \left[ -4C_F + a_s^2 \left( -\frac{44}{3\epsilon}C_A C_F - \frac{10}{3\epsilon}C_F n_f + 22C_F^2 - \frac{107}{9}C_A C_F + \frac{31}{18}C_F n_f \right) \right] \]

(2.24)

Using these operator renormalisation constants along with strong coupling constant renormalisation through \( Z_{a_s} \), we obtain UV finite amplitudes.

### 2.2.4 Matrix elements

Our next step is to compute all the relevant matrix elements resulting from virtual amplitudes for the decay of \( A \) to three gluons and also to quark antiquark gluon. They are obtained from the amplitudes \( |A_f⟩ \), where \( f = ggg, q\bar{q}g \) up to two loop level, contain two sub-amplitudes namely \( |M_f⟩ \) computed using \( O_G (A = G) \) and \( O_J (A = J) \) operators multiplied by the appropriate Wilson coefficients \( C_\Lambda \):

\[
|A_f⟩ = \sum_{\Lambda=G,J} C_\Lambda(a_s)|M_f⟩
\]

(2.25)

The above UV finite sub-amplitudes \( |M_f⟩ \) can be expressed in terms unrenormalised sub-amplitudes \( |\hat{M}_f^{(\Lambda)}⟩ \) as follows:

\[
|M_f⟩ = (16\pi^2 a_s)^\frac{1}{2} \sum_{\Sigma=G,J} Z_{\Lambda\Sigma} \left( |M_f^{\Sigma,(0)}⟩ + a_s |M_f^{\Sigma,(1)}⟩ + a_s^2 |M_f^{\Sigma,(2)}⟩ + O(a_s^3) \right),
\]

(2.26)

where

\[
|M_f^{\Sigma,(0)}⟩ = \left( \frac{1}{\mu_R} \right)^{\frac{1}{2}} |\hat{M}_f^{\Sigma,(0)}⟩,
\]

\[
|M_f^{\Sigma,(1)}⟩ = \left( \frac{1}{\mu_R} \right)^{\frac{1}{2}} \left[ |\hat{M}_f^{\Sigma,(1)}⟩ + \mu_R \frac{r_1}{2} |\hat{M}_f^{\Sigma,(0)}⟩ \right],
\]

\[
|M_f^{\Sigma,(2)}⟩ = \left( \frac{1}{\mu_R} \right)^{\frac{1}{2}} \left[ |\hat{M}_f^{\Sigma,(2)}⟩ + \mu_R \frac{3r_1}{2} |\hat{M}_f^{\Sigma,(1)}⟩ + \mu_R^2 \left( \frac{r_2}{2} - \frac{r_1^2}{8} \right) |\hat{M}_f^{\Sigma,(0)}⟩ \right)
\]

(2.27)
with

\[ r_1 = \frac{2\beta_0}{\epsilon}, \quad r_2 = \left( \frac{4\beta_0^2}{\epsilon^2} + \frac{\beta_1}{\epsilon} \right). \quad (2.28) \]

In the above equations, the unrenormalised sub-amplitudes \(|\hat{\mathcal{M}}_f^2\rangle\) are computed in powers of bare coupling constant \(\hat{a}_s\). Using these UV finite sub-amplitudes \(|\mathcal{M}_f^2\rangle\), we then obtain relevant matrix element squares to observables to desired order in \(a_s\).

For \(A \to ggg\), we find

\[ S_{ggg} = \langle \mathcal{A}_{ggg} | \mathcal{A}_{ggg} \rangle \]

\[ = a_s^3 \left( C_G^{(1)} \right)^2 \left[ S_{g}^{G,(0)} + a_s S_{g}^{G,(1)} + a_s^2 \left( S_{g}^{G,(2)} + 2C_j^{(1)} S_{g}^{JG,(1)} \right) \right] \quad (2.29) \]

where

\[ S_{g}^{G,(0)} = \langle \mathcal{M}_{ggg}^{G,(0)} | \mathcal{M}_{ggg}^{G,(0)} \rangle, \]

\[ S_{g}^{G,(1)} = 2\langle \mathcal{M}_{ggg}^{G,(0)} | \mathcal{M}_{ggg}^{G,(1)} \rangle, \]

\[ S_{g}^{G,(1)} = \langle \mathcal{M}_{ggg}^{G,(0)} | \mathcal{M}_{ggg}^{G,(1)} \rangle, \]

\[ S_{g}^{G,(2)} = \langle \mathcal{M}_{ggg}^{G,(1)} | \mathcal{M}_{ggg}^{G,(1)} \rangle + 2\langle \mathcal{M}_{ggg}^{G,(0)} | \mathcal{M}_{ggg}^{G,(2)} \rangle \quad (2.30) \]

and similarly for \(A \to q\bar{q}g\), we find

\[ S_{q\bar{q}g} = \langle \mathcal{A}_{q\bar{q}g} | \mathcal{A}_{q\bar{q}g} \rangle \]

\[ = a_s^3 \left( C_G^{(1)} \right)^2 \left[ S_{q}^{G,(0)} + a_s \left( 2S_{q}^{G,(1)} + 2C_j^{(1)} S_{q}^{JG,(0)} \right) \right. \]

\[ + a_s^2 \left( S_{q}^{G,(2)} + C_j^{(1)} S_{q}^{JG,(1)} + \left( C_j^{(1)} \right)^2 S_{q}^{JG,(1)} + 2C_j^{(2)} S_{q}^{JG,(0)} \right) \right] \quad (2.31) \]

where

\[ S_{q}^{G,(0)} = \langle \mathcal{M}_{q\bar{q}g}^{G,(0)} | \mathcal{M}_{q\bar{q}g}^{G,(0)} \rangle, \]

\[ S_{q}^{J,(0)} = \langle \mathcal{M}_{q\bar{q}g}^{J,(0)} | \mathcal{M}_{q\bar{q}g}^{J,(0)} \rangle, \]

\[ S_{q}^{G,(1)} = \langle \mathcal{M}_{q\bar{q}g}^{G,(1)} | \mathcal{M}_{q\bar{q}g}^{G,(1)} \rangle, \]
2.2 Theoretical Framework

\[ S_{q}^{G,(0)} = \langle M_{q\bar{q},(0)}^{G} | M_{q\bar{q},(0)}^{G} \rangle, \]
\[ S_{q}^{G,(2)} = \langle M_{q\bar{q},(1)}^{G} | M_{q\bar{q},(1)}^{G} \rangle + 2\langle M_{q\bar{q},(0)}^{G} | M_{q\bar{q},(2)}^{G} \rangle, \]
\[ S_{q}^{JG,(1)} = 2\langle M_{q\bar{q},(1)}^{G} | M_{q\bar{q},(0)}^{G} \rangle + 2\langle M_{q\bar{q},(0)}^{G} | M_{q\bar{q},(1)}^{G} \rangle, \]
\[ (2.32) \]

and

\[ C_{G}^{(1)} = -2\frac{\epsilon}{3} \frac{G_{F}^{1}}{\cot\beta}, \quad C_{J}^{(1)} = -C_{F} \left( \frac{3}{2} - 3 \ln \frac{\mu_{R}^{2}}{m_{t}^{2}} \right). \]
\[ (2.33) \]

The computation of \( S_{A}^{A,(0)} \) for \( a = g, q; \Lambda = G, J, GJ, JG, i = 0, 1, 2 \) closely follows the steps used in [112–119]. We briefly describe the main steps involved. The relevant tree, one and two-loop Feynman diagrams are generated using the package QGRAF [120]. While there are only few diagrams at tree and one loop level, at two loops we encounter large number of diagrams. We find that the number of two loop diagrams is 1306 for \( |\hat{M}_{gg}^{G,(2)}\rangle \), 264 for \( |\hat{M}_{gg}^{J,(2)}\rangle \), 328 for \( |\hat{M}_{qg}^{G,(2)}\rangle \) and 229 for \( |\hat{M}_{qg}^{J,(2)}\rangle \). We set all the external particles on-shell, in other words, the quarks, anti-quarks, gluons are kept massless and the pseudo-scalar has non-zero mass \( M_{A} \). The raw QGRAF output is converted to a format that can be further used to perform the substitution of Feynman rules, contraction of color and Lorentz indices and simplification of Dirac and Gell-Mann matrices using a set of in-house routines written in the symbolic manipulating program FORM [121]. We have included ghost loops in the Feynman gauge. For the external on-shell gluons, we have kept only transversely polarization states in d-dimensions. The next step is to organise all the d-dimensional one and two loop integrals such that they can be reduced to a minimum set of scalar integrals, called master integrals (MIs). To do this, we first use Reduze2 [122, 123] to shift loop momenta to get suitable integral classes. Each integral belonging to specific class can be expressed in terms of MIs using a set of IBP [57, 58] and LI [59] identities. The LI identities are not linearly independent from the IBP identities [124], however they help to increase the speed to solve the large number of linear equations resulting from IBP. The method of IBP to reduce certain class of integrals to a set of MIs is achieved using
Laporta algorithm, [125]. This has been implemented in various symbolic manipulation
packages such as AIR [126], FIRE [127], Reduze2 [122, 123] and LiteRed [128, 129]. We
have used LiteRed [128, 129] to perform the reductions of all the integrals to MIs. For one
and two loop, we find the number of MIs are 7 and 89 respectively. The next task is to
express all the MIs in terms of those computed analytically in [108, 109]. Using these MIs
in the appropriate kinematic regions, we obtain analytical results for $S_f$ for $f = ggg, q\bar{q}g$.
While these amplitude squares are UV finite, they are sensitive to IR divergences. Thanks
to universality of these divergences, our results can be verified up to finite terms.

### 2.2.5 Universal Structure of IR divergences

Beyond leading order in perturbation theory, the UV renormalised amplitudes in gauge
theories suffer from IR divergences due to the presence of massless particles. These IR
divergences are of two types, namely soft and collinear. Soft divergences arise when
momentum of a massless particle in the loop goes to zero and the collinear ones result
when a massless particle in the loop becomes parallel to one of the external particles. Note
that the amplitudes are not observables, instead the cross sections or decay rates made out
of these amplitudes are the observables. Thanks to KLN theorem [22, 23], the finiteness
of the observables can be guaranteed by summing over the degenerate final states and
performing mass factorisation for the initial states. While these divergences go away in
the physical observables, the amplitudes demonstrate very rich universal structure in the
IR region at every order in perturbation theory. The IR structure of amplitudes in QCD
is well understood and in particular, the universal structure of IR poles was predicted in
a seminal paper [4] by Catani for $n$-point two loop amplitudes. The iterative structure of
singular part of the UV renormalised amplitudes in QCD was exploited in [4] to predict
the subtraction operators that capture the universal IR divergences. Later on Sterman and
Tejeda-Yeomans related the predictions by Catani to the factorisation and resummation
properties of QCD amplitudes [130]. The generalization of Catani’s proposal for arbitrary
number of loops and legs for SU(N) gauge theory using SCET was given by Becher and Neubert [131]. A similar result was also presented by Gardi and Magnea [132] by analyzing Wilson lines for hard partons.

We follow here Catani’s proposal and express the UV renormalised amplitudes $|\mathcal{M}_f^{\Sigma,(n)}|_f$ for the three point function up to two loop order in terms of universal subtraction operators $\mathcal{I}_f^{(n)}(\epsilon)$,

$$|\mathcal{M}_f^{\Sigma,(1)}| = 2\mathcal{I}_f^{(1)}(\epsilon)|\mathcal{M}_f^{\Sigma(0)}| + |\mathcal{M}_f^{\Sigma(1)/fin}|,$$

$$|\mathcal{M}_f^{\Sigma,(2)}| = 4\mathcal{I}_f^{(2)}(\epsilon)|\mathcal{M}_f^{\Sigma(0)}| + 2\mathcal{I}_f^{(1)}(\epsilon)|\mathcal{M}_f^{\Sigma(1)}| + |\mathcal{M}_f^{\Sigma(2)/fin}|,$$  

(2.34)

where

$$\mathcal{I}_f^{(1)}(\epsilon) = -\frac{1}{2}e^{-\frac{2\gamma_E}{\epsilon}} \left( \frac{C_A}{2} - \frac{\beta_0}{\mu^2} \right) \left[ \left( -\frac{s}{\mu^2} \right)^{\frac{\epsilon}{2}} + \left( -\frac{t}{\mu^2} \right)^{\frac{\epsilon}{2}} + \left( -\frac{u}{\mu^2} \right)^{\frac{\epsilon}{2}} \right],$$

$$\mathcal{I}_f^{(1)}_{qqg}(\epsilon) = -\frac{1}{2}e^{-\frac{2\gamma_E}{\epsilon}} \left\{ \left( \frac{4}{\epsilon^2} - \frac{3}{\epsilon} \right) \left( \frac{C_A}{2} - 2C_F \right) \left[ \left( -\frac{s}{\mu^2} \right)^{\frac{\epsilon}{2}} + \left( -\frac{t}{\mu^2} \right)^{\frac{\epsilon}{2}} + \left( -\frac{u}{\mu^2} \right)^{\frac{\epsilon}{2}} \right] 
+ \left( \frac{4C_A}{\epsilon^2} + \frac{3C_A}{2\epsilon} + \frac{\beta_0}{2\epsilon} \right) \left[ \left( -\frac{s}{\mu^2} \right)^{\frac{\epsilon}{2}} + \left( -\frac{t}{\mu^2} \right)^{\frac{\epsilon}{2}} + \left( -\frac{u}{\mu^2} \right)^{\frac{\epsilon}{2}} \right] \right\},$$

$$\mathcal{I}_f^{(2)}(\epsilon) = -\frac{1}{2}\mathcal{I}_f^{(1)}(\epsilon) \left[ \mathcal{I}_f^{(1)}(\epsilon) - \frac{2\beta_0}{\epsilon} \right] + \frac{e^{\frac{\gamma_E}{\epsilon}}}{\Gamma(1 + \frac{\epsilon}{2})} \left[ \frac{-\beta_0}{\epsilon} + K \right] \mathcal{I}_f^{(1)}(2\epsilon) + \mathcal{H}_f^{(2)}(\epsilon)$$  

(2.35)

with

$$K = \left( \frac{67}{18} - \frac{\zeta_2}{2} \right) C_A - \frac{10}{9} T_F n_f,$$

$$\mathcal{H}_f^{(2)}_{qqg}(\epsilon) = \frac{23}{\epsilon} \left\{ \left( \frac{245}{216} + \frac{3}{8} \zeta_2 - \frac{13}{2} \zeta_3 \right) C_A C_F \left( \frac{29}{54} + \frac{1}{4} \zeta_2 \right) + \left( \frac{29}{54} + \frac{1}{4} \zeta_2 \right) C_A n_f \left[ \frac{29}{54} + \frac{1}{4} \zeta_2 \right] - \frac{1}{4} C_F n_f \left( \frac{29}{54} - \frac{5}{54} n_f^2 \right) \right\},$$

$$\mathcal{H}_f^{(2)}_{qqg}(\epsilon) = \frac{1}{\epsilon} \left\{ \left( \frac{245}{216} + \frac{3}{8} \zeta_2 - \frac{13}{2} \zeta_3 \right) C_A C_F \left( \frac{29}{54} + \frac{1}{4} \zeta_2 \right) + \left( \frac{29}{54} + \frac{1}{4} \zeta_2 \right) C_A n_f \left[ \frac{29}{54} + \frac{1}{4} \zeta_2 \right] - \frac{1}{4} C_F n_f \left( \frac{29}{54} - \frac{5}{54} n_f^2 \right) \right\}.$$  

(2.36)

The IR singular part of $S_f (\langle \mathcal{A}_f | \mathcal{A}_f \rangle)$ computed up to $a_s^3$ agrees perfectly with the predictions based on Catani’s proposal. Hence, we present only the finite part of $S_f$ for
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\[ f = ggg, q\bar{q}g, \text{namely } S_{ggg,fin} \text{ and } S_{q\bar{q}g,fin} \text{ in the Appendix B.} \]

2.3 Universality of leading transcendental terms

Kotikov and Lipatov [133–135] (see also [136, 137]) conjectured maximum transcendentality principle which relates transcendental terms in the anomalous dimensions of leading twist two operators in $\mathcal{N} = 4$ SYM theory with those in the corresponding QCD results [89, 90]. In the perturbative calculations, one associates transcendentality weight $n$ to the constants $\zeta(n)$, $\epsilon^{-n}$ and the functions namely HPLs of weight $n$. In $\mathcal{N} = 4$ SYM, the FFs of the half-BPS type operators show uniform transcendentality. On the other hand QCD results contain terms of all transcendental weights in addition to rational terms (zero transcendentality). From various higher order results that are available in QCD and $\mathcal{N} = 4$ SYM theories, one finds similar connection. In particular, the leading transcendental (LT) terms of anomalous dimensions of twist two operators, two and three point FFs in QCD when $C_A = C_F = N$ and $T_f n_f = N/2$ coincide with the corresponding ones of the half-BPS operators in $\mathcal{N} = 4$ SYM theory. The leading transcendental terms of the QCD amplitude for the Higgs boson decaying to three on-shell gluons [54, 138] are also related to the two-loop three-point MHV FFs of the half-BPS operators [7] in $\mathcal{N} = 4$ SYM. Similar relations are found for two point FFs of quark current, scalar and pseudo-scalar operators constructed out of gluon field strengths, energy momentum tensor of the QCD up to three loops see [5, 83, 139, 140]. Recently, in [8] which will be discussed in Chapter 4 of this thesis, we studied several three point FFs of the half-BPS as well as the Konishi operators in $\mathcal{N} = 4$ SYM theory at two loops level in ‘t Hooft coupling. We evaluated them between on-shell final states $g\phi\phi$ and $\phi\lambda\lambda$ where $\phi, \lambda, g$ are scalar, Majorana fermion and gluon states. Unlike the half-BPS, the Konishi operator is not protected by supersymmetry and hence we find non-trivial structure at higher orders. The explicit computation shows that the FF of the Konishi operator does not show uniform transcendentality [5, 8, 64]. Interestingly, the LT terms of the Konishi for the states $g\phi\phi$ agree with
those of the half-BPS operator [8]. On the other hand, for $\phi\lambda\lambda$ states, we did not find any such relation to the corresponding ones for the half-BPS. In the present context, it is tempting to relate our results for FFs to the Konishi operator, rather than the half-BPS owing to the fact that both are not protected. We find that the amplitude $A \rightarrow ggg$ agrees with the FF of the Konishi operator between $g\phi\phi$ states at the leading transcendental level while $A \rightarrow q\bar{q}g$ for $O_G$ does not have any relation with that of the Konishi operator computed between $\phi\lambda\lambda$ states. Surprisingly, we find that the leading transcendental terms of the amplitude $A \rightarrow q\bar{q}g$ multiplied by its born and normalised by its born square contribution agrees with the half-BPS. In summary both the amplitudes namely $A \rightarrow ggg$ and $A \rightarrow q\bar{q}g$ computed using $O_G$ operator multiplied by respective born amplitudes and normalised by their born squares have leading transcendental terms identical to those of the half-BPS. Our results with pseudo-scalar operator computed between different on shell states shed more light on the universal structure of higher order terms in gauge theories.

2.4 Summary

The motivation to compute two-loop virtual corrections to decay of a pseudo-scalar to three gluons or quark, anti-quark, gluon is two fold. Firstly, with larger data set that are available at the LHC, constraining BSM scalar sector has become feasible and hence precise theoretical predictions for production of $A$ and its subsequent decays to jets need to be achieved. Secondly, such a computation of NNLO level for the differential rates is technically challenging due to non-trivial tensorial interaction encountered here. We have successfully computed UV renormalised virtual contributions to $A \rightarrow ggg$ and $A \rightarrow q\bar{q}g$ up to two level in QCD perturbation series using dimensional regularisation. We confirm the correctness of our results up to finite terms using Catani’s infrared factorisation formula which predict all the poles resulting from soft and collinear configurations up to two loops. Expressing our results using Catani’s subtraction operators, the remaining infrared finite terms of the amplitudes are presented in the appendix B. With appropriate
analytical continuation, our results can be readily used for the study of production of $A$ in association with a jet at two loop level at the hadron colliders.
3 Konishi Form Factor at Three Loops in $\mathcal{N} = 4$ SYM Theory

The materials presented in this chapter are the result of an original research done in collaboration with Taushif Ahmed, Pulak Banerjee, Narayan Rana, V. Ravindran and Satyajit Seth, and these are based on the published article [5].

3.1 Prologue

The ability to accomplish the challenging job of calculating quantities is of great importance in any potential mathematical theory. In QFT, this manifests itself in the quest for computing the multi-loop and multi-leg scattering amplitudes under the framework perturbation theory. The fundamental quantities to be calculated in any gauge theory are the scattering amplitudes or the correlation functions. Recently, there have been surge of interest to study FFs as they connect fully on-shell amplitudes and correlation functions. The FFs are a set of quantities which are constructed out of the scattering amplitudes involving on-shell states consisting of elementary fields and an off-shell state described through a composite operator. These are operator matrix elements of the form $\langle p_1^{\sigma_1}, \cdots, p_l^{\sigma_l} |O|0\rangle$ where, $O$ represents a gauge invariant composite operator which generates a multi-particle on-shell state $|p_1^{\sigma_1}, \cdots, p_l^{\sigma_l}\rangle$ upon operating on the vacuum of the theory. $p_i$ are the momenta and $\sigma_i$ encapsulate all the other quantum numbers of the part-
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ticles. More precisely, FFs are the amplitudes of the processes where classical current or field, coupled through gauge invariant composite operator $O$, produces some quantum state. Studying these quantities not only help to understand the underlying UV and IR structures of the theory, but also enable us to calculate the anomalous dimensions of the associated composite operator.

The Sudakov FFs ($l = 2$) in $\mathcal{N} = 4$ SYM theory \cite{15, 16} were initially considered by van Neerven in \cite{62}, almost three decades back, where a half-BPS operator belonging to the stress energy supermultiplet, that contains the conserved currents of $\mathcal{N} = 4$ SYM theory, was investigated up to 2-loop order:

$$O^\text{BPS} = \phi_r^a \phi_t^a - \frac{1}{3} \delta_{rt} \phi_s^a \phi_s^a.$$  \hspace{1cm} (3.1)

Very recently, this was extended to 3-loop in \cite{63}. We will represent scalar and pseudo-scalar fields by $\phi_r^a$ and $\chi_r^a$, respectively. The symbol $a \in [1, N^2 - 1]$ denotes the SU(N) adjoint color index, whereas $r, t$ stand for the generation indices which run from $[1, n_g]$.

In $d = 4$ space-time dimensions, we have $n_g = 3$. One of the most salient features of this operator is that, it is protected by the supersymmetry i.e. the FFs exhibit no UV divergences but IR ones to all orders in perturbation theory. In this thesis, our goal is to investigate the Sudakov FFs of another very important operator in the context of $\mathcal{N} = 4$ SYM theory, called the Konishi operator, which is not protected by the supersymmetry and consequently, exhibits UV divergences beyond LO:

$$O^K = \phi_r^a \phi_t^a + \chi_r^a \chi_t^a.$$  \hspace{1cm} (3.2)

The existence of UV divergences is captured through the presence of non-zero anomalous dimensions. This operator is one of the members of the Konishi supermultiplet and all the members of the multiplet give rise to same anomalous dimensions. The one and two loop Sudakov FFs of Konishi operator were computed in \cite{64} employing the on-shell
unitarity method. In addition, the IR poles at 3-loop were also predicted in the same article using the universal behaviour of those, though the finite part was not computed. In this thesis, we calculate the full 3-loop Sudakov FFs using Feynman diagrammatic approach. In the same spirit of the FFs in QCD, we examine the results in the context of K+G equation [141–144]. Quite remarkably, it has been found that the logarithms of the FFs satisfy the universal decomposition in terms of the cusp, collinear, soft and UV anomalous dimensions, exactly similar to those of QCD [145, 146]! Except UV, which is a property of the associated operator, all the remaining universal anomalous dimensions match exactly with the leading transcendental terms of the corresponding ones in QCD upon putting $C_F = n_f = C_A$.

We begin this chapter by presenting computational framework in the Sec. 3.2. In Sec. 3.3, we differentiate between the prescriptions that has been used in calculating quantities in $\mathcal{N} = 4$ SYM theory. After setting up the required ingredients, we achieve our goal in Sec. 3.4 and present the results of 3-loop FFs in Sec. 3.5. Then in Sec. 3.6, we elaborate on the overall operator renormalisation which a composite operator requires during UV renormalisation and present some interesting features of FFs using renormalisation group equation (RGE) in Sec. 3.7. Finally in Sec. 3.8 we predict all the poles at four loops using RGE that FF satisfies before summarising in Sec. 3.9.

### 3.2 Framework of the Calculation

The interacting Lagrangian encapsulating the interaction between off-shell state $(J)$ described by $O^{\text{BPS}}$ or $O^K$ and the fields in $\mathcal{N} = 4$ SYM are given by

$$L_{\text{int}}^{\text{BPS}} = J^{\text{BPS}} O^{\text{BPS}}, \quad L_{\text{int}}^{K} = J^K O^K. \quad (3.3)$$
We define the form factors at $O(\hat{a}^n)$ as

$$F_f^{\rho,(n)} \equiv \frac{\langle M_f^{\rho,(0)} | M_f^{\rho,(n)} \rangle}{\langle M_f^{\rho,(0)} | M_f^{\rho,(0)} \rangle}$$

(3.4)

where, $n = 0, 1, 2, \cdots$ and $\hat{a}$ is the bare 't Hooft coupling [6]:

$$\hat{a} \equiv \frac{g_{YM}^2 C_A}{(4\pi)^2 (4\pi e^{-\gamma_E})^{-2}}$$

(3.5)

that depends on the Yang-Mills coupling constant $g_{YM}$, the loop counting parameter and $C_A$. The quantity $|M_f^{\rho,(n)}\rangle$ is the transition matrix element of $O(\alpha^n)$ for the production of a pair of on-shell particles $f \bar{f}$ from the off-shell state represented through $\rho$. For the case under consideration, we take $f = \phi^a = \bar{f}$, $\rho = K$ and BPS for $J^K$ and $J^{BPS}$, respectively.

The full form factor in terms of the components Eq. (3.4) reads as

$$F_f^{\rho} = 1 + \sum_{n=1}^{\infty} \left[ \hat{a}^n \left( \frac{Q^2}{\mu^2} \right)^{n_2} F_f^{\rho,(n)} \right].$$

(3.6)

The transition matrix element also follows same expansion. The quantity $Q^2 = -2p_1.p_2$ and $\mu$ is introduced to keep the coupling constant $\hat{a}$ dimensionless in $d = 4 + \epsilon$ dimensions.

### 3.3 Regularization Prescriptions

The calculation of the FFs in $\mathcal{N} = 4$ SYM theory involves a subtlety originating from the dependence of the composite operators on space-time dimensions $d$. Unlike the half-BPS operator $O^{BPS}_n$, the Konishi operator $O^K$ involves a sum over generation of the scalar and pseudo-scalar fields and consequently, it does depend on $d$. The problem arises while making the choice of regularization scheme [64], which is necessary in order to regulate the theory. Though the FFs of the protected operators are free from UV divergences in 4-dimensions, these do involve IR divergences arising from the soft and collinear configurations of the loop momenta.
For performing the regularization, there exists several schemes, the FDH [67, 68] formalism is the most popular one where everything is treated in 4-dimensions, except the loop integrals that are evaluated in \(d\)-dimensions. In spite of its spectacular applicability, this prescription fails to produce the correct result for the operators involving space-time dimensions [64], such as Konishi! However, this can be rectified and the rectification scenarios differ from one operator to another. According to the prescription prescribed in the article [64], in order to obtain the correct result for the Konishi operator, one requires to multiply a factor of \(\Delta_{\text{BPS}}^K\) which is \(\Delta_{\text{BPS}}^K = \frac{n_{\text{g,}\epsilon}}{2n_g}\) with the difference between the FFs of the Konishi and those of BPS i.e.

\[
\mathcal{F}_f^K = \mathcal{F}_f^{\text{BPS}} + \delta\mathcal{F}_f^K,
\]

where, \(\delta\mathcal{F}_f^K = \Delta_{\text{BPS}}^K (\mathcal{F}_f^K - \mathcal{F}_f^{\text{BPS}})\). The second subscript of \(n_{\text{g,}\epsilon}\) represents the dependence of the number of generations of the scalar and pseudo-scalar fields on the space-time dimensions: \(n_{\text{g,}\epsilon} = (2n_g - \epsilon)\). The prescription is validated through the production of the correct anomalous dimensions up to 2-loop. In this thesis, for the first time, this formalism is applied to the case of 3-loop FFs and is observed to produce the correct anomalous dimensions for the Konishi.

On the other hand, there exists another very elegant formalism, called DR [65,66], which is very much similar to the ‘t Hooft and Veltman prescription of the dimensional regularization and quite remarkably, it is universally applicable to all kinds of operators including the ones dependent on the space-time dimensions. In this prescription, in addition to treating everything in \(d = 4 + \epsilon\) dimensions, the number of generations of the scalar and pseudo-scalar fields is considered as \(n_{\text{g,}\epsilon}/2\) instead of \(n_g\) in order to preserve the supersymmetry throughout. The dependence on \(\epsilon\) preserves supersymmetry in a sense that the total number of gauge, scalar \((n_g)\) and pseudo-scalar \((n_{\text{g,}\epsilon})\) degrees of freedom continues to remain 8. Within this framework, we have calculated the Konishi FFs up to 3-loop level and the results come out to be exactly same as the ones obtained in Eq. (3.7). This, in turn,
provides a direct check on the earlier prescription. In the next section, we will discuss the methodology of computing the FFs.

### 3.4 Calculation of the FFs

The calculation of the FFs follows closely the steps used in the derivation of the 3-loop spin-2 and pseudoscalar FFs in QCD [83,117]. The relevant Feynman diagrams are generated using QGRAF [120]. Indeed, very special care is taken to incorporate the Majorana fermions present in the $\mathcal{N} = 4$ SYM theory appropriately. For the Konishi as well as half-BPS operator, 1631 number of Feynman diagrams appear at 3-loop order which include the scalar, pseudo-scalar, gauge boson as well as Majorana fermions in the loops. The ghost loops are also taken into account ensuring the inclusion of only the physical degrees of freedom of the gauge bosons. The raw output of the QGRAF is converted to a suitable format for further calculation. Employing a set of in-house routines based on Python and the symbolic manipulating program FORM [121], the simplification of the matrix elements involving the Lorentz, colour, Dirac and generation indices is performed. In the FDH regularization scheme, except the loop integrals all the remaining algebra is performed in $d = 4$, whereas in $\overline{\text{DR}}$, everything is executed in $d = 4 + \epsilon$ dimensions. While calculating within the framework of $\overline{\text{DR}}$, the factor of $1/3$ in the second part of $O_{\text{BPS}}$, Eq. (3.1), should be replaced by $2/n_{g,\epsilon}$ to maintain its traceless property in $d$-dimensions.

The expressions involve thousands of apparently different 3-loop Feynman scalar integrals. However, they are expressible in terms of a much smaller set, called MIs, by employing the IBP [57,58] and LI [59] identities. Though, the LI are not linearly independent of the IBP [124], their inclusion however accelerates the procedure of obtaining the solutions. All the scalar integrals are reduced to the set of MIs using a Mathematica based package LiteRed [128,129]. In the literature, there exists similar packages to perform the
3.5 Results of the FFs

Employing the Feynman diagrammatic approach described in the previous section, we have first confirmed the form factor results for the $O_{BPS}^{K}$ up to 3-loop level presented in [62, 63] and for $O^{K}$ up to 2-loop [64]. In this thesis, we present only the $\epsilon$ expanded results for the $F_{K}^{(i)}$, $i = 1, 2, 3$ (see Eq. (3.6)). The exact results in terms of $d$ and MIs are too long to present here and can be obtained from the authors. In order to demonstrate the subtleties involved in the choice of regularization scheme, we have expressed them in terms of $\delta_{R}$ which is unity in $\overline{DR}$ scheme and zero in FDH scheme.

\[
F_{\phi}^{K,(1)} = -\frac{1}{\epsilon} \left( -8 \right) + \frac{1}{\epsilon} \left( 12 \right) - 12 + \xi_{2} + \epsilon \left( 12 - \frac{7}{3} \xi_{3} - \frac{3}{2} \xi_{2} \right) + \epsilon^{2} \left( -12 + \frac{7}{2} \xi_{3} + \frac{3}{2} \xi_{2} \right) + \frac{47}{80} \xi_{3} + \epsilon^{3} \left( -12 + \frac{7}{2} \xi_{3} - \frac{3}{2} \xi_{2} + \frac{7}{24} \xi_{2} \xi_{3} - \frac{141}{160} \xi_{2}^{2} \right) + \epsilon^{4} \left( -12 + 83 \xi_{3} + \frac{3}{8} \xi_{2}^{2} + \frac{7}{80} \xi_{3}^{2} - \frac{127}{112} \xi_{3} + \frac{93}{40} \xi_{5} \right)
\]

\[
F_{\phi}^{K,(2)} = \frac{1}{\epsilon} \left( -2 \right) + \frac{1}{\epsilon} \left( -96 \right) + \frac{1}{\epsilon^{3}} \left( 168 - 4 \xi_{2} \right) + \epsilon \left( -276 + \frac{50}{3} \xi_{3} + 24 \xi_{2} \right) + 438 - 56 \xi_{3} - 66 \xi_{2} - \frac{21}{5} \xi_{3}^{2} + \epsilon \left( -681 - \frac{7}{10} \xi_{5} + 128 \xi_{3} + 141 \xi_{2} - \frac{23}{6} \xi_{2} \xi_{3} + 15 \xi_{2}^{2} \right)
\]
where $\zeta_2 = \pi^2/6, \zeta_3 \approx 1.2020569, \zeta_5 \approx 1.0369277, \zeta_7 \approx 1.0083492$. The presence of the non-zero coefficients of $\delta_R$ signifies the shortcoming of the FDH scheme in case of Konishi operator. We observe that our results for $\delta F_\phi^{K,(i)}$, $i = 1, 2, 3$ expressed in terms of $d$ and MIs contain an overall factor $(6 - \delta_R \epsilon)/6$ explaining the necessity of correcting the results computed in FDH scheme by this factor advocated in [64].
3.6 Operator Renormalization

Though the $\mathcal{N} = 4$ SYM theory is UV finite i.e. neither coupling constant nor wave function renormalization is required, nevertheless the FFs of the composite unprotected operators, like Konishi, do involve divergences of the UV source which are captured by the presence of non-zero UV anomalous dimensions, $\gamma^\rho$. As a consequence, to get rid of the UV divergences, the FFs are required to undergo UV renormalization which is performed through the multiplication of an overall operator renormalization, $Z^\rho (a(\mu_R), \epsilon)$:

$$\frac{d}{d \ln \mu_R^2} \ln Z^\rho = \gamma^\rho = \sum_{i=1}^{\infty} a^i \gamma_i^\rho,$$

where $a = \hat{a} (\mu_R/\mu)^\epsilon$. The solution to the above equation takes the simple form:

$$Z^\rho = \exp \left( \sum_{n=1}^{\infty} a^n \frac{2 \gamma_n^\rho}{n \epsilon} \right).$$

The UV finite Konishi FFs is obtained as $[\mathcal{F}_f^K]_R = Z^K \mathcal{F}_f^K$, whereas $[\mathcal{F}_f^{BPS}]_R = \mathcal{F}_f^{BPS}$. Since, this is a property of the associated composite operator, the $\gamma^\rho$ and so $Z^\rho$ are independent of the type as well as number of the external on-shell states. In the next section, we will discuss the methodology to obtain the $\gamma^\rho$ for the Konishi type of operators in addition to discussing the IR singularities of the FFs.

3.7 Universality of the Pole Structures

The FFs in $\mathcal{N} = 4$ SYM theory contain divergences arising from the IR region which show up as poles in $\epsilon$. The associated pole structures can be revealed and studied in an elegant way through the K+G equation [141–144] which is obeyed by the FFs as a consequence
of factorization, gauge and renormalization group invariances:

\[
\frac{d}{d \ln \mathcal{Q}^2} \ln \mathcal{F}_f^\rho = \frac{1}{2} \left[ K_j^\rho + G_j^\rho \right].
\]  (3.11)

The \( Q^2 \) independent \( K_j^\rho (a, \epsilon) \) contains all the poles in \( \epsilon \), whereas \( G_j^\rho (a, Q^2/\mu_R^2, \epsilon) \) involves only the finite terms in \( \epsilon \to 0 \). Inspired from QCD [6, 84, 85], we propose the general solution to be

\[
\ln \mathcal{F}_f^\rho (a, Q^2, \mu_R^2, \epsilon) = \sum_{j=1}^{\infty} a^j \left( \frac{Q^2}{\mu_R^2} \right)^{1/2} L_{f,j}^\rho (\epsilon)
\]  (3.12)

with

\[
L_{f,j}^\rho (\epsilon) = \frac{1}{\epsilon^2} \left\{ -\frac{2}{j} A_j \right\} + \frac{1}{\epsilon} \left\{ \frac{1}{j} G_{f,j}^\rho (\epsilon) \right\}
\]  (3.13)

where, \( A = \sum_{j=1}^{\infty} a^j A_j \) are the cusp anomalous dimensions in \( \mathcal{N} = 4 \) SYM. The absence of the superscript \( \rho \) and subscript \( f \) signifies the independence of these quantities on the nature of composite operators as well as external particles. These are determined by looking at the highest poles of the \( \ln \mathcal{F}_f^\rho \) which are found to be

\[
A_1 = 4, A_2 = -8 \zeta_2, A_3 = \frac{176}{5} \zeta_2^2
\]  (3.14)

up to 3-loops which are consistent with the results presented in [154, 155]. These are basically the highest transcendental parts of those of QCD [89, 90, 146, 156]. The other quantities in Eq. (3.13), \( G_{f,j}^\rho \) are postulated, like QCD [145, 146], to satisfy

\[
G_{f,j}^\rho (\epsilon) = 2 \left( B_j - \gamma_j^\rho \right) + f_j + \sum_{k=1}^{\infty} \epsilon^k g_{f,j}^{\rho,k}
\]  (3.15)

where, \( B = \sum_{j=1}^{\infty} a^j B_j \) and \( f = \sum_{j=1}^{\infty} a^j f_j \) are the collinear and soft anomalous dimensions in \( \mathcal{N} = 4 \) SYM which are independent of the operators as well as external legs. For the
$O_{rt}^{\text{BPS}}$ and $O^K$, we obtain

$$
\gamma_j^{\text{BPS}} = 0, \quad \gamma_1^K = -6, \gamma_2^K = 24, \gamma_3^K = -168
$$  \tag{3.16}

up to 3-loop. For the Konishi operator, the results up to 2-loop are in agreement with the existing ones \cite{157–159} and the 3-loop result also matches with previous computations \cite{135,160}. By subtracting out the $\gamma_j$, we can only calculate the combination of $(2B_j + f_j)$. However, by looking at the similarities between $A_j$ of QCD and $N = 4$ SYM theory, we propose

$$
B_1 = 0, B_2 = 12\zeta_3, B_3 = 16 (\zeta_2 \zeta_3 - 5 \zeta_5), \quad f_1 = 0, f_2 = -28 \zeta_3, f_3 = \left( \frac{176}{3} \zeta_2 \zeta_3 + 192 \zeta_5 \right)
$$  \tag{3.17}

which are essentially the highest transcendental parts of those of QCD \cite{89,145,146}.

The other process dependent constants, that are relevant up to 3-loop, in Eq. (3.15) are obtained as

$$
g_{\phi, 1}^{\text{BPS, 1}} = \zeta_3, g_{\phi, 1}^{\text{BPS, 2}} = -\frac{7}{3} \zeta_3, g_{\phi, 1}^{\text{BPS, 3}} = \frac{47}{80} \zeta_3^2, g_{\phi, 1}^{\text{BPS, 4}} = \frac{7}{24} \zeta_2 \zeta_3^2 - \frac{31}{20} \zeta_5,
$$

$$
g_{\phi, 1}^{\text{BPS, 5}} = \frac{949}{4480} \zeta_3^3 - \frac{49}{144} \zeta_3^2, g_{\phi, 1}^{\text{BPS, 1}} = 0, g_{\phi, 2}^{\text{BPS, 2}} = \frac{5}{3} \zeta_2 \zeta_3 - 39 \zeta_5, g_{\phi, 3}^{\text{BPS, 3}} = \frac{2623}{140} \zeta_3^3
$$

$$
+ \frac{235}{6} \zeta_3^2, g_{\phi, 3}^{\text{BPS, 1}} = \frac{12352}{315} \zeta_3^2 - \frac{104}{3} \zeta_3
$$  \tag{3.18}

for $O_{rt}^{\text{BPS}}$. Similarly for the $O^K$, we get

$$
g_{\phi, 1}^{\text{K, 1}} = g_{\phi, 1}^{\text{BPS, 1}} - 14, g_{\phi, 1}^{\text{K, 2}} = g_{\phi, 1}^{\text{BPS, 2}} + 14 - \frac{3}{2} \zeta_2, g_{\phi, 1}^{\text{K, 3}} = g_{\phi, 1}^{\text{BPS, 3}} - 14 + \frac{7}{4} \zeta_2 + \frac{7}{2} \zeta_3,
$$

$$
g_{\phi, 1}^{\text{K, 4}} = g_{\phi, 1}^{\text{BPS, 4}} + 14 - \frac{7}{4} \zeta_2 - \frac{141}{160} \zeta_2^2 - \frac{49}{12} \zeta_3, g_{\phi, 1}^{\text{K, 5}} = g_{\phi, 1}^{\text{BPS, 5}} - 14 + \frac{7}{4} \zeta_2 + \frac{329}{320} \zeta_2^2
$$

$$
+ \frac{49}{12} \zeta_3 - \frac{7}{16} \zeta_2 \zeta_3 + \frac{93}{40} \zeta_5, g_{\phi, 2}^{\text{K, 1}} = g_{\phi, 2}^{\text{BPS, 2}} + 212 - 48 \zeta_2, g_{\phi, 2}^{\text{K, 2}} = g_{\phi, 2}^{\text{BPS, 2}} - 556
$$

$$
+ 164 \zeta_2 + \frac{24}{5} \zeta_2^2 + 60 \zeta_3, g_{\phi, 2}^{\text{K, 3}} = g_{\phi, 2}^{\text{BPS, 3}} + 1170 - 377 \zeta_2 - \frac{154}{5} \zeta_2^2 - 344 \zeta_3 + 24 \zeta_2 \zeta_3.
\begin{equation}
+ 108 \zeta_3 \cdot g_{\phi,3}^{K,1} = g_{\phi,3}^{BPS,1} - 2936 + 504 \zeta_2 + \frac{1224}{5} \zeta_2^2 - 648 \zeta_3 + 720 \zeta_5. \tag{3.19}
\end{equation}

In a clear contrast to that of QCD, due to absence of the non-zero $\beta$-functions in $\mathcal{N} = 4$ SYM, all the higher poles vanish in Eq. (3.13). We observe that the LT terms in the operator dependent parts of the FFs of $O^K$ and $O_{rt}^{BPS}$, namely $g_{\phi,j}^{\rho,k}$, coincide. This is indeed the case with QCD form factors when the colour factors are chosen suitably.

### 3.8 Form Factors Beyond Three Loop

The K+G equation given by Eq. (3.11) enables us to predict all the poles but constant term of the FFs at 4-loop. Expanding the results of the FFs of previous orders sufficiently high, using the $A_4$ [6, 161–164], $(2B_4 + f_4)$ [164–166] denoted by $\alpha$ from [167] and $\gamma_4^K$ from [168–171] we obtain $\mathcal{F}_{\phi}^{\mathcal{K}(4)}|_{\text{poles}}$:

\begin{equation}
\mathcal{F}_{\phi}^{\mathcal{K}(4)}|_{\text{poles}} = \frac{1}{\epsilon^8} \left[ \frac{512}{3} \right] + \frac{1}{\epsilon^7} \left[ -1024 \right] + \frac{1}{\epsilon^6} \left[ \frac{10496}{3} + \frac{128}{3} \zeta_2 \right] + \frac{1}{\epsilon^5} \left[ -\frac{28928}{3} + \frac{1216}{9} \zeta_3 \right] \\
+ \frac{128 \zeta_2}{3} \right] + \frac{1}{\epsilon^4} \left[ \frac{72992}{3} - \frac{3008}{3} \zeta_3 - \frac{5344}{3} \zeta_2 + \frac{40}{9} \zeta_2^2 \right] + \frac{1}{\epsilon^3} \left[ -\frac{176192}{3} + \frac{416096}{3} \zeta_3 \right] \\
- \frac{8656}{15} \zeta_3 + \frac{42064}{9} \zeta_3 + \frac{25024}{3} \zeta_2 - \frac{184}{3} \zeta_2 \zeta_3 + \frac{4256}{15} \zeta_2^2 \right] + \frac{1}{\epsilon^2} \left[ \frac{416096}{3} \right] \\
+ \frac{5072}{9} \zeta_5 - \frac{151648}{27} \zeta_5 + \frac{21706}{3} \zeta_2 - \frac{85408}{3} \zeta_2^2 + \frac{736 \zeta_2 \zeta_3}{3} + \frac{18488}{9} \zeta_2^3 \right] + \frac{1}{\epsilon} \left[ \frac{381908}{27} \right] \\
+ \frac{381908}{945} \zeta_2^3 \right] + \frac{1}{\epsilon} \left[ -\frac{973136}{3} - 4 \alpha - \frac{536894}{63} \zeta_7 + \frac{160412}{15} \zeta_5 + \frac{409192}{9} \zeta_3 \right] \\
- \frac{18680}{9} \zeta_3^2 + \frac{254536}{45} \zeta_2 \zeta_5 - \frac{14336}{3} \zeta_2 \zeta_3 + \frac{67664}{9} \zeta_2^2 - \frac{14590}{27} \zeta_2 \zeta_3 \right] \\
- \frac{333712}{315} \zeta_5 \right], \tag{3.20}
\end{equation}

where $\alpha = -(77.56 \pm 0.02)$. Explicit computation is required to get the constant terms.

The exact matching of the highest transcendental terms of $O^K$ and $O_{rt}^{BPS}$ at 4-loop holds true, similar to the previous orders.
3.9 Summary

To summarize, we have presented for the first time the complete third order and partial fourth order corrections to the on-shell form factor of the Konishi operator employing state-of-the-art techniques. One of the main issues in computing the higher order corrections in $\mathcal{N} = 4$ SYM is related to the necessity of preserving the supersymmetry throughout the computation. In order to achieve that, one generally follows either of the two regularization schemes: $\overline{\text{DR}}$ and FDH. Through performing the computation explicitly in both the schemes, we have shown that the form factor in $\overline{\text{DR}}$ automatically provides the correct results, whereas, the results obtained in the FDH needs to be suitably modified. In addition, the modification in FDH is operator dependent and non-trivial. Hence, performing a computation in $\overline{\text{DR}}$ is much more preferable for unprotected operators like Konishi.

Moreover, using an independent methodology, we have computed the UV anomalous dimensions of the Konishi operator by exploiting the universal infrared structure of the scattering amplitudes through K+G equation. This prescription is much more general and it can be applied to any other operator to extract the anomalous dimensions. In the end, the principle of leading transcendentality in the context of non-BPS operator at three loops level is studied for the first time. This has the potential to unravel the underlying deeper connections between the amplitudes in $\mathcal{N} = 4$ SYM theory and those of QCD.
Finite remainders of the Konishi
at two loops in $\mathcal{N} = 4$ SYM Theory

The materials presented in this chapter are the result of an original research done in collaboration with Pulak Banerjee, Maguni Mahakhud, V. Ravindran and Satyajit Seth, and these are based on the published article [8].

4.1 Prologue

Scattering amplitudes computed in QCD as well as in electroweak theory play an important role in the phenomenology of collider physics. For example, scattering of gluons giving rise to multi jets is important to understand physics at very high energies. With increase in number of loops and legs, amplitudes are not only difficult to calculate but also one obtains very large expressions. Enormous simplifications can be achieved if one uses on-shell helicity amplitude methods. The formalism developed by Parke and Taylor [172] generated a lot of interest in the study of scattering amplitudes with a large number of external gluons. Subsequent developments [67, 73, 173–181] helped to explore more difficult sets of on-shell amplitudes. The BCW/BCFW recursion relations [74, 182] made tree level computation simpler.

Like QCD, the $\mathcal{N} = 4$ SYM theory is a renormalizable gauge theory in four dimensional Minkowski space. Apart from having all the symmetries of QCD there are two extra fea-
tures of $\mathcal{N} = 4$ SYM theory, namely supersymmetry and conformal symmetry \(^1\) that make this theory interesting to study. The on-shell amplitudes evaluated in $\mathcal{N} = 4$ SYM theory have a simpler analytical structure in comparison to QCD amplitudes. The tree level on-shell amplitudes vanish in $\mathcal{N} = 4$ SYM theory when all the external legs have identical helicities. This is a consequence of supersymmetric Ward identities [186]. In [73, 75], one loop supersymmetric on-shell amplitudes having all external particles as gluons were computed and found to be constructible from the tree level amplitudes.

There is another interesting feature of on-shell amplitudes in $\mathcal{N} = 4$ SYM theory that deserves some discussion. The Anti-de-Sitter/conformal field theory (AdS/CFT) conjecture proposed by Maldacena [187] establishes one-to-one correspondence between maximally SYM theory in four dimensions and gravity in five-dimensional anti-de Sitter space. Due to this conjecture certain quantities in the strong coupling limit of $\mathcal{N} = 4$ SYM theory can be related to those in the weakly coupled gravity. As a consequence of this duality, quantities computed in a perturbative expansion should add up to some simple expression. For such quantities, it may be quite likely that the terms in the perturbative expansion are related to one another in some simple way. An important step towards this direction was taken in [158, 188–190]. In [188], the planar two-loop four-point on-shell amplitudes of $\mathcal{N} = 4$ SYM theory was shown to be related to that of one-loop counterpart. Such a relation for infrared divergent parts of the amplitude can be understood based on the factorisation properties of gauge theory amplitudes. Demanding that this property goes through for finite terms as well, an ansatz by Bern, Dixon and Smirnov was put forward for $n$-point $m$-loop amplitudes, known as BDS conjecture in the article [6]. Later on, in [191], the BDS ansatz was shown to be a consequence of the anomalous Ward identity. The ansatz was confirmed for the four-point amplitudes at three loops [6, 188] and for the five-point amplitudes up to two-loop order [192, 193] in perturbative expansion. In the seminal paper [194] Alday and Maldacena provided a connection between on-shell scattering amplitudes of $\mathcal{N} = 4$ SYM theory, namely supersymmetry and conformal symmetry \(^1\) that make this theory interesting to study. The on-shell amplitudes evaluated in $\mathcal{N} = 4$ SYM theory have a simpler analytical structure in comparison to QCD amplitudes. The tree level on-shell amplitudes vanish in $\mathcal{N} = 4$ SYM theory when all the external legs have identical helicities. This is a consequence of supersymmetric Ward identities [186]. In [73, 75], one loop supersymmetric on-shell amplitudes having all external particles as gluons were computed and found to be constructible from the tree level amplitudes.

\(^1\)In the past, conformal symmetry has been used to understand connections between various perturbative results in gauge theories, see [183–185]
tudes in the strong coupling and Wilson loops defined in dual coordinate space with light like segments. Drummond, Korchemsky, and Sokatchev [195] demonstrated the equality of results of Wilson loop with four light-like segments and the one-loop four-point MHV amplitude and in [196], the equality was established between \(n\)-sided polygon and one-loop \(n\)-point MHV amplitude. Later Alday and Maldacena showed that their Wilson loop calculation does not agree with BDS ansatz when the number of legs is large [197–199]. It is now well known from evidences that the BDS ansatz requires modifications starting from two-loop six-leg MHV amplitudes [167, 200].

In QFT, the other quantity that has been studied in great detail is the FF of composite operators. The FFs, like on-shell amplitudes, contribute to scattering cross sections when one or few of the external particles become off-shell. In QCD, the study of FFs in perturbation theory provided vital informations on the infrared structure of gauge theories in general. In recent times there are several studies [7, 63, 201–204] on the FFs in the context of \(\mathcal{N} = 4\) SYM theory which may provide more evidences for the AdS/CFT correspondence. The most widely studied composite operator in \(\mathcal{N} = 4\) SYM theory is the half-BPS operator. This operator is often referred as protected because using supersymmetry algebra [205–209], their anomalous dimension can be shown to vanish to all orders in perturbation theory. Hence the FFs of these composite operators look relatively simple. While the study of FFs in \(\mathcal{N} = 4\) SYM theory has gained momentum over past few years, the first study along this direction was made long ago by van Neerven [62] where he had computed the two-loop contributions to two-point FF of a half-BPS operator belonging to the stress energy supermultiplet. The corresponding three-loop result was reported in [63]. The authors of [63] have shown a remarkable connection between their results and those in non-supersymmetric SU(N) gauge theory with \(n_f\) fermions when the colour factors satisfy the condition \(C_A = C_F = n_f\).

The other type of composite operators that are of interest belongs to non-BPS operators. One such representative is the Konishi operator. The Konishi operator [210] is the primary
operator of the Konishi supermultiplet. It is the simplest gauge invariant Wilson operator in \( N = 4 \) SYM theory that receives anomalous dimension to all orders in perturbation theory. The Konishi supermultiplet has interesting connections with string theory. In an \( AdS_5 \times S^5 \) background having type IIB superstring excitations, the first string level of the spectrum corresponds to the Konishi supermultiplet \[211\]. All the operators of the Konishi supermultiplet have same anomalous dimension. The few terms of the anomalous dimension in the strong coupling region using semiclassical quantisation of short strings in \( AdS_5 \times S^5 \) background are available. Similarly, when the coupling is weak, the results are available to fifth order in perturbation theory. The results up to two loop were reported in \[157–159\], third order result was obtained in \[135, 160\]. At four and five loops, they were predicted in \[212, 213\] using integrable string sigma model. The four-loop result was later confirmed using \( N = 1 \) Feynman super-graphs method in \[168, 169\] and also by Feynman diagrammatic approach in \[170\]. Confirmation of anomalous dimension at fifth order was obtained in \[214\].

Over the last few years, there are several results \[69–72\] on \( n \)-point FFs for the Konishi operator. Through them we can, not only confirm the results on the known anomalous dimension but also study the perturbative infrared structure of off-shell amplitudes in general. In addition, they provide testing grounds for various modern techniques that were developed to compute on-shell amplitudes, namely the on-shell unitarity based methods that use unitarity \[73, 74\] and various recursion relations \[75, 76\]. The results for the one-loop two-point, two-loop two-point and one-loop three-point FFs were presented in \[64\]. In the work \[5\] discussed in Chapter 3, we have computed the three-loop two-point FF for the Konishi operator and also predicted up to \( 1/\epsilon \) pole at four loops order in \( d \) dimensions.

In QFT, on-shell amplitudes beyond LO are plagued with UV and IR divergences. The FFs of composite operators in addition acquire UV divergences due to the compositeness of the operator. By properly multiplying an overall operator renormalization factor, we can eliminate these divergences. The study on the IR structure of on-shell amplitudes and
FFs is not only wide but also rich. In QCD, the IR structure of the two point FFs using
gauge invariance, factorization and renormalization group invariances were demonstrated
through the K+G equation \[141–144\]. Through his pioneering contribution, Catani \[4\]
predicted the universal IR divergences for \(n\)-point QCD amplitudes up to two loops. Later
on Catani’s proposal of prediction of these divergences was successfully related to factor-
ization and resummation properties of QCD amplitudes in \[130\]. The generalisation of
the results in \[4\] and \[130\] for all loop in SU(N) gauge theory having \(n_f\) light flavours
in terms of cusp, collinear and soft anomalous dimensions was formulated by Becher and
Neubert \[131\] and independently by Gardi and Magnea \[132\]. These results are not only
useful to understand the perturbative structure of multi-loop multi-leg processes in QCD
but also provide deep insight into the structure gauge theories in general. In addition, it-
terative structure observed among the IR sensitive quantities in the perturbative expansion
of QCD amplitudes lead to a very successful program to achieve resummed observables
that have played an important role in understanding the physics at high energies. In many
respects, \(\mathcal{N} = 4\) SYM and SU(N) gauge theory with massless fermions show several simi-
larities. The fact that there is no coupling constant renormalization in \(\mathcal{N} = 4\) SYM theory
makes it more tractable than SU(N) gauge theory. Many of the perturbative results in
\(\mathcal{N} = 4\) SYM theory can be easily understood using the well known frameworks in SU(N)
gauge theory that deal with organising UV and IR divergences in perturbation theory. For
example, in \[6,188\], the IR structure of SU(N) gauge theory along with the explicit results
in \(\mathcal{N} = 4\) SYM theory was readily used to conjecture an all order resummation of finite
terms of planar amplitudes. For FFs of both the BPS and non-BPS operators in \(\mathcal{N} = 4\)
SYM theory, one can readily use the K+G equation to unravel the IR structure of these
form factors in terms of IR anomalous dimensions as is done for FFs in SU(N) gauge
theory. In other words, it opens up a rich avenue for investigation of universal structures
of FFs in \(\mathcal{N} = 4\) SYM and gives hints for studying resummation methods. The FFs of the
half-BPS and the Konishi operators are expressible in terms of cusp, soft and collinear
anomalous dimensions. In the work \[5\] discussed in Chapter 3 we have studied third
order corrections to two point FFs for both the half-BPS and the Konishi operator. The
FFs were shown to obey the K+G equation. The universality of IR structure of FF was
certified as the cusp, soft and collinear divergences obtained to third order were found
to be same for both of the operators.

In this chapter of the thesis we will extend our study to three point FFs of the half-BPS
and the Konishi operators. We will present for the first time the full analytical results for
the FFs as well as FR functions of the Konishi operator up to two loops for both choices
of external states \( f = g\phi\phi, \phi\lambda\lambda \). In order to show the universality of IR divergences we
will use Catani’s prediction for SU(N) after suitably modifying it to the case of \( N = 4 \)
SYM theory and demonstrate that Catani’s subtraction operators in \( N = 4 \) SYM theory
removes all the IR singularities. This will be a clear demonstration of exponentiation
of IR singularities of FFs in \( N = 4 \) SYM theory, a phenomenon that is well known to
occur in QCD [4, 130–132]. Following BDS type of analysis, the exponentiation of IR
singularities in FFs guarantee to yield a finite result so called FR function. A similar
study for the amplitudes in \( N = 4 \) SYM theory can be found in [6]. After subtracting
the IR divergent parts, we present the finite part of the FFs for both the half-BPS and
the Konishi operators computed using the external states \( f = g\phi\phi, \phi\lambda\lambda \). In addition, we
will present their corresponding FR functions. It is worth mentioning here the work of
Brandhuber, Travaglini, and Yang [7] who used the generalised unitarity method to build
the two-loop three-point FFs for the half-BPS operator between the states \( f = g\phi\phi \). Their
result for the FR expressed in terms of loop integrals was then compared numerically
against the one obtained using the method of symbols that uses the concept of coproduct
[215]. We will reproduce their results for the half-BPS operator at two loops for two
sets of external states. Our results are expressed fully in terms of HPLs. After quiet
a bit of simplifications, we have shown that HPLs that appear in our expression are of
transcendentality four. This is expected as half-BPS operators contain only the highest
transcendental terms. We will discuss the relation between the highest transcendental
terms of finite terms of FFs of the Konishi operator computed using Catani’s as well as
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4.2.1 Form Factors

Composite operators provide valuable information about the underlying QFT through their correlation functions and FFs. Those in the $\mathcal{N} = 4$ SYM theory are special in the context of AdS/CFT correspondence. As we have discussed in the introduction, the BPS and non-BPS composite operators have attracted the attention for a long time. In the following, we will study structure of the three point form factors of each operator, namely one half-BPS and the Konishi belonging to non-BPS type up to two-loop level in perturbation theory. Thanks to supersymmetry the half-BPS one is protected, hence it is UV finite. In other words, it does not require any overall UV renormalisation constant to all orders in perturbation theory. On the other hand, the Konishi operator develops UV divergences which can be renormalised away by over all renormalisation constant. Con-
sequently, unlike the half-BPS, the Konishi operator develops anomalous dimension that can be computable in powers of the coupling constant $g_{\text{YM}}$. Let us denote these operators by $O^\rho$ with $\rho = \text{BPS, K}$ respectively. The half-BPS operator that we will study is given by [62, 216]

$$O_{rt}^{\text{BPS}} = \phi_r^a \phi_t^a - \frac{1}{3} \delta_{rt} \phi_s^a \phi_s^a,$$  

(4.1)

where the symbol $a \in [1, N^2 - 1]$ represents the SU(N) adjoint colour index, while $\phi_r$ are the scalar fields. The factor $1/3$ has been used to maintain tracelessness property in 4 dimension. The Konishi operator ($\rho = \mathcal{K}$) which is the primary operator of the Konishi supermultiplet is given by

$$O^\mathcal{K} = \phi_r^a \phi_r^a + \chi_r^a \chi_r^a.$$  

(4.2)

The fields $\phi$ and $\chi$ represent the scalar and pseudoscalar types respectively, with $r \in [1, 3]$. It is one of the non-BPS operators that has been studied extensively. An interesting feature of this operator could be noted in context of operator product expansion. During loop calculations the leading asymptotic behaviour of the four point correlation function at short distances was found to be regulated by the Konishi operator.

The interaction parts of the Lagrangian that describe the couplings of external currents $J$ ($J_{rt}^{\text{BPS}}, J^\mathcal{K}$) to the operators in Eqs. (4.1, 4.2) are given in

$$\mathcal{L}_{\text{int}}^{\text{BPS}} = J_{rt}^{\text{BPS}} O_{rt}^{\text{BPS}}, \quad \mathcal{L}_{\text{int}}^{\mathcal{K}} = J^\mathcal{K} O^\mathcal{K}. \quad (4.3)$$

We are interested to study three point FFs of the above two operators for two specific final states, $f = g\phi\phi$ and $f = \phi\lambda\lambda$. We define the renormalized FF of composite operators $O^\rho$ between the set of states, $f$ by

$$\mathcal{F}_f^{\rho,(n)} = \frac{\langle M_f^{\rho,(0)} | M_f^{\rho,(n)} \rangle}{\langle M_f^{\rho,(0)} | M_f^{\rho,(0)} \rangle} \quad (4.4)$$

where $n = 0, 1, 2, \ldots$ and $\rho = \text{BPS or K}$. In the above expression $|M_f^{\rho,(n)}\rangle$ is the $O(a^n)$
contribution to the transition amplitude for an off-shell state created by $O^\rho$ to the three on-shell states denoted by $f = g\phi\phi, \phi\lambda\lambda$. Since we work in momentum space, these amplitudes are dependent on momentum $q$ of the off-shell state and momenta $p_i, i = 1, 2, 3$ of the on-shell final states. The corresponding Mandelstam variables are given by

$$s \equiv (p_1 + p_2)^2, \quad t \equiv (p_2 + p_3)^2, \quad u \equiv (p_1 + p_3)^2$$

(4.5)

which obey the relation

$$s + t + u = q^2 = Q^2.$$  

(4.6)

We also define the following dimensionless invariants, which we will use to describe our results in terms of HPL [107] and 2dHPL [108, 109] as

$$x \equiv \frac{s}{Q^2}, \quad y \equiv \frac{u}{Q^2}, \quad z \equiv \frac{t}{Q^2},$$

(4.7)

where $(x, y, z)$ lie between 0 and 1 and satisfy the condition

$$x + y + z = 1.$$  

(4.8)

In the following, we will describe how we have performed our computation of the FFs of these two operators between various sets of states $f$ at two loop level.

### 4.2.2 Methodology of calculation

In this section we describe the methodology to compute the FFs, as defined in Eq. (4.4), for the three external on-shell states up to second order in perturbative expansion. There has been a vast amount of developments over last two decades to compute scattering amplitudes, form factors etc to very high orders in perturbative QCD. In the present context, it is worth mentioning earlier works on the two-loop three-point FF computations for the scattering cross section $e^+ e^- \rightarrow 3$ jets [217], Higgs decays $H \rightarrow g+g+g$ and $H \rightarrow g+q+\bar{q}$
in \cite{54,116}. Decays of a massive spin-2 resonance to 3-gluons as well as fermion antifermion and a gluon can be found in \cite{115,119} and some other works \cite{118,139}. Computation of the production of massive spin-1 bosons at two loops level in QCD can be found in the literature \cite{218}. Similar calculation can be found in \cite{219}. These computations often use modern helicity methods to compute the amplitudes first and then the resulting large number of two loop integrals are reduced to fewer master integrals using an elegant integral reduction technique, called IBP, pioneered by Tkachov and Chetyrkin in \cite{57,58} supplemented by identities that are obtained using Lorentz invariance \cite{59}. Dedicated efforts were made in order to compute these two-loop master integrals thanks to the method of differential equations that these master integrals satisfy. Thanks to various modern techniques that followed, such as the ‘on-shell’ techniques, where one uses recursion relations \cite{74,182} and unitarity \cite{73,75} relations, the loop computations with many legs become tractable. In the context of $\mathcal{N} = 4$ SYM, the loop induced contributions to $n$-point FF for the half-BPS operator were presented in \cite{201,220}, also in \cite{203,204}. For the half-BPS operator made up of $k$ scalar fields, the results for FFs can be found in \cite{220–222}. The $n$-point MHV as well as next to MHV FFs, up to first order in perturbative expansion are presented in \cite{201,203,204,223–225}. At strong coupling limit, FFs have also been studied via AdS/CFT correspondence in \cite{197}. We will follow the standard Feynman diagrammatic approach to compute three point FFs at two loops level. We perform the computation in $d = 4 + \epsilon$ dimensions so that divergences appearing in the intermediate stages can be regularised. We will discuss details of the regularization schemes and the nature of various singularities that appear in the computation.

We have used QGRAF \cite{120} to generate Feynman diagrams for the computation of $\left| \mathcal{M}_{f}^{\rho,(n)} \right|$ where $\rho =$ BPS, $\mathcal{K}$, $f$ is one of the sets $f = \phi\lambda\lambda$ and $f = g\phi\phi$. For the BPS operator at two loop, there are 1024 diagrams when $f = g\phi\phi$ and 616 diagrams for $f = \phi\lambda\lambda$. At same order in perturbative expansion, for the Konishi operator with $f = g\phi\phi$, we have 1220 diagrams while for $f = \phi\lambda\lambda$, we get 825 diagrams. While dealing with the Majorana fermions care must be taken to ensure its self conjugacy property. Being its own antiparti-
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cle, we have to modify QGRAF output in such a way that the fermion flows remain intact. We use in-house PYTHON code to deal with the issue. The raw output from QGRAF is converted to a suitable format for further computations. The simplification of matrix elements involving the Lorentz, Dirac, colour and generation indices is done by employing a set of in-house routines based on the symbolic manipulating program FORM [121]. For external on-shell gluon legs the sum over polarizations is carried out using

$$\sum_s \epsilon^{\mu}(p_1; s)\epsilon^{\nu}(p_1; s) = -g^{\mu\nu} + \frac{p_1^\mu q^\nu + p_1^\nu q^\mu}{p_1.q} \quad (4.9)$$

where $q^\mu$ is an arbitrary light-like four vector. These matrix elements comprises of huge number of one and two loop scalar Feynman integrals. We have classified them so that they belong to a few integral sets. Using Reduze [122], the loop momenta in various integrals can be shifted suitably in order to belong to these sets. All the one loop diagrams are reduced to three sets expressed in a condensed way as follows:

$$\{\mathcal{P}, \mathcal{P}_i, \mathcal{P}_{i,j+1}, \mathcal{P}_{i,j+1,j+2}\}. \quad (4.10)$$

Here for each set, $i$ takes any one value from $\{1, 2, 3\}$ whose elements are arranged cyclically. $\mathcal{P}$’s are

$$\mathcal{P} = k_1^2, \mathcal{P}_i = (k_1 - p_i)^2, \mathcal{P}_{i,j} = (k_1 - p_i - p_j)^2, \mathcal{P}_{i,j,k} = (k_1 - p_i - p_j - p_k)^2. \quad (4.11)$$

This becomes more complicated at two loops. At two loops, we have nine independent Lorentz invariants constructed out of two loop momentas $k_1$ and $k_2$, namely $\{k_\delta . k_\gamma, k_\delta . p_j\}$, $\delta, \gamma = 1, 2; j = 1, 2, 3$. After shifting of loop momenta we can fit all the Feynman integrals into six sets. The first three can be written in a condensed notation as:

$$\{\mathcal{P}_0, \mathcal{P}_1, \mathcal{P}_2, \mathcal{P}_{1,i}, \mathcal{P}_{2,i}, \mathcal{P}_{1,i+1}, \mathcal{P}_{2,i+1}, \mathcal{P}_{1,i+1,j+2}, \mathcal{P}_{2,i+1,j+2}\}. \quad (4.12)$$
and the three remaining sets can be expressed as follows:

\[ \{ P_0, P_1, P_2, P_{1:1}, P_{2:2}, P_{0:2}, P_{1:1+1}, P_{2:2+1}, P_{1:1+2}, P_{1:1+3} \} \]  

(4.13)

where for each set, \( i \) takes any one value from \( \{1, 2, 3\} \) whose elements are arranged cyclically. The elements of the six sets are

\[
\begin{align*}
\mathcal{P}_0 &= (k_1 - k_2)^2, & \mathcal{P}_\beta &= k_\beta^2, \\
\mathcal{P}_{\beta:i} &= (k_\beta - p_i)^2, & \mathcal{P}_{\beta:i,j} &= (k_\beta - p_i - p_j)^2, \\
\mathcal{P}_{0:i} &= (k_1 - k_2 - p_i)^2, & \mathcal{P}_{\beta:i,j,k} &= (k_\beta - p_i - p_j - p_k)^2.
\end{align*}
\]

(4.14)

Although the number of scalar integrals are huge in number, most of them are however, related to one another. Using IBP [57, 58] and LI identities [59] they can be reduced to a smaller set of topologically different integrals, popularly known as MIs. We have used a Mathematica based package LiteRed [124, 129] to uncover the set of MIs. For one and two loop the number of MIs are 7 and 89 respectively. These MIs were computed by Gehrmann and Remiddi analytically as expansion in Laurent series in \( \epsilon \) in the references [108, 109].

### 4.3 Regularization of singularities

\( \mathcal{N} = 4 \) SYM theory is an UV finite theory in four space-time dimensions, guarantee the UV finiteness of quantities like on shell amplitudes, FFs of protected operators and correlation functions of elementary fields etc whereas unprotected operators develop UV divergences. But due to the presence of massless fields in the theory, on shell amplitudes and FFs of both protected as well as unprotected operator are sensitive to IR divergences order by order in perturbation theory.

In QFT, the method of dimensional regularization has been quite successful in regulating
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both UV as well as IR singularities. However, different variants or schemes of dimensional regularization exist in the literature. In the scheme proposed by ’t Hooft and Veltman [226], called dimensional regularization scheme, the unphysical gauge bosons are treated in $4 + \epsilon$ dimensions with $2 + \epsilon$ helicity states but the physical ones in 4 dimensions having 2 helicity states. The conventional dimensional regularization scheme proposed by Ellis and Sexton [227] treats both the physical and unphysical gauge fields in $4 + \epsilon$ dimensions. The FDH scheme advocated in [67, 68] assumes both the physical and unphysical states in 4 dimension. The common among all these schemes is that the loop integrals are performed in $4 + \epsilon$ dimensions. Of course, all these schemes can be related to each other using suitable finite renormalisation constants. FDH scheme has been the most popular one in supersymmetric theories. It was observed in [64] that for certain dimension dependent operators, extra care is needed to get the correct result. One such operator is the Konishi operator. In [64], the authors propose a prescription to correct the result for the Konishi operator computed in FDH scheme. In order to obtain the correct result for its FF, their prescription suggests that one has to take the difference of FFs of the Konishi and the half-BPS operators, multiply the ratio $\Delta_{K}^{BPS} = n_{g,\epsilon}/2n_{g}$ and add to the FF of the half-BPS, that is

$$F_{K}^{f} = F_{BPS}^{f} + \Delta_{K}^{BPS} (F_{K}^{f} - F_{BPS}^{f}) \quad (4.15)$$

where $n_{g} = 3$ is the number of scalar or pseudoscalar fields and $n_{g,\epsilon} = 2n_{g} - \epsilon$. It is shown that this prescription correctly reproduces the anomalous dimension of the Konishi operator up to two loops level. There exists another elegant scheme called $\overline{DR}$ scheme which we will use in our computation. In this scheme, one adjusts the number of generations of scalar and pseudo-scalar fields such that the resulting bosonic degrees of freedom adds to that of fermions in order to preserve supersymmetry. Since the gauge fields have $2 + \epsilon$ degrees of freedom, there should be $n_{g} - \epsilon/2$ scalars and $n_{g} - \epsilon/2$ pseudo-scalar in the regularised version of the theory so that the total number of bosonic degrees of freedom
in $4 + \epsilon$ is same as the four dimensional one, namely $2(1 + n_g)$. The advantage of this scheme over others is that it can be used even for operators that depend on space-time dimensions. In this scheme, for $\mathcal{N} = 4$ SYM, the number of scalar and pseudo-scalar fields become $6 - \epsilon$ as opposed to 6. Here, gluons have $2 + \epsilon$ degrees of freedom while fermions degrees of freedom remains 8. This prescription is consistent with $\mathcal{N} = 4$ supersymmetry since the total number of scalar, pseudoscalar and gauge degrees of freedom continues to remain 8. In this scheme, all the traces of $\alpha, \beta$ and Dirac matrices are done in $4 + \epsilon$ dimensions. In [5] three loop FFs of the Konishi was computed in the FDH scheme modified according to [64], as well as in the $\overline{\text{DR}}$ scheme up to three loop level in perturbation theory and the results agreed validating the prescription advocated in [64]. In the following we will present the results for the three point FFs of the BPS and the Konishi operators. These results were computed both in the $\overline{\text{DR}}$ as well as FDH schemes. For the BPS, both the schemes give same results, but for the Konishi, they agree only when the results computed in the FDH scheme are modified according to the prescription given in [64].

4.3.1 UV divergences

Since, $\mathcal{N} = 4$ SYM theory is UV finite, the coupling constant does not get any renormalisation, i.e., the beta function of the coupling, $\beta(a)$ [17, 18] is identically zero to all orders in perturbation theory. Hence, based on dimensional argument, the coupling constant $\hat{a}$ that appears in the regularised Lagrangian in $4 + \epsilon$ dimensions is written in terms of dimensionless coupling $a$ (see Eq. (3.5)) through

$$\hat{a} = a \left(\frac{\mu^2}{\mu_R^2}\right)^{\frac{\epsilon}{2}},$$

(4.16)

The UV divergences arising due to short distance effects in the composite operators can by removed by an overall operator renormalization constant $Z^\rho(a, \mu_R, \epsilon)$ and hence the operator’s scaling dimension is modified by $\gamma^\rho$, the anomalous dimension. The relation
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between $Z^\rho (a, \mu_R, \epsilon)$ and $\gamma^\rho$ is encapsulated in the following differential equation

$$
\frac{d}{d \ln \mu_R^2} \ln Z^\rho = \gamma^\rho = \sum_{i=1}^\infty a_i^{\gamma^\rho_i}.
$$

(4.17)

Using Eq. (4.16), the solution to the above equation is:

$$
Z^\rho = \exp \left( \sum_{n=1}^\infty a_n^{2 \gamma^{\rho_n}} \right).
$$

(4.18)

In the work [5] discussed in Chapter 3, we extracted the $\gamma^\rho$ up to three loop order using two-point three-loop FF of the Konishi and found agreement with the known results. The anomalous dimension up to 2-loop are in agreement with the existing ones [157–159]. We used analog of KG that QCD form factors satisfy [6, 84, 85] to determine the anomalous dimension $\gamma^\rho$. The values up to two loop are

$$
\gamma_j^{\text{BPS}} = 0, \quad \gamma_j^{\text{K}} = -6, \quad \gamma_2^{\text{K}} = 24.
$$

(4.19)

The operator renormalised transition amplitudes $|M^\rho_j\rangle$ can be expressed in terms of UV unrenormalized ones $|\hat{M}^{\rho,(n)}_j\rangle$, expanded in coupling constant $a$ as

$$
|M^\rho_j\rangle = Z^\rho (a, \mu_R, \epsilon) \frac{a}{\mu_R^{\gamma^\rho}} \left( |\hat{M}^{\rho,(0)}_j\rangle + \left( \frac{a}{\mu_R^{\gamma^\rho}} \right) |\hat{M}^{\rho,(1)}_j\rangle + \left( \frac{a}{\mu_R^{\gamma^\rho}} \right)^2 |\hat{M}^{\rho,(2)}_j\rangle \right).
$$

(4.20)

For $\rho = \text{BPS}$, $Z^{\text{BPS}} (a, \mu_R, \epsilon) = 1$. On the other hand, for the Konishi operator, we can express $|M^{\text{K},j}\rangle$ in terms of UV finite matrix elements $|\hat{M}^{\text{K},(n)}_j\rangle$ as follows

$$
|M^{\text{K},j}\rangle = a^{1/2} |\hat{M}^{\text{K},(0)}_j\rangle + a^{3/2} |\hat{M}^{\text{K},(1)}_j\rangle + a^{5/2} |\hat{M}^{\text{K},(2)}_j\rangle,
$$

(4.21)

where

$$
|M^{\text{K},(0)}_j\rangle = \left( \frac{1}{\mu_R^{\gamma^\rho}} \right)^{1/2} |\hat{M}^{\text{K},(0)}_j\rangle.
$$
\[ |\mathcal{M}_f^{K,(1)}| = \left( \frac{1}{\mu_R^2} \right)^{\frac{3}{2}} \left[ \mu_R^e r_1 |\hat{\mathcal{M}}_f^{K,(0)}| + |\hat{\mathcal{M}}_f^{K,(1)}| \right], \]
\[ |\mathcal{M}_f^{K,(1)}| = \left( \frac{1}{\mu_R^2} \right)^{\frac{5}{2}} \left[ \mu_R^e \left( \frac{r_1^2}{2} + r_2 \right) |\hat{\mathcal{M}}_f^{K,(0)}| + \mu_R^e r_1 |\hat{\mathcal{M}}_f^{K,(1)}| + |\hat{\mathcal{M}}_f^{K,(2)}| \right], \] (4.22)

with
\[ r_1 = \frac{1}{\epsilon} 2 \gamma_1^K, \quad r_2 = \frac{1}{\epsilon} \gamma_2^K. \] (4.23)

Substituting the above equations in Eq. (4.4) we obtain the renormalised FFs for the half-BPS and the Konishi operator. We will present the results in the following sections after a systematic subtraction of IR divergences.

### 4.3.2 Universality of IR singularities

In gauge theories, the UV renormalized amplitudes and FFs suffer from IR divergences due to the presence of massless initial and final states. These divergences are of two types, namely soft and collinear. Soft ones arise when the momentum of a massless gauge particle in loop has vanishing components. The collinear divergences emerge when any massless particle in the loop becomes parallel to the external particle. However these amplitudes and FFs are not the observables, instead the cross sections or decay rates made out of these amplitudes and FFs are the observables. Finiteness of the observables has been proved through KLN theorem \([22, 23]\). The IR structure of amplitudes and FFs in QCD is well understood and in particular, the universal structure of IR divergences was predicted in a seminal paper by Catani \([4]\) for \(n\)-point two-loop QCD amplitudes. He exploited the iterative structure of singular part of the renormalised amplitudes in QCD to predict the subtraction operators that capture the universal IR divergences of these amplitudes. Later on Sterman and Tejeda-Yeomans successfully related Catani’s predictions to the factorization and resummation properties of QCD amplitudes \([130]\).

Note that iterative structure is the result of factorisation. The generalization of Catani’s proposal for arbitrary number of loops and legs for SU(N) gauge theory using SCET was
given by Becher and Neubert [131]. A similar result was also presented by Gardi and Magnea [132] by analyzing the Wilson lines for hard partons.

Following Catani’s proposal, we can express the UV renormalized amplitudes $|\mathcal{M}_f^{\rho(n)}\rangle$ for the three point function up to two loop order in terms of universal subtraction operators $I_f^{(n)}(\epsilon)$ (see similar analysis for MHV amplitudes in [228]),

$$
|M_f^{(1)}\rangle = 2 I_f^{(1)}(\epsilon) |M_f^{(0)}\rangle + |M_f^{\rho(1)\text{fin}}\rangle,
|M_f^{(2)}\rangle = 2 I_f^{(1)}(\epsilon) |M_f^{\rho(1)}\rangle + 4 I_f^{(2)}(\epsilon) |M_f^{(0)}\rangle + |M_f^{\rho(2)\text{fin}}\rangle.
$$

(4.24)

In context of $\mathcal{N} = 4$ SYM theory where all fields are in adjoint representation and $\beta$-function is zero, the universal subtraction operators are found to be

$$
I_f^{(1)}(\epsilon) = -\frac{1}{2} e^{-\frac{3}{2}\gamma_E} \mathcal{V}^{\text{sing}}(\epsilon) \left\{ \left( -\frac{s}{\mu_R^2} \right)^\frac{1}{2} + \left( -\frac{t}{\mu_R^2} \right)^\frac{1}{2} + \left( -\frac{u}{\mu_R^2} \right)^\frac{1}{2} \right\},
I_f^{(2)}(\epsilon) = -\frac{1}{2} \left(I_f^{(1)}(\epsilon)\right)^2 + K e^{-\frac{3}{2}\gamma_E} \frac{\Gamma(1+\epsilon)}{\Gamma(1+\frac{3}{2})} I_f^{(1)}(2\epsilon) + H_f^{(2)}(\epsilon),
$$

(4.25)

where $\mathcal{V}^{\text{sing}}(\epsilon) = \frac{A_1}{\epsilon^2}$ results from the dipole structure of the infrared singularities. The constant $A_1$ is the first coefficient of the cusp anomalous dimension and found to be 4 in $\mathcal{N} = 4$ SYM. Note that the constant $K$ and $H_f^{(2)}(\epsilon)$ are unknown at the moment and they can be determined using the explicit results for $|\mathcal{M}_f^{\rho(i)}\rangle$ computed in this paper demanding the finiteness of $|\mathcal{M}_f^{\rho(i)\text{fin}}\rangle$ for $i = 1, 2$.

Using these subtraction operators, the UV renormalized FF as defined in Eq. (4.4) for $n = 1, 2$ can be written as

$$
\mathcal{F}_f^{\rho(1)} = 2 I_f^{(1)}(\epsilon) \mathcal{F}_f^{\rho(0)} + \mathcal{F}_f^{\rho(1)\text{fin}},
\mathcal{F}_f^{\rho(2)} = 2 I_f^{(1)}(\epsilon) \mathcal{F}_f^{\rho(1)} + 4 I_f^{(2)}(\epsilon) \mathcal{F}_f^{\rho(0)} + \mathcal{F}_f^{\rho(2)\text{fin}}.
$$

(4.26)

Substituting the UV finite $\mathcal{F}_f^{\rho(i)}$ in Eq. (4.26) and demanding finiteness of $\mathcal{F}_f^{\rho(i)\text{fin}}$ we can
determine $K$ and $H^{(2)}_f(\epsilon)$. These constants $K$ and $H^{(2)}_f(\epsilon)$ obtained independently from the results of FFs of the BPS as well as from the Konishi operators, are found to be independent of the type of operator. They are given by

$$K = -\zeta_2, \quad H^{(2)}_f(\epsilon) = -\frac{3}{4\epsilon} \zeta_3. \quad (4.27)$$

The factor 3 in $H^{(2)}_f(\epsilon)$ is due to the presence of three massless particles in the final state $f$ all giving same contribution. Like in QCD, we expect that the universality of these constants to hold for two-loop FFs of any composite operator. In the Appendix C, we present remaining finite terms $F^{r,(n),\text{fin}}_f$ for $n = 1, 2$ by setting $\mu_R^2 = -Q^2$ in Eq. (4.26).

In the next section we shall discuss about the finite remainders and examine whether it can be written in terms of some simple structure.

### 4.4 Finite Remainders

We have seen in the previous section the iterative structure of IR divergences for the FFs in terms of Catani’s subtraction operators up to two loops level in perturbation theory. This is a result of factorisation property of the FFs at long distances. This is very similar to on-shell amplitudes in gauge theories. The factorisation and observed universality of these IR divergences can lead to exponentiation of these divergences whose coefficients are controlled by certain universal IR anomalous dimensions. In the case of amplitudes, we have seen in the context of the BDS ansatz [6, 188], both the IR and finite parts can be exponentiated and the exponents are expressed in terms of their one loop counter parts multiplied by a function that depend on the IR anomalous dimensions such as cusp and collinear ones. For amplitudes, the iterative structure of the finite terms breaks down from two-loop six-point amplitudes onwards and the deviation is called the FR function.

In the case of FFs, the IR divergences exponentiate, thanks to their iterative structure but
the finite terms. Since, the beta function vanishes to all orders in perturbation theory, the divergent part of the exponent can be normalised in terms of the corresponding one loop FFs by properly adjusting the $\epsilon$ at every order. The finite terms of the FFs do not show any iterative structure, hence the corresponding FR functions are always non-zero. For the two-point half-BPS operator, the authors of [201] have obtained the finite reminder function up to two loops. Later it was extended to cases with more than two external states [7, 222]. Following BDS structure, the finite reminder function at two loops is defined by

$$R^{\rho, (2)}_f = F^{\rho, (2)}_f(\epsilon) - \frac{1}{2} \left( F^{\rho, (1)}_f(\epsilon) \right)^2 - f^{\rho, (2)}(\epsilon) F^{\rho, (1)}_f(2\epsilon) - C^{\rho, (2)} + O(\epsilon). \tag{4.28}$$

The form of the function $f^{\rho, (2)}(\epsilon)$ is inspired by the one that appears in BDS ansatz. Expanding $f^{\rho, (2)}(\epsilon)$ (see Eq. (4.28) [7]) as

$$f^{\rho, (2)}(\epsilon) = \sum_{i=0}^{2} \epsilon^i f_i^{\rho, (2)} \tag{4.29}$$

and demanding the finiteness of $R^{\rho, (2)}_f$, we can uniquely fix $f_0^{\rho, (2)}$ and $f_1^{\rho, (2)}$ but $f_2^{\rho, (2)}$ and $C^{\rho, (2)}$ can not be determined independently. Choosing

$$C^{\rho, (2)} = 4\zeta_4, \tag{4.30}$$

same for $\rho = BPS, K$, we obtain

$$f^{\rho, (2)}(\epsilon) = -2\zeta_2 + \epsilon\zeta_3 - \frac{1}{2} \epsilon^2 \zeta_4. \tag{4.31}$$

Note that the $f^{\rho, (2)}$ as well as $C^{\rho, (2)}$ are independent of the operators as well as the choice of external states. This is a consequence of the universality of IR divergences in $\mathcal{N} = 4$ SYM. The two loop FR function, $R^{\rho, (2)}_f$, can be expressed in terms of finite parts $F^{\rho, (1), fin}_f$ in Eq. (4.26) as
where we have set $\mu_R^2 = -Q^2$. We have computed finite remainders for both the half-BPS and the Konishi operators for both the choices of external on shell states $f$, namely $f = g\phi\phi$ and $f = \phi\lambda\lambda$. The results, after setting $\mu_R^2 = -Q^2$, are listed below. The two loop finite remainder for the half-BPS operator turns out to be same for both choices of $f$:

$$R_f^{\text{BPS,(2)}} = 4\left(2H(3, 3, 3, 2; y) - H(2, 2, 3, 2; y) + H(2, 2, 3, 2; y) + H(2, 1, 0; y)\right)$$

$$+ 8(H(2; y) + H(3; y))(H(0, 0, 1; z) - H(1, 1, 0; z)) + 4(H(2, 3, 2; y)H(3; y)$$

$$- H(2, 1, 0; y)H(2; y) + H(0, 1, 0; y)H(1; y) - H(0, 3, 2; y)H(0; y)$$

$$- H(1, 0; y)H(3, 2; y) + 4H(0, 1; z)(H(2; y) + H(3; y))^2 + 2H(1; z)\left[H(3; y)
\times\left(-H(0; y)^2 + 2H(2; y)H(3; y) + \frac{2}{3}H(3; y)^2 - 2H(1, 0; y) - 2H(3, 2; y)\right)
\right.

- 2H(2, 1, 0; y) + 2H(2, 2, 3; y) + 2H(3, 0, 0; y)
\right] - 2H(0; z)\left[H(0; y)(H(2; y)^2

- 2H(0, 2; y) - 2H(0, 2; y)H(1, 0; y) + 2H(0; y)H(3, 2; y) + 2H(0, 0, 2; y)

- 2H(0, 2, 2; y) - 2H(0, 3, 2; y) + 2H(2, 1, 0; y) + H(1; z)(H(2; y)^2

+ 2H(2, 0; y) + 2H(3, 0; y) + 2H(3, 2; y)\right] + 4\xi_2\left[2H(0, 1; y) - 2H(3, 2; y)

+ H(1; y)^2 - 2H(1; z)H(2; y) - H(2; y)^2 - 2H(1; z)H(3; y)\right].$$

(4.33)
The finite remainders for the Konishi operator for $f = g\phi \phi$ is given below

\[
\mathcal{R}^{K,(2)}_{\phi\phi} = \mathcal{R}^{BPS,(2)}_{\phi} - 3H(1; y) \frac{6y(-1 + y + z)}{(1 - z)^2} + 3yH(1; z) \frac{6y(-1 + y + z)}{z^2(1 - z)^2} \left( H(0; y) + H(0; z) \right) \\
- \frac{3H(1; y)}{z^2} (-1 + y)(-1 + y + z) + \frac{3yH(1; z)}{z^2(1 - z)^2} \left( 10z^2(-1 + z) + y(-1 + 2z \\
+ 9z^2) \right) + \frac{3H(2; y)}{z^2(1 - z)^3} \left( (-1 + z)^4 + y^2(1 - 2z + 3z^2) + y(-2 + 6z - 8z^2 + 4z^3) \right) \\
- \frac{3H(0; z)^2}{1 - z} (yH(0; y) + H(2; y)(-1 + y + z) + H(0, 1; z) H(3; y) \frac{3y^2}{z^2} - 3) \\
- \frac{6yH(0; y)}{(1 - z)^2} (-1 + y + z) - \frac{3H(2; y)}{z^2(1 - z)^2} \left( (-1 + z)^4 + y^2(1 - 2z + 3z^2) + y(-2 \\
+ 6z - 8z^2 + 4z^3) \right) \right] + 3yH(0; z)H(0; 2; y) \frac{3y^2}{z^2(1 - z)^2} \left( 4(-1 + z)z^2 + y(-1 + 2z + 3z^2) \right) \\
+ \frac{3H(1; 0; y)}{z^2} \left[ - \frac{H(0; z)}{(1 - z)^2} \left( (-1 + z)^2(-1 + 2z) + y^2(-1 + 2z + 3z^2) + 2y(1 \\
- 3z + z^2 + z^3) \right) + H(1; z)(-1 + y)(-1 + y + 2z) + H(2; y)(-1 + y)(-1 + y \\
+ 2z) \right] - \frac{3H(0; z)H(2; 0; y)}{z^2(1 - z)^2} \left( (-1 + z)^4 + y^2(1 - 2z - 3z^2) - 2y(1 - 3z + z^2 \\
+ z^3) \right) + H(3, 2; y) \left[ H(0; y) \left( 3 - \frac{3y^2}{z^2} \right) - \frac{3H(0; z)}{z^2(1 - z)^2} \left( 4y(-1 + z)z^2 + z^2 \right) \right \times \left( -1 + z \right)^2 + y^2(-1 + 2z + 3z^2) \right] \bigg] + H(1; z) \left[ \frac{3yH(0; y)H(0; z)}{z^2(1 - z)^2} \left( 4(-1 + z)z^2 \right. \\
+ y(-1 + 2z + 3z^2) \bigg) - \frac{3H(0; z)H(3; 2; y)}{z^2(1 - z)^2} \left( 4y(-1 + z)z^2 + (1 - z)^2z^2 + y^2(-1 \\
+ 2z + 3z^2) \right) - \frac{3H(2; y)H(3; y)}{z^2(1 - z)^2} \left( (-1 + z)^4 + y^2(1 - 2z + 3z^2) + y(-2 + 6z \\
- 8z^2 + 4z^3) \right) \bigg] + \frac{y^2}{z^2} \left[ - \frac{H(3, 2; y)}{z^2(1 - z)^2} \left( -1 + y + z \right) + H(3, 0; y) \right. \\
\times \left( 3 - \frac{3y^2}{z^2} \right) + \frac{3H(3, 2; y)}{z^2(1 - z)^2} \left( (-1 + z)^4 + y^2(1 - 2z + 3z^2) + y(-2 + 6z \\
+ 9z^2) \right) \bigg]
\]
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\[-8z^2 + 4z^3)\right) - \frac{6yH(0, 0, 1; z)}{z^2(1 - z)^2} \left(2z^2(-1 + z) + y(-1 + 2z + 2z^2)\right)
\]

\[+ \frac{3yH(0, 1, 0; y)}{z^2(1 - z)^2} \left(2z^2(-1 + z) + y(1 - 2z + 3z^2)\right)
\]

\[+ \frac{3yH(0, 1, 0; z)}{z^2(1 - z)^2} \left(4(-1 + z)z^2 + y(1 - 2z + 3z^2)\right)
\]

\[+ y(-1 + 2z + 3z^2)\right) - \frac{3H(0, 3, 2; y)}{z^2(1 - z)^2} \left(2yz^2(-1 + z) + z^2(-1 + z)^2 + y^2(-1 + 2z + 3z^2)\right)
\]

\[+ 6z - 8z^2 + 4z^3)\right) + H(3, 3, 2; y) \left(- 3 + \frac{3y^2}{z^2}\right) + \frac{1}{(1 - z)^4} \left[z \right)
\]

\[\times \left( - 52z(-1 + z)^2 + 6y^2(-1 + 5z) + y(9 - 48z + 39z^2)\right) - 3yH(0; z)^2(y^3)
\]

\[+ 12y^2(-1 + z) + 5y(-1 + z)^2 - (-1 + z)^3\right) + \frac{3(-1 + z)^3(-1 + 11z)}{z} H(0; z)
\]

\[\times \left(yH(0; y) + (-1 + y + z)H(2, y)\right) - \frac{3(-1 + z)(1 + 11z)}{z} \left[H(0; y)y(-1 + y + z)\right.
\]

\[\times (-1 + z^2) + H(0; z)yz\left(1 + 16z - 17z^2 - 2y(1 + 3z)\right) + (-1 + z)H(3; y)
\]

\[\times \left(- (y^2(1 + z)) + y(1 - z + 2z^2) + z(1 - 12z + 11z^2)\right)\]

\[- \frac{3yH(0, 1; y)}{z^2} \left(-1 + z)^2 \left(-1 + y + 2yz - 7z^2 + 5yz^2 + 8z^3\right)\right)
\]

\[- \frac{3yH(0, 2; y)}{z^2} \left(-1 + z)^3(1 + z)(-1 + y + z)\right)
\]

\[- \frac{3H(1, 0; y)}{z^2} \left(-1 + z)^3(8z^2(-1 + z) - y^3(1 + z) + y(1 + z - 4z^2)\right)\]

\[- \frac{3yH(2, 0; y)}{z^2} \left(-1 + z)^3(1 + z)(-1 + y + z) + \frac{3H(3, 2; y)}{z^2} \left(-1 + z)^3(y^2(1 + z)\right)\]
The finite remainders of the Konishi operator for $f = \phi \lambda \lambda$ reads as

$$R_{\phi \lambda \lambda}^{K, (2)} = R_{f}^{\text{BPS}, (2)} + 3 \left( -9H(0, 0, 0, 1; z) - 2H(0, 0, 1, 0; y) - 5H(0, 0, 1, 1; z) ight)$$

$$- 3H(0, 0, 3, 2; y) + 3H(0, 1, 0, 1; y) - 4H(0, 1, 0, 1; z) + 2H(0, 1, 1, 0; y)$$

$$+ 2H(0, 1, 1, 0; z) + H(0, 2, 1, 0; y) - H(0, 3, 2, 2; y) + H(0, 3, 3, 2; y)$$

$$- H(1, 0, 0, 1; z) + 2H(1, 0, 1, 0; z) - 2H(1, 1, 0, 0; y) - 2H(1, 1, 0, 1; z)$$

$$- 4H(1, 1, 1, 0; y) + H(2, 0, 1, 0; y) - H(2, 1, 0, 0; y) + H(2, 1, 1, 0; y)$$

$$- 3H(2, 2, 1, 0; y) - 2H(2, 2, 3, 2; y) - H(2, 3, 0, 2; y) - H(2, 3, 2, 0; y)$$

$$+ 3H(2, 3, 2, 3; y) + 2H(2, 3, 3, 2; y) - 2H(3, 3, 2, 2; y) - 4H(3, 3, 3, 2; y)$$

$$+ 3\zeta_2 \left[ \frac{3}{2} \right] (H(1; z) + H(2; y)) - 2H(1; y)^2 + 4H(1; z)H(3; y) - 4H(0, 1; y)$$

$$+ 3H(0, 1; z) + H(2, 1; y) + 4H(3, 2; y)) + 3H(0, 0, 1; z) \left( 2H(0; y) + 2H(0; z) ight)$$

$$- 5H(2; y) - 4H(3; y) + 3H(0, 1, 1; z) \left( 5H(0; y) - 4H(3; y) \right) + 3H(1, 0, 1; z)$$

$$\times \left( 2H(0; y) - 2H(2; y) - 3H(3; y) \right) + 6H(1, 1, 0; z) \left( H(3; y) - H(0; y) \right)$$

$$+ 3H(0, 1, 0; y) \left( H(1; z) - 3H(1; y) + H(2; y) \right) + 6H(1, 0, 0; y) \left( H(0; z) ight.$$}

$$+ 2H(1; z) + 2H(2; y) + 3H(0, 0, 2; y) \left( 2H(0; z) + 5H(1; z) \right) - 3H(2, 0, 0; y)$$
\( \times \left( 2H(0; z) + 5H(1; z) \right) + 6H(2, 1, 0; y) \left( H(0; z) + H(1; z) + H(2; y) \right) \\
+ 3H(2, 3, 2; y) \left( 2H(0; y) - 3H(3; y) \right) + 6H(3, 2, 2; y) \left( 2H(0; y) - H(0; z) \right) \\
+ \frac{3}{4} H(1; z) \left( 8H(3, 0; y) + 6H(0, 3; y) - 2H(3; y)^2 - 5H(0; y)^2 \right) \\
+ 3H(1; z) \left( H(0, 3, 3; y) - 2H(2, 2, 3; y) - H(2, 3, 0; y) + 2H(2, 3, 3; y) \\
- H(3, 0, 0; y) - 2H(3, 3, 2; y) \right) + 3H(0; y) \left( H(2; y)^2 - 2H(0, 2; y) \right) \\
+ 2H(3, 2; y) \right) + H(1; z) \left( - 5H(0, 2; y) + 2H(2, 3; y) + 4H(3, 2; y) \right) \\
+ 2H(0, 3, 2; y) \right) + 3H(1; z)H(0, 3, 0; y) - 3H(0, 3, 2; y) \left( 2H(0; z) + H(1; z) \right) \\
+ 3H(0, 1; z) \left[ \frac{1}{2} H(0; y)^2 - H(2; y)^2 - \left( 4H(2; y) + 2H(3; y) \right) H(3; y) \right] \\
+ 4H(0; y)H(2; y) + H(0, 3; y) - H(1, 0; y) - H(3, 2; y) \right] + 3H(1, 0; y) \\
\times \left( H(3, 2; y) + H(1; z)H(3; y) - 2H(0; z)H(2; y) \right) - 15H(0, 0, 0; y)H(2, 2, y) \\
+ \frac{3}{2} H(1; z) \left[ H(0; y)^2 \left( H(3; y) - 2H(0; z) \right) - H(3; y)^2 \left( 6H(2; y) + \frac{4}{3} H(3; y) \right) \right] \\
+ 4H(0; z)H(3, 0; y) + 6H(3; y)H(3, 2; y) \right] \\
+ \frac{6\xi}{1 - y \xi} - \frac{3\xi}{1 - y} \left[ 2z \left( H(0; y) + H(0; z) \right) - \frac{H(1; y)}{y(1 - y - z)} \left( 1 - 3z + 2z^2 \right) \right] \\
+ y^3 \left( 1 + 7z \right) y(-2 - 4z + 6z^2) + \frac{H(1; z)}{(y + z)(1 - y - z)} \left( y^2 \left( 1 + 3z \right) \right) \\
+ z \left( 5 - 3z - 2z^2 \right) + y \left( -1 - 8z + z^2 \right) - \frac{H(2; y)}{y(y + z)} \left( -1 + z \right) y^2 (1 + 3z) \\
- y \left( 1 + 4z + 3z^2 \right) \right] + \frac{3(y - 5z)}{y + z} H(0; y)H(2; y)^2 + \frac{3(y - 5z)}{y + z} H(3; y) \left( H(0; y) \right) \\
- H(3; y) \right) + \frac{3H(0, 1; z)}{y + z} \left[ - \frac{2H(0; y)}{1 - y} \left( 3y^2 + z(-2 + 3z) + y(-3 + 5z) \right) \right]
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\[ + \frac{H(2; y)}{y(1-y)}(6y^3 - (-1 + z)z - y^2(7 + 3z) + y(1 + 6z + 5z^2)) \]

\[ - \frac{H(3; y)}{y(1-y-z)}(z(-1 + z)(8y + z) + y^2(1 + 7z)) \] \[ + H(0, 2; y)\left(\frac{6H(0; y)}{1-y}(-1 + y + 6z) \right) \]

\[ + y + 6z \] \[ - \frac{3H(0; z)}{(1-y)(y+z)(1-y-z)}(4y^3 + y^2(-7 + 9z) + z(7 - 5z - 2z^2)) \]

\[ + y(3 - 16z + 3z^2) + \frac{6(y - 5z)}{y + z}H(1; z) \] \[ - \frac{3H(1, 0; y)}{y(y+z)(1-y-z)}H(0; z)(4y^3) \]

\[ - (-1 + z)z + y^2(-5 + 9z) + y(1 - 6z + 5z^2) \] \[ + (H(1; z) + H(2; y))(4y^3) \]

\[ - (-1 + z)z + y^2(-5 + 11z) + y(1 - 8z + 7z^2)) \] \[ + \frac{3H(2, 0; y)}{y + z}\left(\frac{H(0; z)}{y(1-y)}(4y^3) \right) \]

\[ - (-1 + z)z + y^2(-5 + 3z) + y(1 - 8z - 3z^2) \] \[ + 2(y - 5z)H(1; z) \]

\[ - \frac{3H(3, 2; y)}{y(1-y)(1-y-z)}\left[H(0; y)(4y^3 + y^2(-7 + z) + (-1 + z)z - 3y(-1 + z^2)) \right] \]

\[ + H(0; z)(1-y)(4y^2 - (1 - z)(3y - z)) \] \[ + H(1; z)\left[\frac{3H(0; y)^2}{1-y}(-1 + y + 6z) \right] \]

\[ + \frac{3H(0; y)H(0; z)}{(y+z)(1-y-z)}(4y^2 + 5(-1 + z)z + y(-3 + 9z)) \]

\[ - \frac{6z(1 + z)}{(1-y)(y+z)}H(0; z)H(2; y) \] \[ - \frac{3H(0; z)H(3; y)}{y(1-y-z)}(4y^3 - (1-z)(3y-z)) \]

\[ + \frac{3H(2; y)H(3; y)}{y(1-y)(y+z)}(6y^3 - (-1 + z)z - y^2(7 + 3z) + y(1 + 4z + 3z^2)) \]

\[ - \frac{3H(3; y)^2}{2y(y+z)(1-y-z)}(8y(-1 + z)z + (-1 + z)z^2 + y^2(1 + 7z)) \]

\[ - \frac{6H(0, 3; y)}{1-y}(-3 + 3y + 2z) \] \[ - \frac{3H(3, 0; y)}{y(1-y)(1-y-z)}(4y^3 + y^2(-7 + z) \]

\[ + (-1 + z)z - 3y(-1 + z^2)) \] \[ - \frac{3H(3, 2; y)}{y(1-y)}\left(1 + 4y^2 - z + y(-5 + 3z) \right) \]

\[ - \frac{6H(0, 0, 1; z)}{(1-y)(y+z)(1-y-z)}(-3y^2 + y^3 + 2y(1 + z) + z(-2 + z + z^2)) \]
\[-\frac{6H(0, 0, 2; y)}{1 - y}(1 + y + 6z) + \frac{3}{(1 - y)(y + z)(1 - y - z)}[H(0, 1, 0; y)(6y^3)
\]
\[+ y^2(-11 + 21z) + 3z(1 - 5z + 4z^2) + y(5 - 24z + 27z^2)] + H(0, 1, 0; z)(4y^3)
\]
\[+ 7y^2(-1 + z) + z(1 - 3z + 2z^2) + y(3 - 8z + 5z^2)] - \frac{6(y - 5z)}{y + z}H(0, 1, 1; z)
\]
\[+ \frac{3H(0, 3, 2; y)}{y(1 - y)(1 - y - z)}(10y^3 - (-1 + z)z + y^2(-19 + 11z) + y(9 - 10z + z^2))
\]
\[-\frac{6(-1 + y + 6z)}{1 - y}H(1, 0, 0; y) - \frac{3H(1, 0, 1; z)}{(1 - y)(y + z)(1 - y - z)}(6y^3 + y^2(-11 + 5z)
\]
\[+ y(5 - 2z + z^2) + z(-3 + z + 2z^2)) + \frac{3H(1, 1, 0; y)}{y(1 - y)(1 - y - z)}(1 - 3z + 2z^2)
\]
\[+ y^2(1 + 7z) + y(-2 - 4z + 6z^2)) - \frac{6H(1, 1, 0; z)}{(1 - y)(y + z)(1 - y - z)}(y^2(1 + z)
\]
\[-y(1 + 3z) - z(-2 + z + z^2)) + \frac{6(-1 + y + 6z)}{1 - y}H(1, 0, 0; y)
\]
\[+ \frac{3H(2, 1, 0; y)}{y(y + z)(1 - y - z)}(10y^3 - (-1 + z)z + y^2(-11 + 19z) + y(1 - 10z + 9z^2))
\]
\[+ \frac{3H(2, 3, 2; y)}{y(1 - y)(y + z)}(6y^3 - (-1 + z)z - y^2(7 + 3z) + y(1 + 4z + 3z^2))
\]
\[-\frac{6(y - 5z)}{y + z}H(3, 2, 2; y) - \frac{3H(3, 3, 2; y)}{y(y + z)(1 - y - z)}(8y(-1 + z)z + (-1 + z)z^2)
\]
\[+ y^2(1 + 7z)) - \frac{\xi_2}{1 - y}(52(1 - y) + 12z) - \frac{18z^2}{(1 - y)^2}H(0; y)^2
\]
\[-\frac{18z^2}{(y + z)^2}(H(1; z) + H(2; y))^2 + H(1; z)[\frac{6H(0; y)}{(1 - y)(y + z)}(y^2 + y(-1 + z)
\]
\[+ z(-1 + 6z)) - 24H(0; z) + \frac{6(y - z)}{y + z}H(3; y)] + \frac{6(5y + 3z)}{y + z}H(0, 1; z)
\]
\[+ \frac{6H(0; y)H(2; y)}{(1 - y)(y + z)}(y^2 + y(-1 + z) + z(-1 + 6z)) - \frac{6(-1 + y + 2z)}{1 - y}H(1, 0; y)
\]
\[+ \frac{6(y - z)}{y + z}H(3, 2; y) - \frac{24z}{1 - y}H(0; y) + \frac{24z}{y + z}(H(1; z) + H(2; y)) + 106. \quad (4.35)\]
Note that $R_{f}^{\text{BPS},(2)}$ for both choices of $f$ contain terms of uniform weight four resulting from HPLs and Riemann zeta function ($\zeta_n$'s) with rational coefficients, i.e., no dependence on the scaling variables $y, z$. This is exactly the case for the finite terms of FFs after subtracting the Catani’s subtraction operators and this is not to do with the exponentiation. For the Konishi operator, the results contain HPLs of different weights. Interestingly, HPLs with highest weight in the Konishi when $f = g\phi\phi$ coincide exactly with the result of the half-BPS. This is not the case for $f = \phi\lambda\lambda$. Like the half-BPS, the coefficients of leading HPLs in $R_{f}^{\text{K},(2)}$ are rational terms with no $y, z$ dependence for both choices of $f$. The reason is still unclear. Using the fortran routines of Gehrmann and Remiddi [229] we have compared the finite remainder of the half-BPS operator presented in Eq. (4.33) against the compact result presented in the (Eq. (4.32) of [7]) and found excellent agreement within the numerical accuracy. The numerical comparison for various values of $(x, y, z)$ is presented in the table below.

<table>
<thead>
<tr>
<th>$(x, y, z)$</th>
<th>$R_{3}^{(2)} [7]$</th>
<th>$R_{f}^{\text{BPS},(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1/7, 1/7, 5/7)$</td>
<td>-0.08565426912931533</td>
<td>-0.08565426912932168</td>
</tr>
<tr>
<td>$(7/9, 1/9, 1/9)$</td>
<td>-0.06628498978762110</td>
<td>-0.06628498978762294</td>
</tr>
<tr>
<td>$(4/11, 1/11, 6/11)$</td>
<td>-0.09538372586521941</td>
<td>-0.09538372586522141</td>
</tr>
<tr>
<td>$(20/33, 7/33, 6/33)$</td>
<td>-0.11365299782099999</td>
<td>-0.11365299782099962</td>
</tr>
<tr>
<td>$(10/19, 2/19, 7/19)$</td>
<td>-0.10323613406746748</td>
<td>-0.10323613406746739</td>
</tr>
<tr>
<td>$(8/17, 4/17, 5/17)$</td>
<td>-0.13812300982989027</td>
<td>-0.13812300982989134</td>
</tr>
<tr>
<td>$(75/99, 1/99, 23/99)$</td>
<td>-0.01926355459500375</td>
<td>-0.01926355459500363</td>
</tr>
<tr>
<td>$(67/79, 5/79, 7/79)$</td>
<td>-0.0424157961131384</td>
<td>-0.0424157961131386</td>
</tr>
</tbody>
</table>

Table 4.1: Numerical comparison of Eq. (4.32) of [7] against our Eq. (4.33)
4.5 Universality of leading transcendental terms

Based on the supersymmetric extensions of BFKL and DGLAP evolution equations, Kotikov and Lipatov [133–135] (see also [136, 137]) conjectured maximum transcendentality principle which implies that the anomalous dimensions of leading twist two operators in $\mathcal{N} = 4$ SYM theory contain uniform transcendental terms which are related to those in the corresponding QCD results [89, 90]. The transcendentality weight $n$ is defined by terms such as $\zeta(n), \epsilon^{-n}$ and weight of the HPLs that appear in the perturbative calculations. In $\mathcal{N} = 4$ SYM theory, scattering amplitudes of certain type [161, 228], FFs of the BPS type operators [7, 63, 220, 230], light-like Wilson loops [191, 231] and correlation functions [230–233] surprisingly exhibit this property. In [7], the two-loop three-point MHV FFs of the half-BPS operators were shown to have uniform transcendental terms in the FR functions. Using the method of symbology which uses coproducts, the FR function of the half-BPS operator at two loops was expressed in terms of transcendental weight four functions which agreed numerically with their result obtained using the unitarity based approach. Similar results for non-protected operators can be found in [70–72].

Unlike $\mathcal{N} = 4$ SYM, QCD results contain terms of all transcendental weights in addition to rational terms (zero transcendentality). But surprisingly, LT terms of anomalous dimensions of twist two operators, several FFs in QCD when $C_A = C_F = N$ and $T_f n_f = N/2$ coincide with the corresponding ones in $\mathcal{N} = 4$ SYM theory. For example, the LT terms of the amplitude for Higgs boson decaying to three on-shell gluons in QCD [54, 138] are related to the two loop three point MHV FFs of the half-BPS operators [7]. Similarly, the same is true for two point FFs of quark current operator, scalar and pseudo-scalar operators constructed out of gluon field strengths, energy momentum tensor of the QCD up to three loops. In Section 4.3.2, we determined both $K$ and $H_f^{(2)}$ appearing in Catani’s IR subtraction operator by demanding the finiteness of $\mathcal{F}_f^{(n),\text{fin}}$, $n = 1, 2$. In QCD the
single pole term in $I_f^{(2)}$ is denoted by $H_i^{(2)}$, where $i = q, \bar{q}, g$. This was shown in [84, 145] to be related to the universal cusp ($A_i$) [89, 156], collinear ($B_i$) and soft ($f_i$) [84, 89] anomalous dimensions in the following way

$$H_i^{(2)} = \frac{1}{\epsilon} \left( \frac{1}{8} B_i^{(2)} + \frac{1}{16} f_i^{(2)} - \frac{1}{32 C_i} B_i^{(1)} A_i^{(2)} - \frac{3}{16} C_i \beta_0 \zeta_2 \right),$$  

(4.36)

where $C_q = C_F$, $C_g = C_A$ and $\beta_0$ is leading coefficient of QCD $\beta$–function. Also the quantity $K$ that appears in $I_f^{(2)}$ is related to $A_i^{(2)}$. We find $H_i^{(2)} = -\frac{1}{4} N^2 \zeta_3$ after setting the QCD colour factors to $N$ and taking the LT terms of $A_i, B_i, f_i$ in Eq. (4.36). In $N = 4$ SYM for both choices of external states $f$, $H_f^{(2)} = \sum_{i=1(f)} \frac{1}{N^2} H_i^{(2)}$ (see Eq. (4.27)). Here, the factor $1/N^2$ that appears in front of $H_i^{(2)}$ is due to the definition of 't Hooft coupling constant given in Eq. (3.5). The three point FFs of the half-BPS operator presented up to two loop level for $f = g \phi \phi$ and $f = \phi \lambda \lambda$ contain terms with uniform transcendentality of weight four. On the other hand, the FFs of the Konishi operator for both the choices of $f = g \phi \phi, \phi \lambda \lambda$ do not show this behaviour. But interestingly, the LT terms of it for only $f = g \phi \phi$ agree exactly with the result of the half-BPS operator. For the choice $f = \phi \lambda \lambda$, this is not the case as the type of fields in the operator do not coincide with the external states. In summary, up to two loops, we find

$$F_{\text{K},(2)}^{g \phi \phi} \bigg|_{LT} = F_{\text{BPS},(2)}^{f}, \quad F_{\text{K},(2)}^{\phi \lambda \lambda} \bigg|_{LT} \neq F_{\text{BPS},(2)}^{f}. $$  

(4.37)

The above relations hold for finite remainders of FFs of the BPS and the Konishi operator up to two loop level.

$$R_{\text{BPS},(2)}^{g \phi \phi} = R_{\text{BPS},(2)}^{f}, \quad R_{\text{K},(2)}^{\phi \lambda \lambda} \bigg|_{LT} = R_{\text{BPS},(2)}^{f}, \quad R_{\text{K},(2)}^{g \phi \phi} \bigg|_{LT} \neq R_{\text{BPS},(2)}^{f}. $$  

(4.38)

The reason for the equality between the LT terms of the Konishi and the half-BPS for $f = g \phi \phi$ could possibly be attributed to the fact that fields in the operator and those in the external states coincide. But one requires to do this exercise with more operators to
confirm this reasoning.

4.6 Summary

In this paper we have computed the three-point on-shell FFs for the half-BPS and the Konishi operators up to two-loop order in perturbative expansion by employing the Feynman diagrammatic methods. We have regularized all the divergences using the $\overline{DR}$ scheme. We have also repeated the computation by regularising in the FDH scheme and compared against the one computed in the $\overline{DR}$ after properly modifying the FDH scheme for space-time dependent operators. We find complete agreement between the two approaches. The half-BPS operator is protected by supersymmetry and hence it does not get any quantum corrections to any order in the perturbative expansion. On the other hand, the scaling dimension of the Konishi operator receives corrections at each order in perturbation theory. The UV divergence of the form factor with the Konishi operator insertion are removed by introducing an overall renormalization constant, these constants are function of the coupling constant and the anomalous dimension, where the latter has been computed up to five-loop order in perturbation theory. These matrix elements still suffer from divergences coming from the IR sector which are of universal nature as predicted [4,130–132] in the context of QCD. The subtraction operators which encapsulate these predictions in SU(N) gauge theory are given in terms of the colour factors $C_A, C_F, n_fT_f$. In order to get the corresponding subtraction operators in $\mathcal{N} = 4$ SYM theory (see Eq. (4.25)) we have put $\beta = 0$. The two unknown quantities, $K$ and $H^{(2)}_f(\epsilon)$, appearing in the subtraction operators have been computed by demanding that the subtraction operators cancel all the IR divergences in the three point FFs. We find out that $K$ and $H^{(2)}_f(\epsilon)$ are the highest transcendental parts of the corresponding expressions in QCD when proper colour assignments are performed. In this context, we want to mention about some observations that we have made in our earlier work [5] discussed in Chapter 3. The Sudakov FF in $\mathcal{N} = 4$ SYM theory was shown to satisfy the K+G equation, whose solution can be expressed
in terms of collinear, soft and cusp anomalous dimensions. We have observed that these quantities are also the highest transcendental parts of the corresponding expressions in QCD, on assigning proper colour factors. Also the coefficient of the single pole at each order in perturbative expansion coincides with the highest transcendental part of $(2B_i + f_i)$. The UV and IR finite three-point FFs, $\mathcal{F}_{\text{K},(2),\text{fin}}$ show some interesting features. For the half-BPS operator the FF results at one and two loop orders in perturbative expansion for both external states contain only highest transcendental terms (two and four respectively), expressed fully in terms of HPLs and $\zeta_2$ (see Eqs. (C.1, C.2)). The coefficients of these HPLs and $\zeta$’s are not functions of any kinematical invariants. It is interesting to note that the Sudakov FF results for the above operator was also found not to depend on the nature of the external legs. In contrast to the half-BPS operator, the three point FF result for the Konishi operator contains both highest as well as lower transcendental terms. When computed between $g\phi\phi$ external state the FF result for the Konishi operator has the same highest transcendental contribution as that of the half-BPS operator. But for the same operator with $\phi\lambda\lambda$ external state, there is no resemblance of LT terms with the half-BPS counterpart.

It is well known that the IR divergences of MHV amplitudes have an exponential structure (BDS ansatz). Such a behavior is reminiscent of the factorisation properties of gauge theory amplitudes. However we can also see this kind of exponentiation in FFs. By exponentiating the one loop IR singularities following BDS like exponentiation, we compute the FR functions $R_{f}^{(2)}$ (see Eq. (4.28)). We have presented the FR functions of the three point FFs for both the operators up to second order in perturbative expansion for both choices of $f$. The authors in [222] have computed three point function of the half-BPS operator between the states $f = g\phi\phi$ using unitarity based techniques and presented their result in compact form using the method of symbols that uses coproducts. Our result on the half-BPS for $f = g\phi\phi$ presented in terms of HPLs numerically agree with theirs presented in terms of classical polylogarithms for the FR function.
The LT terms of the FR function for the Konishi operator computed between $g\phi\phi$ external state coincide with the corresponding one of the half-BPS. However, for the $\phi\lambda\lambda$ external state we find that the expressions for the Konishi and the half-BPS operators do not have anything common. The reason for the agreement for $g\phi\phi$ state could be due to the fact that both the Konishi operator and the external states have two scalar fields in common. To explore this further, we need more data on other unprotected operators.
5 Threshold resummation of the rapidity distribution for Higgs production at NNLO+NNLL

The materials presented in this chapter are the result of an original research done in collaboration with Pulak Banerjee, Goutam Das and V. Ravindran, and these are based on the published article [9].

5.1 Prologue

With the successful running of the LHC at CERN and precise theoretical predictions from various state-of-the-art computations, we can now test the SM of particle physics with unprecedented accuracy and also severely constrain many physics BSM scenarios. The spectacular discovery [1, 2] of a scalar particle and the most precise prediction on its production cross section [234] improved our understanding of the symmetry breaking mechanism, namely, the Higgs mechanism. The copious production of vector bosons Zs and W±s and lepton pairs at the LHC through Drell-Yan process [235], which are used to precisely measure the PDFs [236–240] are also very important to study.

While inclusive rates are important for any phenomenological study, the differential cross sections often carry more information on the nature of interaction and quantum number of
particles produced in the hard collisions. Rapidity distributions of Drell-Yan pair [77], Z
boson [78], and charge asymmetries of leptons in \( W^\pm \) boson decays [79] are already used
to measure PDFs. Possible excess events in these distributions can hint at BSM physics,
namely, R-parity violating supersymmetric models [80], models with \( Z' \) or with contact
interactions, and large extra-dimension models [81,82]. Like in Drell-Yan, measurements
of transverse momentum and rapidity distributions of the Higgs boson will be very use-
ful to study the properties of the Higgs boson and its couplings. Theoretical predictions
for inclusive production [36, 39, 241–252] as well as the rapidity distribution [253, 254]
of di-leptons in Drell-Yan production and the Higgs bosons in gluon-gluon fusion have
been known to NNLO in pQCD for long time. A few years back, a complete N\(^3\)LO pre-
diction [234] for inclusive Higgs production became available after its SV contributions
(N\(^3\)LO\(_{SV}\)) were computed in Ref. [255], see also Refs. [84,85,256–258] for earlier works
and Ref. [259,260] for Higgs productions in other channels at N\(^3\)LO\(_{SV}\) and Ref. [261] for
a renormalization group improved prediction to all orders for \( gg \rightarrow H \). For Drell-Yan, so
far, only N\(^3\)LO in the SV approximation is known [88], see also Ref. [262,263].

Both inclusive and differential cross sections are often plagued with large logarithms re-
sulting from certain boundaries of the phase space, spoiling the reliability of the fixed-
order predictions. In the inclusive case, this happens when partonic scaling variable
\( z = Q^2/\hat{s} \rightarrow 1 \), i.e., threshold limit, resulting from the emission of soft gluons in the
DY process (\( Q^2 = m_{l^+_l^-}^2 \)) and in Higgs production (\( Q^2 = M_H^2 \)), where \( m_{l^+_l^-} \), \( M_H \), and \( \hat{s} \)
are the invariant mass of the dileptons, the mass of the Higgs boson, and centre-of-mass
energy squared of the partonic subprocess, respectively. One finds a similar problem
when the transverse momentum of the final state becomes small. The resolution to this
is to resum these large logarithms to all orders in perturbation theory. To achieve this,
several approaches exist in the literature for both inclusive rates (see Refs. [92,93,264]
for the earliest approach) as well as for transverse momentum distributions [265–273].
Catani and Trentadue, in their seminal work [93], demonstrated the resummation of lead-
ning large logarithms for the inclusive rates in Mellin space and extended their approach
to a differential $x_F$ distribution using double Mellin moments. In the recent past, there have been several approaches to perform threshold resummation for rapidity distribution. In Ref. [274–277], an appropriate Fourier transformation for the rapidity variable resums certain logarithms for the rapidity distribution, and in Ref. [278–280], the authors have used SCET to identify the potential large logarithms that can be resummed (see also Ref. [281] for resumming timelike logarithms using SCET).

In Refs. [84, 85], one of the authors of the present article developed $z$-space formalism to obtain a soft distribution function that captures the threshold-enhanced part of the inclusive production of any colourless particle, using factorization properties of cross sections and K+G equations that the form factor as well as soft distribution function satisfy. In Ref. [85], it was shown that the $N$-th Mellin moment of the finite part of the universal soft distribution function was nothing but the threshold exponent á la Sterman [92] and Catani and Trentadue [93, 264]. The same approach was later extended to obtain rapidity distributions of lepton pairs, Higgs boson [282], and $Z$ and $W^\pm$ [283] using two scaling variables $z_1$ and $z_2$ in the threshold limit up to $N^3$LO level [284, 285].

In this chapter of the thesis, we derive an all order resummed result in two-dimensional Mellin space for rapidity distribution of a colorless final state $F$ that can be produced in hadron colliders and present the numerical impact only for the production of the scalar Higgs boson at the LHC. We work with double Mellin variables $N_1$ and $N_2$ corresponding to $z_1$ and $z_2$ in $z$ space and demonstrate the resummation of large logarithms proportional to $\ln N_i$ (in $z$ space, these correspond to plus distributions in both the variables $z_1$ and $z_2$) in the limit $N_i \to \infty$ ($z_i \to 1$). Our approach, while it follows Ref. [93], differs from Refs. [275, 277–280] in the way the threshold limits are defined. In the latter, resummation is done in Mellin-Fourier space spanned by $(N, M)$, which corresponds to the scaling variable $z$ and the partonic rapidity $y_p$. By taking the limit $N \to \infty$ and keeping $M$ fixed, the resummed result turns out to be identical to the inclusive one.

We begin this chapter by presenting theoretical framework in Sec. 5.2 where we have
demonstrated the theory as well as computational procedure to obtain the results we are aiming for. Then in Sec. 5.3 we derived the numerical implications of our result at the LHC before summarising in Sec. 5.4.

5.2 Theoretical framework

The rapidity distribution of the state $F$ can be written as

$$
\frac{d\sigma^I}{dy} = \sigma^I_B \sum_{ab=qg} \int_{x_1^0}^{x_1^0} \int_{x_2^0}^{x_2^0} \mathcal{H}_{ab} \left( \frac{x_1^0}{z_1}, \frac{x_2^0}{z_2}, \mu_F^2 \right) \Delta_{d,ab}(z_1, z_2, q^2, \mu_R^2, \mu_F^2). \tag{5.1}
$$

In the above, $\mu_R$ is the ultraviolet renormalization scale, the hadron level rapidity $y = \frac{1}{2} \ln(p_2.q/p_1.q) = \frac{1}{2} \ln(x_1^0/x_2^0)$ and $\tau = q^2/S = x_1^0 x_2^0$, $q$ being the momentum of the final state $F$, $S = (p_1 + p_2)^2$, where $p_i$ are the momenta of incoming hadrons $P_i$ ($i = 1, 2$). For the Drell-Yan process ($I = q$), the state $F$ is a pair of leptons with invariant mass $q^2$, $\sigma^I = d\sigma^q(\tau, q^2, y)/dq^2$ whereas for the Higgs boson production through gluon (bottom-antibottom) fusion $[I = g(b)]$, $\sigma^I = \sigma^{g(b)}(\tau, q^2, y)$. The function $\mathcal{H}_{ab}^I$ in Eq.(5.1) is given by

$$
\mathcal{H}_{ab}^I(x_1, x_2, \mu_F^2) = f_{a}^{P_1}(x_1, \mu_F^2) f_{b}^{P_2}(x_2, \mu_P^2), \tag{5.2}
$$

where $f_{a}^{P_i}(x_1, \mu_F^2)$ and $f_{b}^{P_2}(x_2, \mu_P^2)$ are the PDFs with momentum fractions $x_i$ ($i = 1, 2$), renormalized at the factorization scale $\mu_F$. The partonic coefficient functions, $\Delta_{d,ab}^I$, depend on the parton-level scaling variables $z_i = \frac{x_i^0}{x_i}, i = 1, 2$.

Using factorization properties of the cross sections and renormalization group invariance, in Ref. [282], the threshold-enhanced contribution to the $\Delta_{d,ab}^I$ denoted by $\Delta_{d,ab}^{SV}$ was shown to exponentiate as

$$
\Delta_{d,ab}^{SV} = C \exp \left( \psi_{d}^I(q^2, \mu_R^2, \mu_P^2, z_1, z_2, \epsilon) \right) \bigg|_{\epsilon = 0}. \tag{5.3}
$$
where the exponent $\Psi_d^I$ is both UV and IR finite to all orders in perturbation theory. It contains finite distributions computed in $4 + \epsilon$ space-time dimensions expressed in terms of two shifted scaling variables $\bar{z}_1 = 1 - z_1$ and $\bar{z}_2 = 1 - z_2$.

\[
\Psi_d^I = \left[ \ln \left( Z^I(\hat{a}_s, \mu_R^2, \mu^2, \epsilon) \right) + \ln \left| \hat{F}^I(\hat{a}_s, Q^2, \mu^2, \epsilon) \right| \right] \delta(\bar{z}_1) \delta(\bar{z}_2)
- C \left( \ln \Gamma_{II}(\hat{a}_s, \mu^2, \bar{z}_1, \epsilon) \delta(\bar{z}_2) + (\bar{z}_1 \leftrightarrow \bar{z}_2) \right) + 2 \Phi_d^I(\hat{a}_s, q^2, \mu^2, \bar{z}_1, \bar{z}_2, \epsilon),
\tag{5.4}
\]

where $Q^2 = -q^2$ and the scale $\mu$ is introduced to define the dimensionless strong coupling constant $\hat{a}_s = \hat{g}_s^2 / 16\pi^2$ in dimensional regularization, which is related to the renormalized one, $a_s$ through the renormalization constant $Z^I(a_s(\mu_R^2))$. The definition of double Mellin convolution $C$ is given in Ref. [282]. The overall operator renormalization constant $Z^I$ renormalizes the bare form factor $\hat{F}^I$; the corresponding anomalous dimension is denoted by $\gamma_I$ and the diagonal mass factorization kernels $\Gamma_{II}$ remove the collinear singularities.

We have factored out $\hat{F}^I$ and $\Gamma_{II}$ in $\Delta_2^I$ in such a way that the remaining soft distribution function, $\Phi_d^I$, contains only soft gluon contributions. Both $\hat{F}^I$ and $\Phi_d^I$ satisfy Sudakov-type differential equations (suppressing the arguments $\hat{a}_s, \mu^2, \bar{z}_1, \bar{z}_2$ for brevity),

\[
\chi^2 \frac{d}{d\chi^2} \Pi^I_d = \frac{1}{2} \left[ K^I_{d,II}(\mu_R^2, \epsilon) + G^I_{d,II}(\chi^2, \mu_R^2, \epsilon) \right],
\tag{5.5}
\]

where $\chi^2 = Q^2$ for $\Pi^I_d = \ln \hat{F}^I$ and $\chi^2 = q^2$ for $\Pi^I_d = \Phi_d^I$. The constants $K^I_{d,II}(\mu_R^2, \epsilon)$ contain singular terms in $\epsilon$ and the $G^I_{d,II}(\chi^2, \mu_R^2, \epsilon)$ are finite in $\epsilon$. It is straightforward to solve the above differential equations in powers of $a_s$, and they can be found in Refs. [84, 85, 282, 284]. Substituting these solutions in Eq. (5.4) and setting $\mu_R^2 = \mu^2$, we find

\[
\Psi_d^I = \delta(\bar{z}_2) \left[ \frac{1}{\bar{z}_1} \left\{ \int_{\mu_R^2}^{\chi^2} \frac{d\lambda^2}{\lambda^2} A^I(a_s(\lambda^2)) \right\} \right] + \frac{1}{2} \left\{ A^I(a_s(\bar{z}_{12})) + \frac{dD^I_d(a_s(\bar{z}_{12}))}{d \ln \bar{z}_{12}} \right\} + \frac{1}{2} \delta(\bar{z}_1) \delta(\bar{z}_2) \ln \left( g^I_{d,b}(a_s(\mu_R^2)) \right) + \bar{z}_1 \leftrightarrow \bar{z}_2,
\tag{5.6}
\]

where the subscript $+$ indicates the standard plus distribution, $A^I$ are cusp anomalous
dimensions and the constants $z_{12} = q^2 z_1 z_2$. The finite function $D'_q$ is defined through $G_{d,0}^I(q^2, z_i, \epsilon)$ in the limit $\epsilon \to 0$ expanded in $a_s$ as

$$
D'_q(a_s(q^2 z_i)) = \sum_{j=1}^{\infty} a_s^j(q^2 z_i) G_{d,0}^{I(j)}(q^2, z_i, \epsilon) \Big|_{\epsilon=0} = \sum_{j=1}^{\infty} a_s^j(q^2 z_i) \left( C_{d,j} - f^j + \sum_{k=1}^{\infty} \epsilon^k \bar{G}_{d,j}^{I(k)} \right) \Big|_{\epsilon=0}
$$

The constants $C_{d,j}^I$ can be expressed in terms of lower order $\bar{G}_{d,j}^{I,k}$ (see Eq. (32) of Ref. [282]), and the soft anomalous dimensions $f^j$ are known up to three loops (see Refs. [145, 286]). The constants $\bar{G}_{d,j}^{I,k}$ and hence $D'_d$ in Eq. (5.7) can be determined using

$$
\int_0^1 dx_1 \int_0^1 dx_2 \left( \frac{\sigma}{N-1} \right)^{N-1} \frac{d\sigma}{dy} = \int_0^1 d\tau \tau^{N-1} \sigma^I, \quad (5.7)
$$

where the $\sigma^I$ is the inclusive cross section. Since we are interested in the threshold limit, we consider the limit $N \to \infty$ on both sides and use the well-known threshold resummed inclusive cross section, $\sigma^I_{\text{res}}$, in $N$ space to obtain the unknown constants $\bar{G}_{d,j}^{I,k}$ and hence the unknown $D'_q$. Alternatively, we can use the $z$-space approach to determine these constants in terms of the corresponding ones from the inclusive cross section as they are independent of scaling variables $z_i$ and $z$. Hence, using the $z$-space formalism for the inclusive cross section described in Refs. [84, 85] and for rapidity distribution in Ref. [282], we can express $\bar{G}_{d,j}^{I,k}$ in terms of $\bar{G}_{I}^{I,k}$. Substituting these constants in Eq. (5.7), expanding $D'_d$ in powers $a_s$ as $D'_d = \sum_{j=1}^{\infty} a_s^j D_{d,j}^I$ and comparing against $D^I$ from the inclusive cross section, we obtain

$$
\begin{align*}
D_{d,1}^I &= D^I, \\
D_{d,2}^I &= D^I - \zeta_2 \beta_0 A_1^I, \\
D_{d,3}^I &= D^I - \zeta_2 \left( \beta_1 A_1^I + 2 \beta_0 A_2^I + 2 \beta_0^2 f_1^1 \right) - 4 \zeta_3 \beta_0^3 A_1^I.
\end{align*}
$$

(5.8)

From the above equations it is clear that $D_{d,j}^I = D_{d,j}^I C_A / C_F$, $j = 1, 2, 3$, i.e., maximally non-Abelian. Following Ref. [287] and defining $\omega = a_s \beta_0 \ln(N_1 N_2)$ where $N_i = e^{\gamma_E} N_i$, $i =
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1, 2, we find

\[ \tilde{\Delta}_{d,1}^\text{SV}(\omega) = \int_0^1 dz_1 z_1^{\gamma_1} \int_0^1 dz_2 z_2^{\gamma_2-1} \Delta_{d,1}^\text{SV} = g_d^I(a_s) \exp \left( g_d^I(a_s, \omega) \right), \quad (5.9) \]

where \( \gamma_E = 0.57721566 \ldots \) is the Euler-Mascheroni constant. The exponent \( g_d^I(a_s, \omega) \) takes the canonical form:

\[ g_d^I(a_s, \omega) = g_{d,1}^I(\omega) \ln(N_1 N_2) + \sum_{i=0}^\infty d_{si} g_{d,i+2}^I(\omega). \quad (5.10) \]

Rescaling the constants by \( \beta_0 \) as \( \tilde{g}_{d,1}^I = g_{d,1}^I, \tilde{g}_{d,i+2}^I = g_{d,i+2}^I/\beta_0^i, \tilde{A}_i = A_i/\beta_0^i, \tilde{D}_d^I = D_d^I/\beta_0^i \) and \( \tilde{\beta}_i = \beta_i/\beta_0^i \), we find

\[ \tilde{g}_{d,1}^I = \tilde{A}_1^I \frac{1}{\omega} \left[ \omega + (1 - \omega) \ln(1 - \omega) \right], \]

\[ \tilde{g}_{d,2}^I = \omega \left[ \tilde{A}_1^I \tilde{\beta}_1 - \frac{3}{2} \right] - \tilde{A}_3^I + (2 + \omega) \tilde{\beta}_1 \tilde{A}_2^I + \left[ (\omega - 2) \tilde{\beta}_2 - \omega \tilde{\beta}_3^2 - 2 \tilde{\xi}_2 \right] \tilde{A}_1^I + 2 \tilde{D}_{d,2}^I \]

\[ -2 \tilde{\beta}_1 \tilde{D}_{d,1}^I \ln(1 - \omega) \tilde{A}_1^I - \left[ \tilde{\beta}_1 \left( \tilde{A}_2^I - \tilde{D}_{d,1}^I \right) - \tilde{A}_1^I \tilde{\beta}_1 \right] \tilde{A}_1^I \tilde{\beta}_1 + \frac{\ln^2(1 - \omega)}{2(1 - \omega)} \tilde{A}_1^I \tilde{\beta}_1^2 \]

\[ + L_{qr} \ln(1 - \omega) \tilde{A}_1^I + L_{qr} \tilde{A}_1^I, \]

\[ \tilde{g}_{d,3}^I = -\frac{\omega}{2} \tilde{A}_3^I - \frac{\omega}{2(1 - \omega)} \tilde{A}_3^I - \tilde{A}_3^I + (2 + \omega) \tilde{\beta}_1 \tilde{A}_2^I + \left[ (\omega - 2) \tilde{\beta}_2 - \omega \tilde{\beta}_3^2 - 2 \tilde{\xi}_2 \right] \tilde{A}_1^I + 2 \tilde{D}_{d,2}^I \]

\[ -2 \tilde{\beta}_1 \tilde{D}_{d,1}^I \ln(1 - \omega) \tilde{A}_1^I - \left[ \tilde{\beta}_1 \left( \tilde{A}_2^I - \tilde{D}_{d,1}^I \right) - \tilde{A}_1^I \tilde{\beta}_1 \right] \tilde{A}_1^I \tilde{\beta}_1 + \frac{\ln^2(1 - \omega)}{2(1 - \omega)} \tilde{A}_1^I \tilde{\beta}_1^2 \]

\[ + L_{qr} \ln(1 - \omega) \tilde{A}_1^I + L_{qr} \tilde{A}_1^I, \]

\[ \tilde{g}_{d,4}^I = -\frac{\omega}{3} \tilde{A}_4^I + \frac{1}{6} \frac{\omega(2 - \omega)}{(1 - \omega)^2} \left[ \tilde{A}_4^I - 3 \tilde{D}_{d,3}^I + 6 \tilde{\xi}_2 (\tilde{A}_2^I - \tilde{D}_{d,1}^I) + 4 \tilde{A}_1^I \tilde{\xi}_3 \right] \]

\[ + \frac{1}{12} \frac{1}{(1 - \omega)^2} \left[ \omega (4 \omega^2 - 3(2 - \omega) + \omega) \tilde{A}_2^I + \omega (4 \omega^2 (\tilde{\beta}_2 - \tilde{\beta}_1^2) + 3(2 - \omega) \tilde{\beta}_3^2) \tilde{A}_2^I \right. \]

\[ + \omega (4 \omega^2 (\tilde{\beta}_2 - \tilde{\beta}_1^2) + 3(2 - 2 \omega) (\tilde{\beta}_2 - \tilde{\beta}_3^2)) \tilde{A}_1^I + 6 \omega (2 - \omega) \tilde{\beta}_2 \tilde{D}_{d,2}^I \]

\[ + 6 \omega^2 (\tilde{\beta}_2 - \tilde{\beta}_3) \tilde{D}_{d,1}^I \right] + \frac{1}{6} \frac{1}{(1 - \omega)^2} \left[ - \ln^3(1 - \omega) \tilde{A}_1^I \tilde{\beta}_1 + 3 \ln^2(1 - \omega) \tilde{\beta}_1 \tilde{A}_2^I - \tilde{D}_{d,1}^I \right. \]

\[ + 3 \ln(1 - \omega) \left[ \tilde{\beta}_1 \tilde{A}_2^I - \tilde{A}_3^I \right] + \left[ (1 - \omega)^2 \tilde{\beta}_3 + \omega^2 \tilde{\beta}_1 (\tilde{\beta}_2^2 - 2 \tilde{\beta}_3) - \tilde{\beta}_1 (\tilde{\beta}_2 (1 - 2 \omega) \right] \]
where \( L_{fr} = \ln(\mu_f^2/\mu_R^2), L_{qr} = \ln(q^2/\mu_R^2) \). Expanding \( \ln(g_{d,0}^I) \) as \( \ln(g_{d,0}^I) = \sum_{i=1}^{\infty} a_i^{(i)} p_0^{(i)} \), we find

\[
\begin{align*}
p^{(1)}_0 &= 2G^{l,1}_{d,1} + 2\overline{G}^{l,1}_{d,1} + 4A^l_1 \xi_2 - 2L_{fr}B_1 + 2L_{qr}(B_1 - \gamma'_{0}), \\
p^{(2)}_0 &= G^{l,1}_2 + \overline{G}^{l,1}_{d,2} + 2\beta_0 (G^{l,2}_1 + \overline{G}^{l,2}_{d,1} + 2\zeta_2 (2A^l_1 + \beta_0 (3B_1^l + 2f_1^l - 3\gamma'_{0})) + \frac{2}{3} A^l_1 \beta_0 \zeta_3 \\
&+ 2L_{fr}B_2 + L_{qr}(2B_2^l - 2\gamma'_1 - \beta_0 (2G^{l,1}_1 + 2\overline{G}^{l,1}_{d,1} + 4A^l_1 \xi_2)) \\
&+ L_{qr}^2 \beta_0 (-B_1 + \gamma'_0), \\
p^{(3)}_0 &= \frac{1}{3} \left[ 2G^{l,1}_3 + 2\overline{G}^{l,1}_{d,3} + 12A^l_2 \xi_2 + \beta_1 \left( 4G^{l,2}_1 + 4\overline{G}^{l,2}_{d,1} + 18B_1^0 + 12f_1^0 - 18\gamma'_0 \right) \xi_2 + 2A^l_1 \zeta_3 \right] \\
&+ 4\beta_0 [A^l_2 + \beta_0 f_1^0] \xi_3 + 2\beta_0 [2G^{l,2}_1 + 2\overline{G}^{l,2}_{d,1} + \left( 18B_1^0 + 12f_1^0 - 18\gamma'_0 \right) \xi_2] + \beta_0^2 \left( 8G^{l,3}_1 + 8\overline{G}^{l,3}_{d,1} - 3\xi_2 (12G^{l,1}_1 + 8\overline{G}^{l,1}_{d,1} + \frac{8}{3} A^l_1 \zeta_3) \right) \\
&+ 2L_{fr}B_3 + L_{qr} (2B_3^l - \beta_1 [2G^{l,1}_1 + 2\overline{G}^{l,1}_{d,1} + 4A^l_1 \xi_2] - 2 \gamma'_1 + \beta_0 (G^{l,1}_2 + \overline{G}^{l,1}_{d,2}) ) \\
&+ 4A^l_3 \zeta_2 \right) + \beta_0 \left( 2G^{l,2}_1 + 2\overline{G}^{l,2}_{d,1} + (6B_1^0 + 4f_1^0 - 6\gamma'_0) \xi_2 + \frac{2}{3} A^l_1 \zeta_3 \right) \\
&+ L_{qr} \left( 2\beta_0 (\gamma'_1 - B_2^0) + \beta_1 (\gamma'_0 - B_1^0) + 2\beta_0 (G^{l,1}_1 + \overline{G}^{l,1}_{d,1} + 4A^l_1 \zeta_2) \right) \\
&+ \frac{2}{3} L_{qr} \beta_0 (B_1^l - \gamma'_0). \end{align*}
\]

In the above equation, \( G_{f,k}^{l} \) are obtained from the \( \epsilon \)-dependent part of \( G_{d,f}^{l} \). The all-order resummed result given in Eq. (5.9) is the main result of this work. Exponentiation of the functions \( g_{d,0}^l \) resums the terms \( a_i \beta_0 \ln(\overline{\xi}_1 N_2) \) systematically to all orders in perturbation
theory analogous to the inclusive one (see Ref. [287]). The resummed result can be used to study the rapidity distribution of any colorless particle $F$ produced in hadron-hadron collision. In this thesis, we restrict ourselves to the production of a scalar Higgs boson at the LHC and present the numerical impact of the resummed result over the fixed-order result known to NNLO level [102]. This is obtained using

$$\frac{d\sigma^{g,\text{res}}}{dy} = \frac{d\sigma^{g,\text{f.o}}}{dy} + \sigma_g^b \int_{c_1-i\epsilon}^{c_1+i\epsilon} \frac{dN_1}{2\pi i} \int_{c_2-i\epsilon}^{c_2+i\epsilon} \frac{dN_2}{2\pi i} e^{i(N_2'-N_1')} \left( \sqrt{t} \right)^{-2-N_1'-N_2'} \tilde{f}_g(N_1') \tilde{f}_g(N_2')$$

(5.13)

where $N_i' = N_i + 1, i = 1, 2$. In the above equation, the superscript "f.o" refers to the fixed-order result in $\alpha_s$ and "res" refers to the resummed result. The subscript "trunc" refers to the result obtained from Eq. (5.9) by truncating at desired accuracy in $\alpha_s$. The constants $g_{d,0}^g$ and $g_{d,i}^g$ that appear in $\tilde{\Delta}_{d,g}^{SV}$ are functions of cusp ($A_g^k$), collinear ($B_g^k$), soft ($f_g^k$), UV ($\gamma_g^k$) anomalous dimensions and universal soft terms $\overline{\mathcal{G}}_d^{g,j}$ and process-dependent constants $G_j^{g,i}$ of virtual corrections, and they are known to NNLL accuracy. We performed double Mellin inversions to obtain the final result in terms of $\tau$ and $y$ and used minimal prescription advocated in Ref. [288]. For the resummed result to $N^n\text{LO} + N^n\text{LL}$ we need f.o to $N^n\text{LO}$ accuracy and $\tilde{\Delta}_{d,g}^{SV}$ to $N^n\text{LL}$ accuracy. For the latter, we need $g_{d,0}^g$ up to order $a_s^n$, and for the exponent, we need all the terms up to $g_{d,n+1}^g$.

## 5.3 Phenomenology

In the following we study the numerical impact of resummed contributions up to NNLL accuracy for the rapidity distribution of a scalar Higgs boson of mass $M_H = 125$ GeV at the LHC with $\sqrt{s} = 13$ TeV. We have set the number of flavors $n_f = 5$ and the top mass at 173 GeV and use MMHT 2014 [237] PDFs along with the corresponding values of $\alpha_s$ for LO, NLO, and NNLO through the LHAPDF [289] interface, unless otherwise stated. We use the publicly available code FEHIP [102] to obtain $d\sigma^{g,\text{f.o}}/dy$ up to NNLO level.
Threshold resummation of the rapidity distribution for Higgs production at NNLO+NNLL

Figure 5.1: Higgs rapidity distributions for fixed-order (left panel) and resummed contributions (right panel) are presented with corresponding $K$ factors on lower panels around the central scale $\mu_R = \mu_F = M_H$.

We have developed an in-house Fortran code to perform double Mellin inversion for the resummed contributions computed in this thesis. In Fig. 5.1, using Eq. (5.13), we present the production cross section for the scalar Higgs boson as a function of its rapidity $y$ up to NNLO in the left panel and to NNLO+NNLL in the right panel along with the respective K factors. The K factor at a given order, say, at $n^{\text{LO}}$ ($n^{\text{LO}} + n^{\text{LL}}$), is defined by the cross section at that order normalized by the same at LO (LO+LL) at $\mu_R = \mu_F = M_H$. The symmetric band at each order is generated by varying $\mu_R$ and $\mu_F$ between $[M_H/2, 2M_H]$ around the central scale $\mu_R = \mu_F = M_H$ with the constraint $1/2 \leq \mu_R/\mu_F \leq 2$, adding and subtracting the highest possible errors from all the scale combinations to the central scale.

We find that the magnitude and sign of the resummed contribution do vary depending on the order in $\alpha_s$ as well the exact values of $y$ and the scales $\mu_R, \mu_F$.

In particular, at the central scale $\mu = \mu_R = \mu_F = M_H$, the percentage correction from the leading-logarithmic (LL) contribution goes from 40% to 50% whereas for next-to-
leading-logarithmic (NLL), we find that it varies from 17% to 24% and for NNLL it varies from 6% to 10% in the region $0 \leq y \leq 2.4$, which is evident from Table 5.1.

<table>
<thead>
<tr>
<th>$y$</th>
<th>LO</th>
<th>LO+LL</th>
<th>NLO</th>
<th>NLO+NLL</th>
<th>NNLO</th>
<th>NNLO+NNLL</th>
<th>NNLO+NNLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>4.435±1.145</td>
<td>6.231±1.950</td>
<td>8.255±1.684</td>
<td>9.632±2.286</td>
<td>10.329±1.088</td>
<td>10.938±1.050</td>
<td>10.517±0.820</td>
</tr>
<tr>
<td>0.8</td>
<td>4.134±1.067</td>
<td>5.833±1.831</td>
<td>7.517±1.530</td>
<td>8.820±2.124</td>
<td>9.407±0.988</td>
<td>9.992±1.025</td>
<td>9.641±0.718</td>
</tr>
<tr>
<td>1.6</td>
<td>3.189±0.819</td>
<td>4.630±1.468</td>
<td>5.522±1.117</td>
<td>6.611±1.676</td>
<td>6.877±0.744</td>
<td>7.380±0.849</td>
<td>7.045±0.563</td>
</tr>
<tr>
<td>2.4</td>
<td>1.904±0.492</td>
<td>2.887±0.942</td>
<td>2.985±0.597</td>
<td>3.715±0.998</td>
<td>3.683±0.410</td>
<td>4.040±0.501</td>
<td>3.821±0.305</td>
</tr>
</tbody>
</table>

Table 5.1: Fixed-order and resummed results for Higgs rapidity distribution with corresponding absolute error for different benchmark values of $y$.

Interestingly, at $\mu = M_H/2$, we find that the cross section at NNLO+NNLL is very close to NNLO for a wider range of $y$ indicating that $\mu = M_H/2$ is a good choice for the fixed-order predictions. A similar conclusion was arrived at in Ref. [253] for the inclusive production of the Higgs boson. From the upper-left panel of Fig. 5.1, we also observe that LO and NLO predictions do not overlap around the central rapidity region. However, at NNLO, partial overlap indicates that the inclusion of higher-order corrections has increased the convergence of perturbation series. The upper-right panel shows the effect of resummation over the fixed order result. We observe that LO+LL has overlap with NLO+NLL for all values of rapidity. In addition, the distribution at NNLO+NNLL falls completely within NLO+NLL band. In fact, NNLO+NNLL increases approximately by 13% with respect to NLO+NLL; the corresponding number for NNLO over NLO is approximately 25%. This implies that the perturbative convergence at the resummed level is better compared to the fixed order result. We have also chosen $M_H/2$ as the central scale and found out that the choice of central scale has a minimum effect on the resummed result at NNLO+NNLL; i.e., the resum result at this order stabilizes irrespective of the
above-mentioned choices, whereas at fixed order, this does not happen. Based on the above observations, we can predict that the $N^3LO$ will be very close to $NNLO+NNLL$ and the $N^3LO + N^3LL$ result will lie within the $NNLO+NNLL$ uncertainty band. In the Table 5.1, the impact of $N^3LL$ on the NNLO result is also presented.

To understand the impact of unphysical scales $\mu_R$ and $\mu_F$ on our resummed results, we first varied one while fixing the other to $M_H$ and then varied both simultaneously for various values of rapidity $y$, the results are presented in Fig. 5.2. As expected, the running coupling constant decreased the cross section as we increased $\mu_R$, while the opposite behaviour was observed for $\mu_F$ both in fixed-order and in resummed results. Varying these two scales simultaneously led to a cancellation of the two different behaviors, and the amount of cancellation depended on order of perturbation $n$ and value of $y$. Finally, to study the impact of choice of PDFs, in Table 5.2, we have presented the results at $NNLO+NNLL$ using the central PDF of each PDF group.

Figure 5.2: $\mu_F, \mu_R$ scale variations for the NLO+NLL (dashed) and NNLO+NNLL (solid) cases for different benchmark $y$ values (starting from the top, $y = 0, 0.8, 1.6, 2.4$).
Table 5.2: Using different PDFs, NNLO+NNLL contributions to rapidity distribution for $y = 0, 0.8, 1.6, 2.4$.

<table>
<thead>
<tr>
<th>$y$</th>
<th>MMHT</th>
<th>ABMP</th>
<th>CT10</th>
<th>NNPDF</th>
<th>PDF4LHC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>10.938</td>
<td>10.654</td>
<td>10.709</td>
<td>11.302</td>
<td>10.850</td>
</tr>
<tr>
<td>0.8</td>
<td>9.992</td>
<td>9.713</td>
<td>9.820</td>
<td>10.378</td>
<td>9.977</td>
</tr>
<tr>
<td>1.6</td>
<td>7.380</td>
<td>7.043</td>
<td>7.362</td>
<td>7.758</td>
<td>7.456</td>
</tr>
<tr>
<td>2.4</td>
<td>4.040</td>
<td>3.727</td>
<td>4.105</td>
<td>4.111</td>
<td>4.075</td>
</tr>
</tbody>
</table>

5.4 Summary

In this chapter, we have developed a formalism to resum threshold logarithms in double Mellin space for the rapidity distribution of a colorless final state $F$ produced in the hadron collider. We have derived for the first time compact and most general expressions for resummed exponents $g_i^d$ up to NNLO+NNLL accuracy. We find that the resummed result not only changes the fixed order predictions but also remarkably improves the perturbative convergence. We observe that the resummed result at NNLO+NNLL stabilizes over fixed order irrespective of the choices of the central scale between $[M_H/2, 2M_H]$. We have also studied the impact of PDFs on the predictions. The present study can easily be extended to Drell-Yan [290], pseudo-scalar, and $W^\pm$ and $Z$ productions as well as the production of the Higgs boson in $b\bar{b}$ annihilation at hadron colliders.
6 Conclusion

No doubt, the whole particle physics community is standing on the verge of a crucial era, where the main task is to confirm the SM to an unprecedented level of accuracy and then search for the physics beyond SM, if any, through deviations. To set bounds on the parameters of the BSM, unambiguous predictions taking into account QCD radiative corrections has become indispensable. In this context, we have systematically computed higher order QCD corrections to few important field theory quantities in BSM and performed threshold resummation to one of the very important observables called rapidity distribution associated with the SM Higgs boson production.

In Chapter 2 we have computed two-loop virtual corrections to the decay of a pseudo-scalar to three gluons or quark, anti-quark and gluon. The motivation to perform this calculation is of two fold. Firstly, with larger data set that are available at the LHC, constraining BSM scalar sector has become feasible and hence precise theoretical predictions for the production of a pseudo-scalar and its subsequent decays to jets needs to be achieved. Secondly such a computation of NNLO level for the differential rates is technically challenging not only because of the involvement of a large number of Feynman diagrams but also due to the presence of the axial vector coupling. We work in dimensional regularisation and use the ’t Hooft-Veltman prescription for the axial vector current. The state-of-the-art techniques including IBP and LI identities have been employed to accomplish this task. The UV renormalisation is quite involved since the two operators, present in the effective Lagrangian, mix under renormalisation due to the axial anomaly.
Moreover, a finite renormalisation constant needs to be introduced in order to fulfil the chiral Ward identities. We confirm the correctness of our results up to finite terms using Catani’s factorisation formula which predict all the poles resulting from soft and collinear configurations up to two loops. It is well known in the context of scalar Higgs boson that the leading transcendental terms of finite part of $H \rightarrow ggg$ amplitude up to two loop level are related to the corresponding ones for the three particle amplitude with an insertion of the half-BPS operator. This insertion is valid provided that the colour factors in QCD are adjusted in a specific way. We find that this is indeed the case for $A \rightarrow ggg$, $q\bar{q}g$ amplitudes presented in this thesis. Finally, with appropriate analytical continuation, our results for $A \rightarrow ggg$ and $A \rightarrow q\bar{q}g$ up to two loop level in QCD can be readily used for the study of production of a pseudo-scalar in association with a jet up to same level of accuracy at the hadron colliders.

In Chapter 3, we have presented for the first time the complete third order and partial fourth order corrections to the on-shell form factor of the Konishi operator employing state-of-the-art techniques. We have also demonstrated the superiority of the Feynman diagrammatic approach over unitarity method in the context of space-time dimension dependent composite operator such as the Konishi operator. One of the main issues in computing the higher order corrections in $\mathcal{N} = 4$ SYM theory is related to the necessity of preserving the supersymmetry throughout the computation. In order to achieve that, one generally follows either of the two regularization schemes: $\overline{\text{DR}}$ and FDH. By performing the computation explicitly in both the schemes, we have shown that the form factor in $\overline{\text{DR}}$ automatically provides the correct results, whereas, the results obtained in the FDH needs to be suitably modified. In addition, the modification in FDH is operator dependent and non-trivial. Hence, performing a computation in $\overline{\text{DR}}$ is much more preferable for unprotected operators like Konishi. We have clearly demonstrated that in our approach it is much more elegant as well as easier to execute the calculation in $\overline{\text{DR}}$ scheme. Hence, as a consequence of our work, the standard Feynman diagrammatic approach is very elegant and advantageous over unitarity method in the context of $\mathcal{N} = 4$ SYM theory, if employed
in a systematic way. In the end, the principle of leading transcendentality in the context of non-BPS operator at three loops level is studied for the first time. This has the potential to unravel the underlying deeper connections between the amplitudes in $\mathcal{N} = 4$ SYM theory and QCD.

Next, in Chapter 4 we have computed the three point on-shell form factors for the half-BPS and the Konishi operators for two sets of final states, consisting of $g\phi\phi$ and $\phi\lambda\lambda$, up to two-loop order in pQCD following Feynman diagrammatic methods. We have regularised all the divergences using the $\overline{\text{DR}}$ scheme. We have also repeated the computation by regularising in the FDH scheme and compared against the one computed in the $\overline{\text{DR}}$ after properly modifying the results in FDH scheme for space-time dimension dependent operators. We found complete agreement between the two approaches. The UV and IR finite three point FFs, $\mathcal{F}^{K,(2),\text{fin}}$ show some interesting features. For the half-BPS operator the FF results at one and two loop orders in perturbative expansion for both external states contain only highest transcendental terms (two and four respectively), expressed fully in terms of HPLs and $\zeta$. The coefficients of these HPLs and $\zeta$'s are not functions of any kinematical invariants. In contrast to the half-BPS operator, the three point FF result for the Konishi operator contains both highest as well as lower transcendental terms. When computed between $g\phi\phi$ external state the FF result for the Konishi operator has the same highest transcendental contribution as that of the half-BPS operator. But for the same operator with $\phi\lambda\lambda$ external state, there is no resemblance of highest transcendental terms with the BPS counterpart.

It is well known that the IR divergences of MHV amplitudes have an exponential structure (BDS ansatz). Such a behaviour is reminiscent of the factorisation properties of gauge theory amplitudes. By exponentiating the one loop IR singularities following BDS like exponentiation, we compute the finite remainder functions $\mathcal{R}^{\phi,(2)}$. We have presented the finite remainder functions of the three point FFs for both the operators up to second order in perturbative expansion for both choices of $f$. The leading transcendental terms of the
remainder function for the Konishi operator computed between $g\phi\phi$ external state coincide with the corresponding one of the half-BPS. However, for the $\phi\lambda\lambda$ external state we find that the expressions for the Konishi and the half-BPS operators do not have anything common. The reason for the agreement for $g\phi\phi$ state could be due to the fact that both the Konishi operator and the external states have two scalar fields in common. To explore this further, we need more results on other unprotected operators.

Finally in Chapter 5 we have developed a formalism to resum threshold logarithms in double Mellin space for the rapidity distribution of the SM Higgs boson produced in the hadron collider. We achieve this by exploiting the factorisation properties and K+G equations satisfied by the soft and virtual parts of the cross section. We have derived for the first time compact and most general expressions for resummed exponents $g_d^I$ up to NNLO+NNLL accuracy. We find that the resummed result not only changes the fixed-order predictions but also remarkably improves the perturbative convergence. We observe that the resummed result at NNLO+NNLL stabilizes over fixed order irrespective of the choices of the central scale between $[M_H/2, 2M_H]$. Coincidentally, we found that our results on the rapidity distribution of the Higgs boson is the most accurate till date and it is expected to play an important role in coming days at the LHC.

In conclusion, the state-of-the-art techniques, which mostly use our in-house codes, have been employed extensively to carry out all the computations presented in this thesis. It has been a while the Higgs-like particle has been discovered at the LHC and finally, we are very close to having enough statistics for precision measurements of the Higgs quantum numbers and coupling constants to fermions and gauge bosons. This, along with the precise results from theoreticians like us, hopefully, would help to explore the underlying nature of the electroweak symmetry breaking and possibly open the door of new physics.
Harmonic Polylogarithms

We briefly describe the definition and properties of HPL and 2dHPL that we have used in our paper. The Harmonic Polylogarithm of weight $w$ and comprising of $w$-dimensional vector $\vec{m}_w$ of parameters is represented by $H(\vec{m}_w; y)$, where $y$ is the argument of the function. The elements of $\vec{m}_w \in \{-1, 0, 1\}$ through which the following rational functions are expressed

$$f(-1; y) \equiv \frac{1}{1 + y}, \quad f(0; y) \equiv \frac{1}{y}, \quad f(1; y) \equiv \frac{1}{1 - y}. \quad (A.1)$$

These functions are related to $H(\vec{m}_w; y)$ via

$$\frac{d}{dy} H(\vec{m}_w; y) = f(\vec{m}_w; y). \quad (A.2)$$

HPLs of weight 1 ($w = 1$) follow from (A.1) and (A.2)

$$H(-1; y) = \log(1 + y), \quad H(0; y) = \log(y), \quad H(1; y) = -\log(1 - y). \quad (A.3)$$

For $w > 1$ $H(m, \vec{m}_w; y)$ is given by

$$H(m, \vec{m}_w; y) \equiv \int_0^y f(m; x)H(\vec{m}_w; y), \quad m \in \{-1, 0, 1\} \quad (A.4)$$
Moreover the higher dimensional HPLs are defined following the eq. (A.4) for the new elements 2,3 in $\vec{m}_w$, representing a new class of rational functions

$$f(2; y) \equiv f(1 - z; y) \equiv \frac{1}{1 - y - z}, \quad f(3; y) \equiv f(z; y) \equiv \frac{1}{y + z}; \quad (A.5)$$

correspondingly the weight-1 ($w = 1$) two-dimensional HPLs are given by

$$H(2, y) \equiv - \ln\left(1 - \frac{y}{1 - z}\right), \quad H(3, y) \equiv \ln\left(\frac{y + z}{z}\right). \quad (A.6)$$

The Shuffle algebra that the HPLs follow is defined as follows: a product of two HPL with weights $w_1$ and $w_2$ of the same argument $y$ is a combination of HPLs with weight $(w_1 + w_2)$ and argument $y$, such that all possible permutations of the elements of $\vec{m}_{w_1}$ and $\vec{m}_{w_2}$ are considered preserving the relative orders of the elements of $\vec{m}_{w_1}$ and $\vec{m}_{w_2}$, that is

$$H(\vec{m}_{w_1}; y) \ H(\vec{m}_{w_2}; y) = \sum_{\vec{m}_w = \vec{m}_{w_1} \oplus \vec{m}_{w_2}} H(\vec{m}_w; y) \quad (A.7)$$
B

Pseudo-scalar matrix elements

Here, we present finite part of matrix element $S_f$ for $f = ggg, q\bar{q}g$, namely $S_{ggg,fin}$ and $S_{q\bar{q}g,fin}$, by setting $-Q^2 = \mu_B^2$ and taking out Born color factor $N(N^2 - 1), \frac{N^2 - 1}{2}$ for the final state $ggg, q\bar{q}g$ respectively. One loop finite result for $f = ggg$ external state is given by

\begin{align*}
S_{ggg}^{G,(0)} &= -128 C_{1,g} \left( y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 + 2y(-1 + z)^3 + (1 - z + z^2)^2 \right), \\
S_{ggg}^{G,(1)} &= N\left[ 256 C_{1,g} \left\{ y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 + 2y(-1 + z)^3 + (1 - z + z^2)^2 \right\} \right. \\
&\quad \times \left\{ z_2 + H(0; y) \left\{ H(0; z) - H(1; z) - H(2; y) \right\} + H(0; z) \left\{ H(1; z) - H(2; y) \right\} \\
&\quad + 2H(1; z)H(3; y) + 2H(1, 0; y) + 2H(3, 2; y) \right\} + \frac{1408}{3} C_{1,g} \left\{ y^4 + 2y^3(-1 + z) \right. \\
&\quad + 3y^2(-1 + z)^2 - 2y(1 - z)^3 + (1 - z + z^2)^2 \left\{ H(0; y) + H(0; z) - H(1; z) - H(2; y) \right\} \\
&\quad - \frac{128}{3} C_{1,g} \left\{ 24 + 24y^4 + 48y^3(-1 + z) - 47z + 71z^2 - 48z^3 + 24z^4 + y(-1 + z)^2(-47 \\
&\quad + 48z) + y^2(71 - 143z + 72z^2) \right\} \right\} + n_f \left[ \frac{-256 C_{1,g}}{3} \left\{ y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 \right. \\
&\quad + 2y(-1 + z)^3 + (1 - z + z^2)^2 \left\{ H(0; y) + H(0; z) - H(1; z) - H(2; y) \right\} \\
&\quad + \frac{128 C_{1,g}}{3}(-1 + y)(-1 + z)(y + z) \right], \\
S_{ggg}^{G,(l)} &= n_f \left[ -64 C_{1,g} \left\{ y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 + 2y(-1 + z)^3 + (1 - z + z^2)^2 \right\} \right]. \\
\end{align*}

At two loops, for $f = ggg$ external state, we decompose $S_{ggg}^{G,(2)}$ in terms of the color factors
as follows
\[ S_g^{G,(2)} = S_g^{(2),N^2} + S_g^{(2),\nu_f/N} + S_g^{(2),\nu_f} + S_g^{(2),\nu_f^2} \]  
(B.2)

where each color term is given below

\[
S_g^{(2),N^2} = N^2 \left\{ 59\zeta_2^2/10 + 2\zeta_3 H(1; z) + 2\zeta_3 H(2; y) - 16\zeta_2 H(1; z)H(2; y) \\
+ 16H(1; z)H(2; y)H(0, 0; y) - 8H(1; z)H(3; y)H(0, 0; y) + 8H(0, 0; y)H(0, 0; z) \\
+ 16\zeta_2 H(0, 0; z)H(0, 1; z) + 16\zeta_2 H(1, 0; y) \\
+ 8H(1; z)H(3; y)H(1, 0; y) + 8H(2; y)H(3; y)H(1, 0; y) - 8H(0, 0; y)H(1, 0; y) \\
- 16H(2; y)H(3; y)H(1, 0; z) + 16\zeta_2 H(1, 1; z) + 8H(0, 0; y)H(1, 1; z) \\
- 8H(0, 0; y)H(1, 0; z) - 4H(0, 0; y)H(2, 0; y) - 16\zeta_2 H(2, 2; y) \\
+ 8H(0, 0; y)H(2, 2; y) + 8H(0, 0; z)H(2, 2; y) - 16H(1, 0; z)H(2, 2; y) \\
+ 24H(1; z)H(3; y)H(2, 3; y) - 8H(1, 0; y)H(2, 3; y) + 24H(2; y)H(3; y)H(3, 2; y) \\
- 16H(0, 0; y)H(3, 2; y) - 16H(1, 0; z)H(3, 3; y) + 32H(1, 1; z)H(3, 3; y) \\
+ 12H(2; y)H(0, 0, 0; y) + 4H(1; z)H(0, 0, 1; z) + 16H(2; y)H(0, 0, 1; z) \\
+ 16H(3; y)H(0, 0, 1; z) - 8H(1; z)H(0, 0, 2; y) - 24H(1; y)H(0, 1, 0; y) \\
- 8H(2; y)H(0, 1, 0; y) + 16H(2; y)H(0, 1, 1; z) + 16H(3; y)H(0, 1, 1; z) \\
- 48H(1; y)H(1, 0, 0; y) - 16H(2; y)H(1, 0, 0; y) + 16H(2; y)H(1, 0, 1; z) \\
+ 16H(3; y)H(1, 0, 1; z) + 8H(1; z)H(2, 0, 0; y) - 8H(1; z)H(2, 1, 0; y) \\
- 8H(2; y)H(2, 1, 0; y) + 8H(1; z)H(2, 2, 3; y) - 24H(3; y)H(2, 3, 2; y) \\
- 32H(1; z)H(2, 3, 3; y) + 8H(1; z)H(3, 0, 0; y) - 2H(0; z)\left\{ \zeta_3 + 4H(3; y)H(2, 2; y) \\
+ 2H(2; y)\left\{ 2\zeta_2 - H(0, 0; y) + H(0, 1; z) + H(1, 0; z) + 4H(1, 1; z) - H(2, 3; y) \\
+ H(3, 2; y) \right\} - 4H(1; z)\left\{ \zeta_2 + H(2; y)H(3; y) - H(0, 0; y) + H(1, 0; y) - H(2, 0; y) \\
+ H(2, 2; y) - H(3, 0; y) + 2H(3, 3; y) \right\} - 3H(0, 0, 1; z) + 2H(0, 0, 2; y) \\
- 2H(0, 1, 1; z) - 4H(2, 0, 2; y) + H(1, 0, 0; y) - 2H(1, 0, 1; z) - H(1, 1, 1; z) \\
+ 2H(2, 0, 0; y) + 4H(2, 1, 0; y) + 4H(3, 0, 2; y) + 4H(3, 2, 0; y) \right\} \right\} \right\}
\]
\[-48H(3;y)H(3,2,2;y) - 2H(0;y)\left\{\xi_3 + 4\zeta_2 H(2;y) + 4H(2;y)H(0,0;z)\right\}
- 12H(1;y)H(1,0;y) + 8H(3;y)H(1,1;z) + H(1;z)\left\{8H(2;y)H(3;y) - 2H(0,0;z) + 4(\zeta_2 + H(1,0;y) + H(2,0;y) - H(2,3;y))\right\} - 2H(2;y)H(3,2;y) - 2H(0;z)\left\{2\zeta_2 + 2H(1;z)H(3;y) + H(0,1;z) + 2H(1,0;y) - 2H(1,1;z) - H(2,0;y)\right\} + 2H(3,2;y)\right\} + 2H(0,0,1;z) + H(0,0,2;y) - 2H(1,0,0;y) - 2H(1,0,0;z) - H(2,0,0;y) - H(2,2,2;y) + 6H(2,3,2;y) - 4H(3,0,2;y) - 4H(3,2,0;y) + 12H(3,2,2;y)\right\} + 32H(1;z)H(3,3,2;y) + 16H(1;z)H(3,3,3;y)
- 6H(0,0,0,1;z) - 6H(0,0,0,2;y) + 16H(0,0,1,0;y) + 2H(0,0,1,0;z)
- 6H(0,0,2,0;y) + 8H(0,0,3,2;y) + 12H(0,1,0,0;y) + 6H(0,1,0,0;z) + 4H(0,1,0,1;z) + 16H(0,1,1,0;y) + 12H(0,1,1,0;z) - 2H(0,1,1,1;z)
- 6H(0,2,0,0;y) - 2H(0,2,2,2;y) + 12H(1,0,0,0;y) + 6H(1,0,0,0;z) + 4H(1,0,0,1;z) + 24H(1,0,1,0;y) + 12H(1,0,1,0;z) - 2H(1,0,1,1;z) + 32H(1,1,0,0;y) + 16H(1,1,0,0;z) - 2H(1,1,1,0;z) - 6H(2,0,0,0;y) - 2H(2,0,2,2;y) - 2H(2,2,0,2;y)
+ 8H(2,2,1,0;y) - 2H(2,2,2,0;y) + 8H(2,2,3,2;y) + 16H(2,3,2,2;y)
+ 24H(3,2,3,2;y) + 32H(3,3,2,2;y) + 16H(3,3,3,2;y)\right\} + C_{1,s}\left\{\frac{64}{3}\zeta_3\left\{33 + 121y^4 - 114z + 231z^2 - 194z^3 + 121z^4 + 2y^3(-97 + 121z) + 3y^2(77 - 202z + 121z^2) + 2y(-57 + 243z - 303z^2 + 121z^3)\right\} - \frac{64}{3}\zeta_2 H(0;y)\left\{121y^4 + 218y^3(-1 + z) + 297y^2(-1 + z)^2 + 178y(-1 + z)^3 + 77(1 - z + z^2)^2\right\} - \frac{64}{3}\zeta_2 H(0;z)\left\{77 + 77y^4 - 178z + 297z^2 - 218z^3 + 121z^4 + 2y^3(-77 + 89z + 99z^2) + 2y(-77 + 267z - 297z^2 + 109z^3)\right\} - \frac{64}{3}\zeta_2 H(1;z)\left\{11 + 99y^4 + 74z - 111z^2 + 114z^3 - 33z^4 + y^3(-62 + 54z) + 3y^2(11 - 14z + 7z^2) + y(18 - 78z + 78z^2 - 66z^4)\right\} - \frac{64}{3}\zeta_2 H(2;y)\left\{55 + 11y^4 + 74z - 111z^2 + 114z^3 + 11z^4 - 2y^3(-57 + 61z) - 3y^2(37 - 82z + 41z^2) + y(74 - 246z + 246z^2 - 122z^3)\right\}\right\}
\[-\frac{128}{3}H(0;z)H(1;z)H(2;y)\left\{22y^4 + 32y^3(-1 + z) + 63y^2(-1 + z)^2 + 42y(-1 + z)^3 + 11(3 - 4z + 6z^2 - 4z^3 + 3z^4)\right\} + \frac{128}{3}H(1;z)H(3;y)\left\{55y^4 + y^3(-88 + 74z) + 6y^2(22 - 44z + 21z^2) + y(-88 + 264z - 264z^2 + 74z^3) + 11(4 - 8z + 12z^2 - 8z^3 + 5z^4)\right\} + \frac{128}{3}H(2;y)H(0, 1; z)\left\{77 + 55y^4 - 86z + 129z^2 - 76z^3 + 66z^4 + y^3(-64 + 62z) + 3y^2(42 - 82z + 41z^2) + 6y(-14 + 41z - 41z^2 + 12z^3)\right\} - \frac{128}{3}y^22y^3 + 32y^2(-1 + z) + 33y(-1 + z)^2 + 12(-1 + z)^3\right\}\left\{H(0;y)H(0;z)H(1;z) - H(0;y)H(0, 1; z) - 12 + 12y^3 + 33z - 32z^2 + 22z^3 + y^2(-36 + 33z) + y(36 - 66z + 32z^3)\right\} + \frac{128}{3}\left\{H(1;z)H(1, 0; y) + H(2;y)H(1, 0; y)\right\}\left\{33 + 33y^4 - 90z + 135z^2 - 100z^3 + 44z^4 + y^3(-88 + 90z) + 3y^2(44 - 90z + 45z^2) + 2y(-44 + 135z - 135z^2 + 50z^3) + \frac{128}{3}H(1;z)H(3, 2; y)\right\}\left\{22 + 33y^4 - 90z + 135z^2 - 100z^3 + 33z^4 + 3y^3(-50 + 51z) + 3y^2(45 - 92z + 46z^2) + 6y(-15 + 46z - 46z^2 + 17z^3)\right\} + \frac{128}{3}z^2\left\{12y^3 + 3y^2z + 2yz^2 - 11z^3\right\}\left\{H(0;z)H(1;z)H(3;y) + H(0;z)H(3, 2; y)\right\} - \frac{128y}{3}\left\{11y^3 - 2y^2z - 3yz^2 - 12z^3\right\}\left\{H(0;y)H(1;z)H(3;y) + H(0;y)H(0, 1; z) + H(0;y)H(3, 2; y) - 2H(0, 0, 1; z)\right\} - \frac{128}{3}\left\{H(0, 1, 0; y)\right\}\left\{99y^4 + y^3(-232 + 234z) + 132(1 - z + z^2)^2 + y^2(363 - 726z + 366z^2) + 12y(-21 + 63z - 63z^2 + 22z^3)\right\} - \frac{128}{3}\left\{H(0, 1, 0; z)\right\}\left\{88 + 88y^4 - 164z + 231z^2 - 144z^3 + 66z^4 + 4y^3(-44 + 41z) + 3y^2(88 - 164z + 77z^2) + 2y(-88 + 246z - 231z^2 + 72z^3)\right\} + \frac{128}{3}\left\{H(1, 0, 1; z)\right\}\left\{77 + 77y^4 - 130z + 195z^2 - 120z^3 + 66z^4 + 2y^3(-66 + 65z) + 3y^2(66 - 130z + 65z^2) + 6y(-22 + 65z - 65z^2 + 20z^3)\right\} + \frac{256}{3}\left\{11 + 11y^4 + 14z - 14y^3z - 36z^2 + 44z^3 - 22z^4 - 6y^2z(-7 + 6z - 2yz(21 - 36z + 22z^2)\right\}\left\{\xi zH(1;y) + H(1, 1, 0; y)\right\} - \frac{256}{3}\left\{H(1, 1, 0; z)\right\}\left\{11y^4 + 10y^3(-1 + z) - 10y(-1 + z)^3 - 11(1 - z + z^2)^2\right\} + \frac{128}{3}\left\{110 + 99y^4 - 174z\right\} \right\}
\[
+ 261z^2 - 164z^3 + 99z^4 + 2y^3(-82 + 81z) + 3y^2(87 - 172z + 86z^2) + 6y(-29 + 86z - 86z^2 + 27z^3) + \left\{ H(1; z)H(2; y)H(3; y) + H(2, 3, 2; y) \right\} - 2816 \left\{ y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 + 2y(-1 + z)^3 + (1 - z + z^2)^2 \right\} \\
\times \left\{ - (H(0; y)H(0; z)H(2; y))/3 + H(0; y)H(1; z)H(2; y) + (H(0; y)^2H(0; z) + H(0; y)H(0; z)^2 - H(0; y)^2H(1; z) + H(0; y)H(1; z)^2 - H(0; z)^2H(2; y) \\
+ H(0; z)H(2; y)^2)/2 + (H(0; y)H(1; z)H(3; y))/3 + (H(0; z)H(1; z)H(3; y))/3 - H(1; z)^2H(3; y) + H(1; z)H(3; y)^2 - H(0; y)H(0, 2; y) + (H(0; z)H(1, 0; y))/3 \\
+ H(0; y)H(2, 2; y) + (H(0; y)H(3, 2; y))/3 + \frac{1}{3}H(0; z)H(3, 2; y) + \frac{1}{3}H(0, 0, 1; z) \\
+ H(0, 0, 2; y) - H(0, 1, 1; z) + 2H(1, 0, 0; y) + H(1, 0, 0; z) - H(2, 0, 0; y) \\
- 2H(3, 2, 2; y) \right\} - \frac{256}{3} \left\{ 11y^4 + y^3(-44 + 58z) + 6y^2(11 - 22z + 12z^2) + 2y(-22 + 66z - 66z^2 + 29z^3) + 11(2 - 4z + 6z^2 - 4z^3 + 3z^4)) \right\} \left\{ H(3; y)H(0, 1; z) \\
+ H(3, 3, 2; y) \right\} + C_{3,x} \left\{ - \frac{128}{9} y^2z^2\zeta^2 \left\{ 64y^6 + 2y^5(-125 + 62z) + y^4(506 - 691z + 149z^2) + 2y^3(-329 + 771z - 498z^2 + 59z^3) + 2(-1 + z)^2(32 - 70z + 99z^2) \\
- 61z^3 + 32z^4) + y^2(542 - 1797z + 2076z^2 - 996z^3 + 149z^4) + y(-268 + 1090z - 1797z^2 + 1542z^3 - 691z^4 + 124z^5) \right\} + \frac{128}{9} y^2z^2H(0; y)H(0; z) \left\{ 157y^6 + y^5(-628 + 760z) + y^4((1250 - 2851z + 1619z^2) + 2y^3(-776 + 2574z - 2841z^2 + 1046z^3) + (-1 + z)^2(157 - 308z + 465z^2 - 314z^3 + 157z^4) + y^2(1238 - 4941z + 8013z^2) \\
- 5682z^3 + 1619z^4) + y(-622 + 2506z - 4941z^2 + 5148z^3 - 2851z^4 + 760z^5) \right\} \right\} \\
+ \frac{128}{3} y^2z^2H(0; z)H(1; z) \left\{ 133y^6 + y^5(-532 + 576z) + y^4((1060 - 2243z + 1185z^2) + 2y^3(-659 + 2068z - 2160z^2 + 752z^3) + (-1 + z)^2(133 - 266z + 401z^2 - 268z^3 \\
+ 133z^4) + y^2(1052 - 4063z + 6311z^2 - 4322z^3 + 1185z^4) + y(-528 + 2126z - 4079z^2 + 4152z^3 - 2247z^4 + 576z^5) \right\} + \frac{128}{9} z^2H(0; z)H(2; y)(-1 + y + z)^2 \times \left\{ - 157y^6 + y^5(314 - 182z) + 60(-1 + z)^2z^2(1 - z + z^2) - 3y^4(155 - 207z 
\]
+ 58z^2) + 2y^3(154 - 258z + 69z^2 + 38z^3) + 15yz(10 - 37z + 58z^2 - 43z^3 + 12z^4) + y^2(-157 - 73z + 561z^2 - 766z^3 + 188z^4) + \frac{128}{9}y^2(-1 + y + z)^2[H(0; y)H(1; z) + H(0; y)H(2; y)] + \frac{128}{9}y^2(-1 + y + z)^2[H(0; y)H(1; z) + H(0; y)H(2; y)] + \frac{128}{9}y^2(-1 + y + z)^2[H(0; y)H(1; z) + H(0; y)H(2; y)] + 435z - 383z^2 + 38z^3) + yz(150 - 73z - 516z^2 + 621z^3 - 182z^4) + y^2(60 - 555z + 561z^2 + 138z^3 - 174z^4) + z^2(-157 + 308z - 465z^2 + 314z^3 - 157z^4)] - \frac{15488}{9}y^2z^2(-1 + y + z)^2\{y^4 + 3y^3(-1 + z) + 3y^2(-1 + z)^2 + 2y(-1 + z)^3 + (1 - z + z^2)^3\}\{H(0; y)^2 + H(0; z)^2 + H(1; z)^2 + 2H(1; z)H(2; y) + H(2; y)^2\} - \frac{128}{3}y^2H(0, 1; z)\{20y^8 + 100y^7(-1 + z) - 2(-1 + z)^3z^3(-1 + z) + 5y^6(44 - 99z + 51z^2) + 2y^5(-140 + 530z - 601z^2 + 232z^3) + y^4(220 - 1260z + 2271z^2 - 1816z^3 + 595z^4) + y^3(-100 + 870z - 2181z^2 + 2668z^3 - 1805z^4 + 546z^5)\}, \frac{128}{9}y^2H(1, 0; y)\{y^3(60 - 135z + 19z^2) - 2y^5(420 - 1590z + 685z^2 + 548z^3) + y^4(660 - 3780z + 2341z^2 + 4174z^3 - 3389z^4) - 2(-1 + z)^2z^2(278 - 547z + 825z^2 - 556z^3 + 278z^4) - y^3(300 - 2610z + 983z^2 + 9648z^3 - 13293z^4 + 4966z^5) + y^2(60 - 975z - 1178z^2 + 11892z^3 - 21561z^4 + 15366z^5 - 4250z^6) + yz(150 + 1537z - 7528z^2 + 15315z^3 - 15906z^4 + 8656z^5 - 2224z^6)\} - \frac{128}{9}(-1 + y + z)^2\{60y^8 + 180y^7(-1 + z) + y^6(240 - 645z - 211z^2) + 60(-1 + z)^2z^2(1 - z + z^2)^2y^2(-180 + 870z + 26z^2 - 590z^3) + y^3z(150 + 719z - 2484z^2 + 2199z^3 - 590z^4) + y^2z^2(-556 + 719z - 624z^2 + 26z^3 - 211z^4) + 15yz(10 - 37z + 58z^2 - 43z^3 + 12z^4) - 3y^4(-20 + 185z + 208z^2 - 733z^3 + 358z^4)\}\{H(1; z)H(3; y) + H(3, 2; y)\}\} + C_{2,x}\{\frac{128}{9}H(0; y)(-1 + y)y(-1 + z)^2\times(y + z)^2\{60y^7 + 15y^6(-16 + 39z) + 2y^5(210 - 1209z + 841z^2) + y^4(-420 + 4639z - 7039z^2 + 2851z^3) + y^3(240 - 5265z + 12582z^2 - 10570z^3 + 3068z^4)\}}
\[ S_{g^{(2)}}^{(2), n_f/I/N} = \frac{n_f}{N} \left[ 1024 \frac{C_{1,8}}{3} \left( y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 + 2y(-1 + z)^3 + (1 - z + z^2)^2 \right) \zeta_3 + \frac{128}{3} \frac{C_{3,9}}{3} \left( 6 + 7y^4 - 25z + 35z^2 - 23z^3 + 7z^4 + y^3(-23 + 20z) \\
+ y^2(35 - 57z + 24z^2) + y(-25 + 68z - 57z^2 + 20z^3) \right) \left\{ \zeta_2 + H(0; y)H(0; z) + H(0; z)H(1; z) \right\} \zeta_3^2 + \left\{ 7y^4 + y^3(-5 + 8z) + 2y^2(4 - 6z + 3z^2) \\
+ y(-4 + 2z - 4z^3) - 2z(-1 + 2z - 2z^2 + z^3) \right\} H(0; z)H(2; y) - y^3(-1 + y + z)^3 \left\{ 2y^4 + 4y^3(-1 + z) + y^2(4 - 6z^2) + z(4 - 8z + 5z^2 - 7z^3) - 2y(1 + z - 6z^2 + 4z^3) \right\} \\
\times \left\{ (H(0; y)H(1; z) + H(0; y)H(2; y)) + y^3 \left\{ 2y^7 + 10y^6(-1 + z) + 2y^5(11 - 18z + 6z^2) - y^4(28 - 52z + 12z^2 + 19z^3) - y^3(22 - 36z - 32z^2 + 108z^3 - 65z^4) \\
+ y(381 - 1121z + 1861z^2 - 1883z^3 + 1143z^4 - 381z^5) + yz(-1663 + 5417z \\
- 8590z^2 + 6912z^3 - 3114z^4 + 657z^5) + y^2(-60 + 3741z - 11521z^2 + 14448z^3 \\
- 8097z^4 + 1971z^5) \right\} + \frac{128}{9} H(0; z)(-1 + y)^2(-1 + z)(y + z)^2 \left\{ y^6(-1 + z) \right\} \{ 60y^9 - 15y^8(16 + 3z) + y^7(420 - 243z - 838z^2) + 60(-1 + z)^3z^4(1 - z + z^2) \\
+ y^6(-420 + 524z + 1966z^2 - 2417z^3) + y^5(240 - 385z - 3059z^2 + 7144z^3 \\
- 3916z^4) + y^4(-60 + 14z + 2318z^2 - 9133z^3 + 10350z^4 - 3916z^5) + y^3z(135 \\
- 1158z + 4566z^2 - 9133z^3 + 7144z^4 - 2417z^5) + y^2z^2(390 - 1158z + 2318z^2 \\
- 3059z^3 + 1966z^4 - 838z^5) + yz^3(135 + 14z - 385z^2 + 524z^3 - 243z^4 - 45z^5) \right\} \right\} - \frac{128}{27} \left\{ 3256 + 3169y^4 + 6338y^3(-1 + z) - 6148z + 9317z^2 - 6338z^3 \\
+ 3169z^4 + y^2(9317 - 18731z + 9507z^2) + y(-6148 + 18541z - 18731z^2 \\
+ 6338z^3) \right\} \right]\]
\[ S_{g}^{(2),n_{f}N} = n_{f} N \left[ C_{1,8} \left( \frac{128}{3} \zeta_{3} \left( 21 + 13 y^{4} - 36 z + 51 z^{2} - 32 z^{3} + 13 z^{4} + y^{3}(-32 + 26 z) ight) + y^{2}(51 - 84 z + 39 z^{2}) + y(-36 + 90 z - 84 z^{2} + 26 z^{3}) \right) + \frac{128}{3} \zeta_{2} H(0, z) \right] \]
\[ \times \left\{ 7 + 7y^4 - 17z + 27z^2 - 19z^3 + 11z^4 + y^3(-14 + 17z) + 3y^3(7 - 17z + 9z^2) \right. \\
+ y(-14 + 51z - 54z^2 + 19z^3) \left\} + \frac{128}{3} \zeta_2 H(1; z) \left\{ 1 - 4y^3 + 9y^4 + 10z - 15z^2 + 12z^3 \\
- 3z^4 + y^2(3 + 6z - 3z^2) - 6yz(2 - 2z + z^2) \right\} + \frac{128}{3} \zeta_2 H(2; y) \left\{ 5 + y^4 + 10z - 15z^2 \\
+ 12z^3 + y^4(-3 + 4z) - 3y^2(5 - 14z + 7z^2) - 2y(-5 + 21z - 21z^2 + 8z^3) \right\} \\
+ \frac{128}{3} H(0; z)H(1; z)H(2; y) \left\{ 6 + 4y^4 + 5y^3(-1 + z) + 9y^2(-1 + z)^2 + 6y(-1 + z)^3 \\
- 8z + 12z^2 - 8z^3 + 6z^4 \right\} + \frac{128}{3} H(1; z)H(3; y) \left\{ 2y^3 + y^3(-8 + 13z) + 6y^2(2 - 4z \\
+ 3z^2) + y(-8 + 24z - 24z^2 + 13z^3) + 2(2 - 4z + 6z^2 - 4z^3 + z^4) \right\} + \frac{128}{3} y \{ 2y^3 \\
- 2y^2z - 3yz^2 - 3z^3 \} H(0; y)H(0, 1; z) - \frac{128}{3} H(2; y)H(0, 1; z) \left\{ 14 + 10y^4 - 14z \\
+ 21z^2 - 13z^3 + 12z^4 + 2y^3(-5 + 4z) + 3y^2(6 - 10z + 5z^2) + 3y(-4 + 10z - 10z^2 \\
+ 3z^3) \right\} + \frac{128}{3} y \{ 4y^3 + 5y^2(-1 + z) + 6y(-1 + z)^2 + 3(-1 + z)^3 \} \\
\times \left\{ H(0; y)H(0; z)H(1; z) - H(0; y)H(0, 1; z) \right\} + \frac{128}{3} H(0; z)H(1, 0; y) \{ 4 + 4y^4 \\
- 11z + 18z^2 - 13z^3 + 8z^4 + y^3(-8 + 11z) + 3y^2(4 - 11z + 6z^2) + y(-8 + 33z \\
- 36z^2 + 13z^3) \} - \frac{128}{3} \left\{ 6 + 6y^4 - 18z + 27z^2 - 19z^3 + 8z^4 + 2y^3(-8 + 9z) \\
+ 3y^2(8 - 18z + 9z^2) + y(-16 + 54z - 54z^2 + 19z^3) \right\} H(1; z)H(1, 0; y) \\
+ H(2; y)H(1, 0; y) \right\} - \frac{128}{3} H(1; z)H(3, 2; y) \{ 4 + 6y^4 - 18z + 27z^3 - 19z^3 \\
+ 6z^4 + y^3(-19 + 21z) + 3y^2(9 - 20z + 10z^2) + 3y(-6 + 20z - 20z^2 + 7z^3) \} \\
+ \frac{128}{3} \left\{ 6y^4 + y^3(-8 + 6z) + 4(1 - z + z^2)^2 + 3y^2(4 - 8z + 3z^2) + y(-8 + 24z \\
- 24z^2 + 5z^3) \right\} H(0; y)H(1; z)H(3; y) + H(0; y)H(3, 2; y) \right\} + \frac{128}{3} \left\{ 4 + 4y^3 - 8z \\
+ 12z^2 - 8z^3 + 6z^4 + y^3(-8 + 5z) + 3y^2(4 - 8z + 3z^2) + y(-8 + 24z - 24z^2 + 6z^3) \right\} \\
\times \left\{ H(0; z)H(1; z)H(3; y) + H(0; z)H(3, 2; y) \right\} + \frac{256}{3} \{ y^3(-4 + 6z) + 2(1 - z + z^2)^2 \\
+ 3y^2(2 - 4z + 3z^2) + y(-4 + 12z - 12z^2 + 7z^3) \} H(0, 0, 1; z) + \frac{128}{3} \left\{ 18y^4 \\
+ y^3(-43 + 45z) + 24(1 - z + z^2)^2 + 3y^2(22 - 44z + 23z^2) + 3y(-15 + 45z - 45z^2 \\
+ 16z^3) \right\} \left\{ 16 + 16y^4 - 29z \right\} \right. \\
\left. \right\}}
\[ + 42z^2 - 27z^3 + 12z^4 + y^3(-32 + 29z) + y^2(48 - 87z + 42z^2) + y(-32 + 87z \\
- 84z^2 + 27z^3)H(0, 1, 0; z) - \frac{128}{3}H(1, 0, 1; z)\{14 + 14y^4 - 22z + 33z^2 - 21z^3 \\
+ 12z^4 + y^3(-24 + 22z) + y^2(36 - 66z + 33z^2) + 3y(-8 + 22z - 22z^2 + 7z^3)\} \\
- \frac{256}{3}\{2 + 2y^4 + 5z - 5y^3z + 3y^2(5 - 3z)z - 9z^2 + 8z^3 - 4z^4 + yz(-15 + 18z \\
- 8z^3)\}\{\xi_2H(1; y) + H(1, 1, 0; y)\} + \frac{256}{3}\{2y^4 + y^3(-1 + z) - y(-1 + z)^3 \\
- 2(1 - z + z^2)^2\}H(1, 1, 0; z) - \frac{128}{3}\{20 + 18y^4 - 30z + 45z^2 - 29z^3 + 18z^4 \\
+ y^2(-29 + 27z) + y^2(45 - 84z + 42z^2) + 3y(-10 + 28z - 28z^2 + 9z^3)\}\}
\]
\[
\left\{H(1; z)H(2, y)H(3; y) + H(2, 3, 2; y)\right\} + 512\left\{y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 \\
+ 2y(-1 + z^3 + (1 - z + z^2)^2)\right\} \times \left\{\frac{1}{2}H(0; y)^2H(0; z) + \frac{1}{2}H(0; y)H(0; z)^2 \\
- \frac{1}{2}H(0; y)^2H(1; z) + \frac{1}{2}H(0; y)H(1; z) - \frac{1}{3}H(0; y)H(0; z)H(2; y) \\
- \frac{1}{2}H(0; z)^2H(2; y) + H(0; y)H(1; z)H(2; y) + \frac{1}{2}H(0; z)H(2; y)^2 \\
- H(1; z)^2H(3; y) - H(0; y)H(0, 2; y) + H(0; y)H(2, 2; y) + H(0, 0, 2; y) \\
- H(0, 1, 1; z) + 2H(1, 0, 0; y) + H(1, 0, 0; z) - H(2, 0, 0; y) - 2H(3, 2, 2; y)\right\} \\
+ \frac{256}{3}\{2y^4 + y^3(-8 + 13z) + 6y^2(2 - 4z + 3z^2) + y(-8 + 24z \\
- 24z^2 + 13z^3) + 2(2 - 4z + 6z^2 - 4z^3 + z^4)\}\{H(3; y)H(0, 1; z) + H(3, 3, 2; y)\} \\
+ C_{3,8}\left\{\frac{64}{9}y^2z^2\xi_2\{101y^6 + y^5(-392 + 290z) + 2y^3(398 - 679z + 236z^2) \\
+ 2y^2(-523 + 1404z - 108z^2 + 217z^3) + (-1 + z)^2(101 - 226z + 315z^2 - 190z^3 \\
+ 101z^4) + y^2(868 - 3096z + 3993z^2 - 2172z^3 + 472z^4) + 2y(-214 + 892z \\
- 1548z^2 + 1404z^3 - 679z^4 + 145z^5)\right\} + \frac{128}{3}H(0; y)H(0; z)y^2z^2\left\{8y^6 + y^5(-32 \\
+ 13z) + y^4(66 - 83z + 8z^2) - y^3(86 - 183z + 81z^2 + 16z^3) + 2(-1 + z^2)(4 - 9z \\
+ 13z^2 - 8z^3 + 4z^4) + y^2(70 - 215z + 220z^2 - 81z^3 + 8z^4) + y(-34 + 136z \\
- 215z^2 + 183z^3 - 83z^4 + 13z^5)\right\} - \frac{128}{9}H(0; z)H(1; z)y^2z^2\{64y^6 + y^5(-256 \\
+ 313z) + 5y^4(100 - 233z + 136z^2) + y^3(-604 + 2091z - 2415z^2 + 928z^3)\}
\]
\[
+ 2(-1 + z)^2(32 - 64z + 99z^2 - 67z^3 + 32z^4) + y^2(476 - 1983z + 3330z^2 \\
- 2421z^3 + 680z^4) + y(-244 + 1000z - 2031z^2 + 2139z^3 - 1177z^4 + 313z^5) \\
- \frac{128}{3}H(0; z)H(2; y)z^2(-1 + y + z)^3 \left\{ 8y^6 + y^5(-16 + 35z) + 22(-1 + z)^2z^2(1 - z \\
+ z^2) + y^4(26 - 98z + 63z^2) + 3y^3(-6 + 41z - 61z^2 + 26z^3) + 2yz(14 - 68z \\
+ 119z^2 - 98z^3 + 33z^4) + y^2(8 - 88z + 238z^2 - 250z^3 + 94z^4) \right\} \\
- \frac{128}{3}y^2(-1 + y + z)^2 \left\{ 22y^6 + 66y^5(-1 + z) + 2y^4(44 - 98z + 47z^2) + y^3(-66 \\
+ 238z - 250z^2 + 78z^3) + 2z^2(4 - 9z + 13z^2 - 8z^3 + 4z^4) + yz(28 - 88z + 123z^2 \\
- 98z^3 + 35z^4) + y^2(22 - 136z + 238z^2 - 183z^3 + 63z^4) \right\} \left\{ H(0; y)H(1; z) \\
+ H(0; y)H(2; y) \right\} + \frac{5632}{9}y^2z^2(-1 + y + z)^2 \left\{ y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 \\
+ 2y(-1 + z)^3 + (1 - z + z^2)^3 \right\} \left\{ H(0; y)^2 + H(0; z)^2 + H(1; z)^2 + 2H(1; z)H(2; y) \\
+ H(2; y)^2 \right\} + \frac{128}{3}H(0, 1; y)y^2 \left\{ 22y^6 + 110y^5(-1 + z) - 2(-1 + z)^3z^3(-1 + 2z) \\
y^6(242 - 504z + 240z^2) + y^5(-308 + 1004z - 998z^2 + 319z^3) + y^4(242 \\
- 1116z + 1726z^2 - 1150z^3 + 305z^4) + y^3(-110 + 714z - 1542z^2 + 1614z^3 \\
- 935z^4 + 255z^5) + yz(28 - 124z + 243z^2 - 325z^3 + 287z^4 - 147z^5 + 38z^6) \\
y^2(22 - 236z + 698z^2 - 1024z^3 + 945z^4 - 532z^5 + 133z^6) \right\} + \frac{128}{9}H(1, 0; y)y^2 \\
\times \left\{ 66y^8 + 330y^7(-1 + z) + 2y^6(363 - 756z + 340z^2) + y^5(-924 + 3012z \\
- 2822z^2 + 683z^3) - 2(-1 + z)^2z^2(20 - 31z + 51z^2 - 40z^3 + 20z^4) + y^4(726 \\
- 3348z + 4834z^2 - 2492z^3 + 259z^4) - y^3(330 - 2142z + 4226z^2 - 3204z^3 \\
+ 567z^4 + 211z^5) + y^2(66 - 708z + 1798z^2 - 1674z^3 + 75z^4 + 642z^5 - 257z^6) \\
yz(84 - 224z + 137z^2 + 423z^3 - 777z^4 + 517z^5 - 160z^6) \right\} + \frac{128}{9}(-1 + y + z)^2 \left\{ 66y^8 + 198y^7(-1 + z) + 66(-1 + z)^2z^2(1 - z + z^2) + y^6(264 - 588z + 218z^2) \\
y^5(-198 + 714z - 628z^2 + 163z^3) + 6yz^3(14 - 68z + 119z^2 - 98z^3 + 33z^4) \\
+ 3y^3(22 - 136z + 178z^2 - 109z^3 + 38z^4) + 2y^2z^2(-20 - 71z + 267z^2 - 314z^3 \\
- 38z^4 + 71z^5 + 267z^6) \right\}.
\]
\begin{align}
+ 109\varepsilon^4 + y^3(z(84 - 142z + 210z^2 - 327z^3 + 163z^4))\left\{H(1; z)H(3; y) + H(3, 2; y)\right\}
\end{align}
\begin{align}
+ C_{2,g}\left\{-\frac{128}{27}H(0; y)(-1 + y)y(-1 + z)^2(y + z)^2\left\{198y^7 + y^6(-792 + 1025z)
\end{align}
\begin{align}
+ y^5(1386 - 3992z + 2187z^2) + y^4(-1386 + 6964z - 8471z^2 + 3016z^3)
\end{align}
\begin{align}
+ y^3(792 - 6965z + 14159z^2 - 11110z^3 + 3238z^4) + 2z(175 - 486z + 797z^2
\end{align}
\begin{align}
- 836z^3 + 525z^4 - 175z^5) + yz(-1613 + 5147z - 8266z^2 + 6816z^3 - 3126z^4
\end{align}
\begin{align}
+ 692z^5) + y^2(-198 + 4231z - 12050z^2 + 14766z^3 - 8382z^4 + 2076z^5)\right\}
\end{align}
\begin{align}
- \frac{128}{27}H(0; z)(-1 + y)^2(-1 + z)z(y + z)^2\left\{y^6(-350 + 692z) + 198(-1 + z)^3z^2(1 - z
\end{align}
\begin{align}
+ z^2) + 6y^5(175 - 521z + 346z^2) + 2y^3(-1 + z)^2(797 - 2539z + 1508z^2)
\end{align}
\begin{align}
+ 2y^4(-836 + 3408z - 4191z^2 + 1619z^3) + y(-1 + z)^2(350 - 913z + 2055z^2
\end{align}
\begin{align}
- 1942z^3 + 1025z^4) + y^2(-972 + 5147z - 12050z^2 + 14159z^3 - 8471z^4
\end{align}
\begin{align}
+ 2187z^5)\right\} - \frac{128}{27}(-1 + y)^2(-1 + z)^2\left\{198y^9 + y^8(-792 + 757z) + 198(-1 + z)^3
\end{align}
\begin{align}
xz^4(1 - z + z^2) + y^7(1386 - 3153z + 1115z^2) + y^6(-1386 + 5165z - 4546z^2
\end{align}
\begin{align}
+ 225z^3) + y^5(792 - 4466z + 6493z^2 - 1445z^3 - 1383z^4) + y^4(-198 + 1914z
\end{align}
\begin{align}
- 5156z^2 + 3014z^3 + 1480z^4 - 1383z^5) + y^3z(-217 + 1782z - 4152z^2 + 3014z^3
\end{align}
\begin{align}
- 1445z^4 + 225z^5) + yz(-217 + 1914z - 4466z^2 + 5165z^3 - 3153z^4 + 757z^5)
\end{align}
\begin{align}
+ y^2z^2(-38 + 1782z - 5156z^2 + 6493z^3 - 4546z^4 + 1115z^5)\right\}\left\{H(1; z) + H(2; y)\right\}
\end{align}
\begin{align}
+ \frac{64C_{1,g}}{27}\left\{2492 + 2306y^4 + 4612y^3(-1 + z) - 4191z + 6497z^2 - 4612z^3 + 2306z^4
\end{align}
\begin{align}
+ y^2(6497 - 13205z + 6918z^2) + y(-191 + 12784z - 13205z^2 + 4612z^3)\right\}\right] .
\end{align}
\begin{align}
(S^{(2),n})_g = n_f^2\left[\frac{128}{9}C_{1,g}\left\{y^4 + 2y^3(-1 + z) + 3y^2(-1 + z)^2 + 2y(-1 + z)^3 + (1 - z + z^2)^2\right\}
\end{align}
\begin{align}
\times \left\{-3\zeta_2 - 4H(0; y)^2 - 4H(0; z)^2 - 4H(1; z)^2 - 4H(0; y)(H(0; z) - H(1; z)
\end{align}
\begin{align}
- H(2; y)) - 8H(1; z)H(2; y) - 4H(2; y)^2 + 4H(0; z)(H(1; z) + H(2; y))\right\}
\end{align}
\begin{align}
+ \frac{256}{27}C_{1,g}\left\{10y^4 + y^3(-20 + 23z) + 3y^2(9 - 20z + 11z^2) + y(-17 + 51z - 57z^2
\end{align}
\[ + 20z^3 + 2(5 - 7z + 12z^2 - 10z^3 + 5z^4)\right\}H(0; y) + \left\{ 10 + 10y^4 + 20y^3(-1 + z) \\
- 17z + 27z^2 - 20z^3 + 10z^4 + y(-1 + z)^2(-14 + 23z) + 3y^2(8 - 19z + 11z^2) \right\} \]
\[ \times H(0; z) - \left\{ 10 + 10y^4 - 17z + 27z^2 - 20z^3 + 10z^4 + y^3(-20 + 17z) \\
+ 3y^2(9 - 17z + 8z^3) + y(-17 + 54z - 51z^2 + 17z^3) \right\}\{ H(1; z) + H(2; y) \} \]
\[ - \frac{128}{27} C_{1, g}\left\{ 3y^4 + 6y^3(-1 + z) + y^2(-7 + z + 9z^2) + z(10 - 7z - 6z^2 + 3z^3) \\
+ y(10 - 17z + z^2 + 6z^3) \right\}. \] (B.6)

where the constants \( C_{i, g} \) are
\[ C_{1, g} = \frac{Q^2}{yz(-1 + y + z)}, \quad C_{2, g} = \frac{Q^2}{y^2z^2(-1 + y)^2(-1 + z)^2(y + z)^2(-1 + y + z)^2}, \]
\[ C_{3, g} = \frac{Q^2}{y^3z^3(-1 + y + z)^3}. \] (B.7)

One loop finite result for \( f = q\bar{q}g \) external state is given by
\[ S_{q}^{G,(0)} = -64 C_{1, q}, \] (B.8)
\[ S_{q}^{J,(0)} = 0, \] (B.9)
\[ S_{q}^{JG,(0)} = 0, \] (B.10)
\[ S_{q}^{JG,(1)} = -64n_f C_{1, q}, \] (B.11)
\[ S_{q}^{G,(1)} = N\left[ -128 C_{1, q}\left\{ H(0; y)H(1; z) + H(0; z)H(2; y) - 2H(1; z)H(3; y) - H(0, 1; z) \\
+ H(0, 2; y) - H(1, 0; y) + H(2, 0; y) - 2H(3, 2; y) \right\} + \frac{64 C_{1, q}}{3}\left[ 10H(0; y) \\
+ 10H(0; z) - 13H(1; z) - 13H(2; y) \right] - \frac{64 C_{6, q}}{9}\left[ 143y^2 + y(9 - 18z) + z(9 + 143z) \right] \]
\[ + n_f\left[ -\frac{64 C_{1, q}}{3}\left\{ H(0; y) + H(0; z) - 4H(1; z) - 4H(2; y) \right\} + \frac{1280 C_{1, q}}{9} \right] \]
\[ + \frac{1}{N}\left[ -128 C_{1, q}\left\{ \xi_2 + H(0; y)H(0; z) + H(1, 0; y) + H(1, 0; z) \right\} \\
- 64 C_{6, q}\left\{ y + 7y^2 + z - 2yz + 7z^2 \right\} \right]. \] (B.12)
At two loops, for $f = q\bar{g}g$ external state, we decompose $S_q^{G,(2)}$ in terms of the color factors as follows

$$S_q^{G,(2)} = S_q^{(2), N^2} + S_q^{(2), N^0} + S_q^{(2), 1/N^2} + S_q^{(2), n_j/N} + S_q^{(2), n_i N} + S_q^{(2), n_j^N} \quad \text{(B.13)}$$

where each color term is given below

$$S_q^{(2), N^2} = N^2 \left[ \frac{64 C_{1,q}}{5} \left( 27\zeta_2^2 - 80\zeta_2 H(2; y) + 40\zeta_2 H(0; z)H(2; y) - 10H(0; y)^2(H(0; z)
+ 4H(1; z))H(2; y) + 10\zeta_2^2(H(0, 0; y) + H(0, 0; z)) + 10H(0, 0; y)H(0, 0; z)
- 20\zeta_2 H(0, 1; y) - 80H(2; y)H(3; y)H(0, 1; z) - 10H(0, 0; y)H(0, 1; z)
- 10\zeta_2 H(1, 0; y) - 20\zeta_2 H(1, 1; y) + 70\zeta_2 H(1, 1; z) - 40H(0, 0; y)H(1, 1; z)
- 10H(0, 1; z)H(1, 2; y) + 10\zeta_2 H(2, 0; y) + 10H(0, 0; z)H(2, 0; y)
- 10H(0, 1; z)H(2, 0; y) + 10\zeta_2 H(2, 1; y) + 80\zeta_2 H(2, 2; y) - 40H(0, 0; z)H(2, 2; y)
- 80H(0, 1; z)H(2, 2; y) + 20\zeta_2 H(3, 2; y) - 20H(0, 1; z)H(3, 2; y)
- 10H(1, 0; y)H(3, 2; y) - 80H(0, 1; z)H(3, 3; y) - 160H(1, 1; z)H(3, 3; y)
- 10H(1; y)H(0, 0, 1; z) - 40H(2; y)H(0, 0, 1; z) - 80H(3; y)H(0, 0, 1; z)
+ 20H(0; z)H(0, 0, 2; y) - 10H(0; z)H(0, 1, 0; y) - 20H(1; y)H(0, 1, 0; y)
+ 30H(2; y)H(0, 1, 0; z) - 80H(3; y)H(0, 1, 1; z) - 20H(0; z)H(0, 2, 2; y)
- 30H(0; z)H(0, 3, 2; y) + 10H(2; y)H(1, 0, 0; z) - 10H(1; y)H(1, 0, 1; z)
- 20H(2; y)H(1, 0, 1; z) - 60H(3; y)H(1, 0, 1; z) + 70H(2; y)H(1, 1, 0; z)
+ 40H(3; y)H(1, 1, 0; z) + 10H(0; y)\left\{ 3\zeta_2 H(2; y) + H(2; y)H(0, 1; z)
+ 8H(3; y)H(1, 1; z) + 4H(1; z)(\zeta_2 + H(2, 0; y) + 2H(3, 2; y))
+ H(0; z)\left\{ - H(1; z)(2H(2; y) + H(3; y)) + H(2, 0; y) + 2(\zeta_2 - H(2, 2; y)
+ H(3, 2; y)) \right\} + 4H(0, 0, 1; z) + 3H(0, 3, 2; y) + H(1, 0, 0; z) \right\}$$
\[+ 2H(1, 0, 1; z) + 2H(1, 1, 0; z)\] 
\[+ 10H(0; z)H(2, 0, 0; y) + 20H(0; z)H(2, 1, 0; y)\] 
\[+ 20H(2; y)H(2, 1, 0; y) + 20H(0; z)H(2, 2, 0; y) + 40H(0; z)H(2, 3, 2; y)\] 
\[− 120H(3; y)H(2, 3, 2; y) + 80H(0; z)H(3, 2, 2; y) − 10H(1; z) \{ 8z_3 − 2z_2H(3; y)\} \] 
\[+ H(2; y)(−9z_2 + 12H(3; y)^2) + H(3; y)H(y; 1, 0; y) − 12H(3; y)H(3, 2; y)\] 
\[− H(0; z) \{ 3z_2 + 4H(2; y)H(y; 3, y) + H(0; y) − H(1, 0; y) + 4H(2; 0; y)\} + 4H(2, 2; y) + 3H(3, 0; y) + 2H(3, 2; y)\] 
\[− 4H(0, 0, 2; y) − 4H(2, 0, 3; y) − 2H(2, 1, 0; y) + 4H(2, 2, 3; y)\] 
\[− 4H(2, 3, 0; y) − 16H(2, 3, 3; y) + H(3, 1, 0; y) + 16H(3, 3, 2; y)\] 
\[+ 8H(3, 3, 3; y)\] 
\[− 50H(0, 0, 0, 1; z) + 30H(0, 0, 1, 0; z) − 40H(0, 0, 1, 1; z)\] 
\[− 40H(0, 0, 2, 2; y) − 60H(0, 0, 3, 2; y) + 20H(0, 1, 0, 1; y) − 60H(0, 1, 0, 1; z)\] 
\[+ 10H(0, 1, 0, 2; y) + 20H(0, 1, 1, 0; y) + 20H(0, 1, 1, 0; z) + 10H(0, 1, 2, 0; y)\] 
\[− 40H(0, 2, 0, 2; y) + 30H(0, 2, 1, 0; y) − 40H(0, 2, 2, 0; y) + 30H(0, 2, 3, 2; y)\] 
\[+ 80H(0, 3, 2, 2; y) − 30H(1, 0, 0, 1; z) + 40H(1, 0, 0, 2; y) + 30H(1, 0, 1, 0; z)\] 
\[+ 40H(1, 0, 2, 0; y) − 40H(1, 1, 0, 0; y) + 10H(1, 1, 0, 0; z) − 30H(1, 1, 0, 1; z)\] 
\[− 20H(1, 1, 1, 0; y) + 40H(1, 1, 1, 0; z) + 40H(1, 2, 0, 0; y) − 10H(1, 2, 1, 0; y)\] 
\[− 10H(1, 2, 3, 2; y) − 10H(1, 3, 0, 2; y) − 10H(1, 3, 2, 0; y) − 40H(2, 0, 0, 2; y)\] 
\[+ 30H(2, 0, 1, 0; y) − 40H(2, 0, 2, 0; y) + 40H(2, 0, 3, 2; y) + 50H(2, 1, 0, 0; y)\] 
\[+ 10H(2, 1, 1, 0; y) − 40H(2, 2, 0, 0; y) − 40H(2, 2, 3, 2; y) + 40H(2, 3, 0, 2; y)\] 
\[+ 40H(2, 3, 2, 0; y) + 120H(2, 3, 2, 3; y) + 160H(2, 3, 3, 2; y) + 80H(3, 0, 2, 2; y)\] 
\[− 10H(3, 1, 0, 2; y) − 10H(3, 1, 2, 0; y) + 80H(3, 2, 0, 2; y) − 10H(3, 2, 1, 0; y)\] 
\[+ 80H(3, 2, 2, 0; y) − 160H(3, 3, 2, 2; y) − 80H(3, 3, 3, 2; y)\] 
\[+ C_{4,y}\] 
\[\{ − 96yz^3H(0; y)^2H(0; z) − \frac{64}{3}yz(3 + 17y^2 + 6z − 4z^2 − 6y(1 + z))\} ζ_2H(1; z)\] 
\[+ \frac{32}{3}yz(3 + 73y^2 + 6z + 61z^2 − 6y(1 + z))H(0; z)H(1; z)^2 − 64yz(2 + 7y^2 − 4yz)\]
\[+ 7z^2\zeta_2 H(2; y) + \frac{32}{3} yz \left[ 3 + 53y^2 - 6y(-1 + z) - 6z + 65z^2 \right] H(0; z)H(2; y)\]
\[+ \frac{128}{3} yz(3 + 67y^2 - 6yz + 67z^2)H(1; z)H(2; y)H(3; y) - \frac{64}{3} yz \left[ 3 + 61y^2 + 6z \right] \]
\[+ 37z^2 - 6y(1 + 2z)H(0; y)H(0, 1; z) + \frac{64}{3} yz \left[ 6 + 95y^2 - 12yz + 95z^2 \right] H(2; y)\]
\[\times H(0, 1; z) + \frac{64}{3} yz \left[ -3 + 5y^2 + 6y(-1 + z) + 6z - 7z^2 \right] H(0; z)H(0, 2; y)\]
\[- \frac{64}{3} yz \left[ 55y^2 - 6y(2 + z) + z(12 + 19z) \right] H(1; z)H(0; y) + \frac{64}{3} yz \left[ -3 + y^2 - 6z \right] \]
\[+ 13z^2 + 6y(1 + z) \left\{ (H(1; z)H(1, 0; y) + H(2; y)H(1, 0; y)) \right\} + \frac{128}{3} yz \left[ -3 + 7y^2 \right] \]
\[+ 6yz + 7z^2 \right\} H(1; z)H(3, 2; y) - \frac{64}{3} yz \left[ 43y^2 - 6yz + 31z^2 \right] H(1; z)H(3, 0; y)\]
\[+ H(0; y)H(3, 2; y) - \frac{64}{3} yz \left[ 31y^2 - 6yz + 43z^2 \right] H(0; z)H(1; z)H(3; y)\]
\[+ H(0; z)H(3, 2; y) + \frac{64}{3} yz \left[ 3 + 35y^2 + 6z - z^2 - 6y(1 + 3z) \right] H(0, 0, 1; z)\]
\[- 64yz(1 - 2y + 14y^2 + 2z + 17z^2)H(0, 1, 0; y) - \frac{64}{3} (29y^3 z + 20y^2 z^2)H(0, 1, 0; z)\]
\[+ \frac{64}{3} yz \left[ -3 + y^2 - 6z + 13z^2 + 6y(1 + z) \right] H(0, 1, 1; z) - 256yz(-y + y^2 + z - z^2)\]
\[\times H(0, 3, 2; y) - \frac{64}{3} yz \left[ 3 + 65y^2 + 6z + 62z^2 - 6y(1 + z) \right] H(1, 0, 0; y)\]
\[- 96y^3 \left\{ H(0; y)H(0; z)^2 + 2H(1, 0, 0; z) \right\} + \frac{64}{3} yz \left[ 3 + 25y^2 + 6z + 4z^2 - 6y(1 + z) \right] \]
\[\left\{ \zeta_2 H(1; y) + H(1, 1, 0; y) \right\} - \frac{64}{3} yz \left[ 3 + 91y^2 + 6z + 70z^2 - 6y(1 + z) \right] H(1, 1, 0; z)\]
\[+ \frac{64}{3} yz \left[ 3 + 65y^2 + 6z + 53z^2 - 6y(1 + z) \right] \left\{ (H(0; y)^2 H(1; z))/2 + H(0; y)H(0, 2; y) \right\}\]
\[- H(0, 0, 2; y) + H(2, 0, 0; y) \right\} + \frac{64}{3} yz \left[ 3 + 38y^2 + 6z + 26z^2 - 6y(1 + z) \right] \]
\[\times H(2, 1, 0; y) + \frac{128}{3} yz(3 + 67y^2 - 6yz + 67z^2)H(2, 3, 2; y) - 32yz(y^2 + z^2)\]
\[\times \left\{ - \frac{638}{9} \zeta_3 + \zeta_2 H(0; y) + \zeta_2 H(0; z) - \frac{22}{3} H(0; y)H(0; z)H(1; z) \right\}\]
\[+ \frac{74}{3} H(0; y)H(1; z)^2 + \frac{70}{3} H(0; z)H(1; z)H(2; y) + \frac{74}{3} H(0; y)H(2; y)^2 \]
\[+ \frac{74}{3} H(0; z)H(2; y)^2 - \frac{148}{3} H(1; z)^2 H(3; y) + \frac{148}{3} H(1; z)H(0, 2; y)\]
\[+ \frac{40}{3} H(0; z)H(1, 0; y) - \frac{62}{3} H(0; z)H(2, 0; y) + \frac{148}{3} H(1; z)H(2, 0; y)\]
\[- \frac{296}{3} H(3, 2, 2; y) \right\} + \frac{512}{3} yz(4y^2 - 3yz + 4z^2)\left( \frac{1}{2} H(1; z)H(3; y)^2 \right)\]
\[+ H(3; y)H(0, 1; z) + H(3, 3, 2; y) \right\} + C_{s4} \left\{ - \frac{32}{3} y^2 z^2 \left[ 71y^2 + 12y(-1 + z) \right] \right\}
\[ + z(-12 + 71z) \zeta_2 - \frac{32}{3} y^2 z^2 \left\{ 70y^2 - 3yz + z(3 + 67z) \right\} H(0; y)^2 + \frac{32}{9} y^2 z^2 \left\{ 18y - 263y^2 + (18 - 263z)z \right\} H(0; y) H(0; z) - \frac{32}{3} y^2 z^2 \left\{ 67y^2 - 3y(-1 + z) + 70z^2 \right\} H(0; z)^2 + \frac{32}{9} y^2 z^2 \left\{ 215y^2 + 18y(1 + z) + z(18 + 197z) \right\} H(0; z) H(1; z) + \frac{64}{9} z^2 \left\{ -380y^4 + 45(-1 + z) z^2 + 24y^3(1 + 3z) + y^2(48 - 291z - 164z^2) + 9yz(11 - 16z + 5z^2) \right\} H(0; z) H(2; y) - \frac{3328}{3} y^2 z^2 (y^2 + z^2) \right\} H(1; z)^2 + 2H(1; z) H(2; y) + H(2; y)^2 \right\} - \frac{32}{3} y^2 \left\{ 30y^4 + 30y^3(-2 + z) + z^2(32 + 10z - 325z^2) + y^2(30 - 96z - 175z^2) + 2yz(33 - 100z + 21z^2) \right\} H(1, 0; y) + \frac{64}{9} y^2 \left\{ 45y^4 + 45y^3(-2 + z) + y^2(45 - 144z - 164z^2) + 4z^2(12 + 6z - 95z^2) + 3yz(33 - 97z + 24z^2) \right\} \left\{ H(0; y) H(1; z) + H(0, 2; y) + H(2, 0; y) \right\} - \frac{64}{9} \left\{ 15y^6 + 15y^5(-2 + z) + 15(-1 + z)^2 z^4 + y^4(15 - 48z - 268z^2) + 3yz(11 - 16z + 5z^2) + y^3z(33 - 86z + 48z^2) - 2y^2 z^2(-16 + 43z + 134z^2) \right\} \left\{ H(1; z) H(3; y) + H(3, 2; y) \right\} + \frac{16}{27} C_{8,q} \left\{ 2y(-1 + z) \right\} x \left\{ 270y^5 + 2(27 - 1813z) z^3 + y^4(-540 + 4274z) + y^2z(216 - 4175z + 3905z^2) + y^2 z(432 - 4715z + 4400z^2) + y^3(270 - 4706z + 4499z^2) \right\} H(0; y) + (-1 + y) x \left\{ 2z(270(-1 + z) z^3 + y^4(-3626 + 3905z) + 2yz(216 - 2353z + 2137z^2) + y^3(54 - 4175z + 4400z^2) + y^2 z(216 - 4715z + 4499z^2) \right\} H(0; z) + 3(-1 + z) x \left\{ 180y^5 + 180(-1 + z) z^3 - y^4(360 + 4357z) + y^2 z(852 - 966z - 4357z^2) + y^2 z(852 - 3420z - 2821z^2) + y^3(180 - 966z - 2821z^2) \right\} \left\{ H(1; z) + H(2; y) \right\} \right\} \right\} \right\} \right\} - \frac{4}{81} C_{6,q} \left\{ 648 + 393245y^2 + 52272z + 393245z^2 - 432y(-121 + 245z) \right\} \right\} \right\} . \quad \text{(B.14)} \\

S_{q, N}^{(2)} = -32 C_{1,q} \left\{ 7z^2 - 12z H(1; y) - 16z H(1; z) + 4z H(1; y) H(1; z) - 4z H(2; y) \right\} \right\}
\[ + 4H(0; y)^2H(0; z)H(2; y) - 8\zeta_2H(1; z)H(3; y) + 8H(1; z)H(3; y)H(0, 0; y) \\
- 16H(0, 0; y)H(0, 0; z) - 16\zeta_2H(0, 1; y) - 4\zeta_2H(0, 1; z) - 16\zeta_2H(1, 0; y) \\
- 4H(1; z)H(3; y)H(1, 0; y) - 16\zeta_2H(1, 1; y) - 12\zeta_2H(1, 1; z) + 4\zeta_2H(1, 2; y) \\
- 8H(0, 1; z)H(1, 2; y) - 4\zeta_2H(2, 0; y) + 4H(0, 1; z)H(2, 0; y) - 8\zeta_2H(3, 2; y) \\
+ 8H(0, 1; z)H(3, 2; y) - 4H(1, 0; y)H(3, 2; y) - 4H(1; y)H(0, 0, 1; z) \\
- 24H(1; y)H(0, 1, 0; y) + 8H(1; z)H(0, 1, 0; y) + 4H(1; y)H(0, 1, 0; z) \\
+ 4H(2; y)H(0, 1, 0; z) - 4H(1; z)H(0, 2, 3; y) - 4H(1; z)H(0, 3, 0; y) \\
+ 8H(1; z)H(1, 0, 0; y) + 8H(2; y)H(1, 0, 0; z) - 4H(1; y)H(1, 0, 1; z) \\
- 8H(3; y)H(1, 0, 1; z) - 4H(0; y)\left\{3\zeta_3 - 2\zeta_2H(1; z) - 2\zeta_2H(2; y)\right\} \\
- 2H(2; y)H(0, 0; z) + 2H(2; y)H(0, 1; z) + H(0; z)\left\{(H(1; z)H(2; y) \\
- 3H(3; y)) + H(2, 0; y) + 2(\zeta_2 + H(3, 2; y))\right\} + 5H(0, 0, 1; z) + 3H(0, 1, 0; z) \\
- H(0, 3, 2; y) + 4H(1, 0, 0; z) + H(1, 0, 1; z) - H(1, 1, 0; z)\right\} + 4H(1; y)H(1, 1, 0; z) \\
- 16H(3; y)H(1, 1, 0; z) - 4H(1; z)H(1, 2, 3; y) - 4H(1; z)H(1, 3, 0; y) \\
- 4H(0; z)\left\{3\zeta_3 - \zeta_2H(1; y) - \zeta_2H(2; y) + H(2; y)H(1, 0; y) + H(1; z)3\zeta_2 \\
- 2H(0, 0; y) + 2H(1, 0; y) - H(1, 2; y) - H(3, 0; y) + 2H(3, 2; y)) + 2H(0, 0, 2; y) \\
+ 2H(0, 1, 0; y) + H(0, 3, 2; y) + 6H(1, 0, 0; y) - H(1, 2, 0; y) - 2H(2, 0, 0; y) \\
- 2H(2, 1, 0; y)\right\} - 8H(1; z)H(3, 0, 0; y) - 4H(1; z)H(3, 1, 0; y) + 12H(0, 0, 0, 1; z) \\
- 8H(0, 0, 1, 0; y) - 4H(0, 0, 1, 0; z) + 24H(0, 1, 0, 1; y) - 4H(0, 1, 0, 1; z) \\
+ 8H(0, 1, 0, 2; y) + 32H(0, 1, 1, 0; y) - 16H(0, 1, 1, 0; z) + 8H(0, 1, 2, 0; y) \\
+ 8H(0, 2, 1, 0; y) - 4H(0, 2, 3, 2; y) - 4H(1, 0, 0, 1; z) + 8H(1, 0, 0, 2; y) \\
- 20H(1, 0, 1, 0; z) + 8H(1, 0, 2, 0; y) - 32H(1, 1, 0, 0; y) - 16H(1, 1, 0, 0; z) \\
- 4H(1, 1, 0, 1; z) - 16H(1, 1, 1, 0; y) - 16H(1, 1, 1, 0; z) + 8H(1, 2, 0, 0; y) \\
- 4H(1, 2, 3, 2; y) - 4H(1, 3, 0, 2; y) - 4H(1, 3, 2, 0; y) + 4H(2, 0, 1, 0; y) \\
+ 8H(2, 1, 0, 0; y) - 4H(3, 1, 0, 2; y) - 4H(3, 1, 2, 0; y) - 4H(3, 2, 1, 0; y)\right\} \]
\[ + C_2q \left\{ \frac{32}{9} \left( 761(-1 + z)^2z^2 - 2y z^2(869 - 1630z + 761z^2) + y^4(761 - 1522z + 815z^2) + 2y^3(-761 + 1630z - 1139z^2 + 216z^3) + y^2(761 - 1738z + 2494z^2 - 2278z^3 + 815z^4) \right) \right. \\
+ y^2(38 - 76z + 35z^2) \right\} \xi_2 H(0; y) + \frac{64}{3} (-1 + y)^2 \left\{ \right. \\
+ y^2(11 + 12z + 35z^2) \right\} \xi_2 H(0; z) + \frac{64}{3} (-1 + y)^2(-1 + z)^2y(11 + 6z) } \\
\times H(0; z) - \frac{32}{3} \left\{ (-1 + z)^2(-36 + 103z) + y^4(31 - 62z + 37z^2) + 2yz(54 - 223z + 272z^2 - 103z^3) + y^3(-31 + 92z - 109z^2 + 42z^3) + y^2(31 - 194z + 458z^2 - 398z^3 + 109z^4) \right\} \xi_2 H(1; z) + \frac{128}{3} (-1 + y)^2(-1 + z)^2y(11 + 6z) \\
\times H(0; y) H(0; z) + y^3(-26 + 40z + 16z^2 - 24z^3) + y^2(13 - 14z - 28z^2 + 16z^3 + 10z^4) \right\} H(0; z) \\
\times H(1; z) + \frac{32}{3} \left\{ (-1 + z)^2(-36 + 59z) + y^4(59 - 118z + 65z^2) + y^3(-77 + 202z - 191z^2 + 60z^3) - 2y(18 - 108z + 233z^2 - 202z^3 + 59z^4) + y^2(131 - 466z + 658z^2 - 382z^3 + 65z^4) \right\} \xi_2 H(2; y) - 192(-1 + y)^3y(-1 + z)^2(-1 + y + z)H(0; z) \frac{1}{x^2} H(2; y) \\
- \frac{64}{3} (-1 + z)^2 \left\{ 31y^4 + 4z^2 + 10y^3(-8 + 3z) - 2y(9 - 9z + 4z^2) + y^2(67 - 48z + 7z^2) \right\} \\
\times H(0; z) H(1; z) H(2; y) - \frac{64}{3} (-1 + y)^2 \left\{ 2(-1 + z)^2z(9 + z) - 6yz(1 - 4z + 3z^2) \right\} \\
+ y^2(41 - 82z + 38z^2) H(0; y) H(0; 1; z) + \frac{64}{3} \left\{ (-1 + z)^2 z^2 + y^4(40 - 80z + 43z^2) + y^3(-98 + 238z - 200z^2 + 54z^3) - 2y(9 - 27z + 46z^2 - 41z^3 + 13z^4) + y^2(76 - 212z + 242z^2 - 122z^3 + 19z^4) \right\} H(2; y) H(0; 1; z) + \frac{64}{3} (-1 + z)^2 \left\{ 5y^4 - 22z^2 \right\} \\
+ y^3(-28 + 30z) + y^2(41 - 48z - 19z^2) + 2y(-9 + 9z + 22z^2) \right\} H(0; z) H(0, 2; y) \\
- 64 \left\{ -6(-1 + z)^3 z + y^4(10 - 20z + 9z^2) + y^3(-26 + 60z - 36z^2 + 4z^3) + y^2(22 - 50z + 20z^2 + 12z^3 - 8z^4) + 2y(-3 + 2z + 13z^2 - 18z^3 + 6z^4) \right\} \right. \\
\times H(1; z) \\
\times H(0, 3; y) + \frac{128}{3} (-1 + y)^2(-1 + z)^2(y^2 + 10z^2) H(0; z) \frac{1}{x^2} H(1, 0; y) - \frac{1408}{3} (-1 + y)^2 \\
\times (-1 + z)^2(y^2 + z^2) \left\{ H(1; z) H(1, 0; y) + H(2; y) H(1, 0; y) + (2H(0; z) H(2, 0; y)) / 11 \right\} \]
\(-64(-1 + y)^2(-1 + z)^2(y^2 + 4yz + 3z^2)(H(1; z)H(3, 0; y) + H(0; y)H(3, 2; y))
- \(64(-1 + y)^2(-1 + z)^2(3y^2 + 4yz + z^2)\left\{H(0; z)H(1; z)H(3; y) + H(0; z)H(3, 2; y)\right\}
+ 64\left\{-3(-2 + z)(-1 + z)^2z + y^4(5 - 10z + 4z^2) + 2y^3(-5 + 13z - 8z^2 + z^3)
+ 2yz(-5 + 15z - 13z^2 + 3z^3) + y^2(5 - 12z - 2z^2 + 10z^3 - 2z^4)\right\}H(0, 0; 1; z)
+ 64(-1 + y)^2\left\{2(-1 + z)^2z(-3 + 10z) + 2yz(5 - 8z + 3z^2) + y^2(15 - 30z + 14z^2)\right\}
\times H(0, 1, 0; y) + 64(-1 + z)^2\left\{11y^4 + 14z^2 - 28yz^2 - 2y^3(11 + 2z) + y^2(11 + 4z + 13z^2)\right\}H(0, 1, 0; z) + \left\{13(-1 + z)^2z^2 + y^4(13 - 26z + 10z^3) - 2y^2(7 - 20z + 13z^2) + y^3(-26 + 40z + 16z^2 - 24z^3) + y^2(13 - 14z - 28z^2 + 16z^3 + 10z^4)\right\}
\times H(0, 1, 1; z) - 64\left\{-3(-1 + z)^2z(-2 + 3z) + y^3(-24 + 52z - 26z^2) + y^4(9 - 18z + 8z^2) + y^2(21 - 40z + 26z^3 - 8z^4) + 2y(-3 + 20z^2 - 26z^3 + 9z^4)\right\}H(0, 3, 2; y)
+ \frac{128}{3}(-1 + y)^2(-1 + z)^2(31y^2 + 9yz + z(-9 + 31z))H(1, 0, 0; y) + \left\{(-1 + y)^2(22y^2 + 31z^2)\right\}H(0; y)H(0; z)^2 + 2H(1, 0, 0; z) - \frac{128}{3}(-1 + y)^2(-1 + z)^2
\times (11y^2 - 9yz + (9 - 7z)z)(\zeta_2 H(1; y) + H(1, 1, 0; y)) - \left\{35(-1 + z)^2z^2 + y^4(26 - 52z + 29z^2) - 2y^2(41 - 76z + 35z^2) + 2y^3(-26 + 64z - 59z^2 + 18z^3)
+ y^2(26 - 76z + 142z^2 - 130z^3 + 41z^4)\right\}H(1, 1, 0; z) - 384(-1 + y)^2(-1 + z)^2z
\times (-1 + y + z)\left\{(H(0; y)^2H(1; z))/2 + H(0; y)H(0, 2; y) - H(0, 0, 2; y)
+ H(2, 0, 0; y)\right\} + 64(-1 + y)^2\left\{-3(-2 + z)(-1 + z)^2z + y^2(6 - 12z + 5z^2)
- 2yz(3 - 8z + 5z^2)\right\}H(2, 1, 0; y) + \left\{3(-1 + z)^2z^2 - 2y^2(5 - 8z + 3z^2)
+ y^4(3 - 6z + 4z^2) + 2y^3(-3 + 8z - 10z^2 + 4z^3) + y^2(3 - 10z + 24z^2 - 20z^3 + 4z^4)\right\}
\times (H(1; z)H(2; y)H(3; y) - H(1; z)H(3, 2; y) + H(2, 3, 2; y)) + 512(-1 + y)^2
\times (-1 + z)^2(y + z)^2((H(1; z)H(3, y)^2)/2 + H(3; y)H(0, 1; z) + H(3, 3, 2; y))\right\}
+ C_{3,q}^2\left\{-64y^2z^2\left\{43y^4(-1 + z) - 43(-1 + z)^2z^2 + yz^2(90 - 133z + 43z^2)
+ y^3(86 - 133z + 48z^2) + y^2(-43 + 90z - 96z^2 + 48z^3)\right\}\zeta_2 - \frac{32}{3}(-1 + y)y^2
\[ \times (-1 + z)z^2(307y^3 + 325yz^3 + 307(-1 + z)z^3 + y^2(-307 + 325z)H(0; y)H(0; z) \\
- \frac{32}{3}y^2(-1 + z)z^2\{307y^4 - 307(-1 + z)z^3 + y^3(-614 + 325z) + yz(-6 - 626z \\
+ 307z^2) + y^3(307 - 319z + 325z^2)\}H(0; z)H(1; z) - 32(-1 + z)z^2\{33y^6 \\
+ (-1 + z)z^2 + y^4(-64 + 39z) - y(-1 + z)z(2 - 10z + z^2) + y^4(26 - 41z + 36z^2) \\
y^3(8 - 5z - 52z^2 + 22z^3) + y^2(-3 + 9z + 3z^2 - 9z^4)\}H(0; z)H(2; y) \\
- \frac{32}{3}y^2\{3y^6(-1 + z) + 3y^5(4 - 13z + 9z^2) + (-1 + z)^2z^2(-9 + 6z + 406z^2) \\
y^4(-18 + 105z + 280z^2 - 373z^3) + y^3(12 - 111z - 623z^2 + 1155z^3 - 433z^4) \\
y^2(-3 + 48z + 289z^2 - 749z^3 + 863z^4 - 442z^5) - yz(6 - 36z + 57z^2 + 803z^3 \\
- 1236z^4 + 406z^5\}H(0, 1; z) - \frac{32}{3}y^2\{3y^6(-1 + z) + 3y^5(4 - 13z + 9z^2) \\
- (-1 + z)^2z^2(9 - 6z + 208z^2) + y^4(-18 + 105z - 334z^2 + 241z^3) + y^3(12 \\
- 111z + 605z^2 - 711z^3 + 217z^4) + yz(-6 + 36z - 33z^2 + 425z^3 - 630z^4 + 208z^5) \\
y^2(-3 + 48z - 325z^2 + 479z^3 - 413z^4 + 208z^5\}H(1, 0; y) + 32y^2\{3y^6(-1 + z) \\
y^5(4 - 13z + 9z^2) + (-1 + z)^2z^2(-3 + 2z + 33z^2) - y^4(6 - 35z + 9z^2 + 22z^3) \\
y^3(4 - 37z - 3z^2 + 74z^3 - 36z^4) - yz(2 - 12z + 13z^2 + 67z^3 - 103z^4 + 33z^5) \\
y^2(1 - 16z + 6z^2 + 47z^3 - 77z^4 + 39z^5)\}\{H(0; y)H(1; z) + H(0, 2; y) + H(2, 0; y) \} \\
- 32\{y^8(-1 + z) - (-1 + z)^4z^4 + y(-1 + z)^3z(2 - 10z + z^2) + y^7(4 - 13z + 9z^2) \\
y^6(-6 + 35z + 24z^2 - 55z^3) + y^2(-1 + z)^2z^2(-6 + 8z + 42z^2 + 9z^3) + y^5(4 - 37z \\
- 67z^2 + 175z^3 - 75z^4) + y^4(-1 + 16z + 20z^2 - 108z^3 + 150z^4 - 75z^5) \\
y^3z(2 - 20z + 30z^2 + 108z^3 - 175z^4 + 55z^5)\}\{H(1; z)H(3; y) + H(3, 2; y) \} \} \\
+ \frac{32}{27}C_{7,0}\{9y(-1 + z)(3y^4 + y^3(-6 + 145z) - z^2(11 + 149z) + y^2(3 - 109z - 69z^2) \\
yz(-36 + 80z + 109z^2)H(0; y) + (-1 + y)\{9z(3(-1 + z)^2z^2 + y^3(-149 + 109z) \\
y^2(-11 + 80z - 69z^2) + yz(-36 - 109z + 145z^2)\}H(0; z) + (-1 + z)27y^4 \\
+ 27(-1 + z)^2z^2 - 2y^3(27 + 1547z) + 9y^2(3 - 46z + 38z^2) - 2yz(-108 + 207z)
\begin{align*}
&\left. + 1547z^3\right)\{H(1; z) + H(2; y)\}\right) \right\}
&\frac{16}{81} C_{6,q} \left(324 + 56327y^2 + 14040z + 56327z^2 \\
&- 216y(-65 + 133z)\right].
\end{align*}

(B.15)
\[-10H(1, 0, 0, 2; y) + 10H(1, 0, 1, 0; z) - 10H(1, 0, 2, 0; y) + 20H(1, 1, 0, 0; y) + 5H(1, 1, 0, 0; z) - 20H(1, 1, 0, 1; z) + 10H(1, 1, 1, 0; y) - 10H(1, 2, 0, 0; y) - 5H(1, 2, 1, 0; y) - 10H(1, 2, 3, 2; y) - 10H(1, 3, 0, 2; y) - 10H(1, 3, 2, 0; y) - 5H(2, 1, 0, 0; y) + 5H(2, 1, 1, 0; y) + 20H(2, 2, 1, 0; y) - 10H(3, 1, 0, 2; y) - 10H(3, 1, 2, 0; y) - 10H(3, 2, 1, 0; y) + C_{2,q}\left\{192\left(9(-1 + z)^2 z^2 - 2y z^2(11 - 20z + 9z^3) + y^4(9 - 18z + 10z^2) + 2y^3(-9 + 20z - 16z^2 + 4z^3) + y^2(9 - 22z + 36z^2 - 32z^3 + 10z^4)\right)\xi_1 - 64(-1 + y)^2\left(4y(-1 + z)z^2 + 6(-1 + z)^2 z^2 + y^2(3 - 6z + 4z^3)\right)\right\}\times\xi_2 H(0; y) - 96(-1 + y)^2(-1 + z)^2 z^2 H(0; y)^2 H(0; z) - 64\left\{-y^4(5 - 8z + 4z^2) + 2(-1 + y)^2(-1 + z)^2 z^2 - 2y(-5 + 20z - 15z^2 - 8z^3 + 8z^4) + y^2(-6 + 30z - 24z^2 - 8z^3 + 9z^4)\right\}\xi_2 H(2; y) - 32(-1 + y)^2(3y^2 + 4y(-1 + z) + (-1 + z)^2(-1 + z)^2 z^2 H(0; z)^2 H(2; y) - 64(-1 + z)^2\left\{6y^4 + 4y^3(-3 + z) + 3z^2 - 6yz^2 + y^2(6 - 4z + 4z^3)\right\}\left\{\xi_2 H(0; z) + H(0; z) H(1; z) H(2; y)\right\}\right\}\times 64(-1 + y)^2\left\{y^2(4 - 8z + 5z^2) + (-1 + z)^2(1 - 4z + 9z^2) + 2y(-1 + 4z - 7z^2 + 4z^3)\right\}\left\{\xi_2 H(0; y) H(0, 1; z) + 64\left\{2(-1 + z)^2(-1 + 3z + z^2) + y^4(5 - 10z + 6z^2) + 2y^3(-2 + 4z - 5z^2 + 2z^3) - 2y(-5 + 20z - 21z^2 + 4z^3 + 2z^4) + y^2(-9 + 32z - 24z^2 - 2z^3 + 4z^4)\right\}\right\}\left\{H(2; y) H(0, 1; z) - 64(-1 + y)^2(-1 + z)^2\left\{1 + y^2 - 4z + 3z^2 + y(-2 + 4z)\right\}\right\}\left\{H(0; y) H(0, 2; y) + 64(-1 + z)^2(6y^4 + 8y^3(-2 + z) + (-1 + z)^2 - 2y(3 - 4z + z^2) + y^2(15 - 14z + 2z^2))\right\}\left\{H(0; z) H(0, 2; y) - 192(-1 + y)^2(-1 + z)^2 \times (y^3 + z^2)\right\}\left\{H(0; y) H(0; z) H(1; z) + H(0; z) H(2, 0; y)\right\} + 64\left\{y^4(2 - 4z + z^2) - (1 + z)^2(1 - 4z + 6z^2) + y^3(-2 + 4z + 4z^2 - 4z^3) + y^2(-3 + 14z - 33z^2 + 26z^3)\right\}\right\}.
\[-5z^4) + 4y(1 - 5z + 11z^2 - 10z^3 + 3z^4)\big\}H(0, 0, 1; z) - 32(-1 + y)^2(-1 + z)^2 \\
\times (1 + y^2 - 4z + 3z^2 + y(-2 + 4z))\big\}H(0; y)^2H(1; z) - 2H(1; z)H(1, 0; y) \\
- 2H(2; y)H(1, 0; y) - 2H(0, 0, 2; y)\big\} - 64(-1 + y)^2\big\}y^2(-1 + 2z) + (-1 + z)^2 \\
\times (-1 + 4z + 3z^2) + y(2 - 8z + 6z^2)\big\}H(0, 1, 0; y) - 64y^2(-1 + z)^2(6 + 6y^2) \\
+ 4y(-3 + z) - 4z + z^3)H(0, 1, 0; z) - 64\big\}{(-1 + z)^2(-1 + 4z) + y^4(2 - 4z + 3z^2) \\
- 4y(-1 + 5z - 6z^2 + 2z^3) + y^3(-2 + 4z - 8z^2 + 4z^3) + y^2(-3 + 14z - 9z^2) \\
- 2z^3 + z^4)\big\}H(0, 1, 1; z) - 64\big\}{(-(-1 + z)^2(-2 + 5z)) + y^4(5 - 10z + 4z^3) \\
- 2y^3(6 - 14z + 7z^3) + y^2(9 - 20z + 14z^3 - 4z^4) + 2y(-1 + 10z^2 - 14z^3 + 5z^4) \big\} \\
\times \big\{H(1; z)H(0, 3; y) + H(0, 3, 2; y)\big\} + 64(-1 + y)^3(-1 + z)^2(-1 + y + 4z) \\
\times H(1, 0, 0; y) - 96(-1 + y)^3y^2(-1 + z)^2\big\}H(0; y)H(0; z) + 2H(1, 0, 0; z) \big\} \\
- 64(-1 + y)^2(-1 + z)^2(1 + y^2 - 4z + 6z^2 + y(-2 + 4z))\big\}{\zeta_2H(1; y) + H(1, 1; 0; y) \big\} \big\} \\
- 64\big\}{(-1 + z)^2(-1 + 4z + 3z^2) + y^4(11 - 22z + 12z^2) + y^3(-20 + 44z - 34z^2) \\
+ 8z^3) + y(4 - 20z + 18z^2 + 4z^3 - 6z^4) + y^2(6 - 8z + 12z^2 - 14z^3 + 5z^4) \big\} \\
\times H(1, 1, 0; z) - 64(-1 + y)^2(-1 + z)^2(1 + y^2 - 4z + 3z^2 + y(-2 + 4z))H(2, 0, 0; y) \\
- 64(-1 + y)^2\big\}y^2(4 - 8z + 5z^2) + (-1 + z)^2(1 - 4z + 9z^2) + 2y(-1 + 4z - 7z^2) \\
+ 4z^3)\big\}H(2, 1, 0; y) + 64\big\}{y^4(-1 + 2z) - (-1 + z)^2(2 - 6z + z^2) + 2y^3(4 - 10z \\
+ 5z^2) + y^2(-15 + 48z - 42z^2 + 10z^3) + 2y(5 - 20z + 24z^2 - 10z^3 + 5z^4) \big\} \\
\times \big\{H(1; z)H(2; y)H(3; y) - H(1; z)H(3, 2; y) + H(2, 3, 2; y)\big\} \big\} + C_{3,q} \big\} - 32y^2z^2 \big\} \\
\times \big\{55y^4(-1 + z) - (-1 + z)^2z(4 + 55z) + y^3(106 - 153z + 49z^2) + y^2(-47 + 82z \\
- 86z^2 + 49z^3) + y(-4 + 20z + 82z^2 - 153z^3 + 55z^4) \big\} \zeta_2 - 32(-1 + y)y^2(-1 + z)z^3 \big\} \\
\times (-1 + y + z)^2H(0; y)^2 - 64(-1 + y)y^2(-1 + z)z^2(13y^3 + 2y^2(-6 + 5z) \\
+ y(-1 + 2z + 10z^2) + z(-1 - 12z + 13z^2))H(0; y)H(0; z) - 32(-1 + y)^3(-1 + z) \big\} \\
\times z^2(-1 + y + z)^2H(0; z)^2 - 64y^2(-1 + z)z^2\big\}14y^4 + z + 12z^2 - 13z^3 \big\}
+ 3y^3(-9 + 4z) + y^5(12 - 10z + 11z^2) + y(1 - 3z - 22z^2 + 13z^3)H(0; z)H(1; z)
- 32(-1 + z)z^2(-1 + y + z)^2(-11y^4 - 5(-1 + z)z^2 + y^3(6 + 17z) + y^2(5 - 27z + z^2)
+ yz(12 - 6z + 5z^3))H(0; z)H(2; y) - 32z^2(-1 + y + z)^2\{11y^4(-1 + z)
+ 5(-1 + z)^2z^2 + y^3(8 + 7z - 17z^2) + yz(12 - 18z + 11z^2 - 5z^3) - y^2(-5 + 30z
- 75z - 95z^2 + 52z^3) + y^3(20 - 89z + 209z^2 - 188z^3 + 48z^4) + yz(-12 + 62z
- 65z^2 + 33z^3 - 33z^4 + 15z^5) + y^2(-5 + 52z - 182z^2 + 201z^3 - 85z^4 + 17z^5
- 5(z^2 - 4z^3 + 3z^6)\}H(0, 1; z) - 32y^2(-1 + y + z)^2(5y^6(-1 + z) + y^5(10 - 11z
+ z^2) + z^2(-5 - 6z + 11z^2) - yz(12 - 32z + 11z^2 + 11z^3) + y^2(-5 + 18z - 28z^2
+ 17z^3))H(0, 2; y) + 32y^2(5y^6(-1 + z) + y^5(20 - 31z + 11z^2) + (-1 + z)^2z^2
\times(-5 - 4z + 39z^2) - y^4(30 - 75z + 41z^2 + 2z^3) + y^3(20 - 89z + 107z^2 - 44z^3
+ 2z^4) - y^2(5 - 52z + 140z^2 - 133z^3 + 9z^4 + 29z^5) - yz(12 - 68z + 93z^2 + 35z^3
- 111z^3 + 39z^5))H(1, 0; y) - 32y^2(-1 + y + z)^2\{5y^4(-1 + z) + y^3(10 - 11z + z^2)
+ z^2(-5 - 6z + 11z^2) - yz(12 - 32z + 11z^2 + 11z^3) + y^2(-5 + 18z - 28z^2 + 17z^3)\}
\times\{H(0; y)H(1; z) - H(1; z)H(3; y) + H(2, 0; y)\} + 32(-1 + y + z)^2(5y^6(-1 + z)
- 5(-1 + z)^2z^2 + y^5(10 - 11z + z^2) + y^2z^2(-10 + 24z - 17z^2 + z^3) + 6y^3z(-2 + 4z
- 3z^2 + z^3) + yz^3(-12 + 18z - 11z^2 + 5z^3) + y^4(-5 + 18z - 17z^2 + 6z^3)\}H(3, 2; y)
- 16C_{7,q}\{2y(-1 + z)(5y^4 + y(10 - 19z)z - 3(-1 + z)z^2 + y^3(-10 + 21z) + y^2(5
- 31z + 16z^2))\}H(0; y) + (-1 + y)(2z(-3y^3 + 5(-1 + z)^2z^2 + y^2(3 - 19z + 16z^2)
+ yz(10 - 31z + 21z^2))H(0; z) + (-1 + z)\{10y^4 + 10(-1 + z)^2z^2 + y^3(-20 + 39z
+ 2y^2(5 - 37z + 32z^2) + yz(32 - 74z + 39z^2))\}(H(1; z) + H(2; y))\}
- 4C_{6,q}\{8 + 391y^2 + 112z + 391z^2 - 16y(-7 + 15z)\}.

(B.16)
\begin{align}
S_{q, n_f/N}^{(2)} &= \frac{n_f}{N} \left[ \frac{64 C_{1,q}}{9} \left( 119\zeta_3 - 12H(0; y)^2H(0; z) + 12\zeta_2H(1; y) + 33\zeta_2H(1; z) 
+ 21\zeta_2H(2; y) - 12H(2; y)H(0; 1; z) + 12H(1; z)H(1, 0; y) + 12H(2; y)H(1, 0; y) 
- 18H(0, 1, 0; y) - 18H(0, 1, 0; z) - 12H(0, 1, 1; z) - 24H(1, 0, 0; y) 
- 24H(1, 0, 0; z) + 12H(1, 1, 0; y) + 24H(1, 1, 0; z) - 6H(0; y)\zeta_2 + 2H(0; z)^2 
- H(0, 1; z) - H(0; z)H(1; z)) - 6H(0; z)(\zeta_2 \mp H(1; z)^2 - 2H(0, 2; y) + H(1, 0; y) 
- 2H(2, 0; y) - 2H(1; z)H(2; y)) \right] + \frac{64 C_{1,q}}{3} \left( 33\zeta_2 + 26H(0; y)H(0; z) 
+ 26H(0; z)H(1; z) - 26H(0, 1; z) + 26H(1, 0, y) \right) - \frac{64}{27} C_{9,q} \left( 9(-1 + z)\{5y^4 
- y^3(2 + z) - z^2(1 + 7z) - y^2(3 - 5z + z^2) + y(1 + 5z^2)\}H(0; y) + (-1 + y) 
\times \left( 9(y^3(-7 + 5z) - y^2(1 + z^2) - y(4 - 5z + z^2) + z^2(-3 - 2z + 5z^2))H(0; z) 
\right. 
- (-1 + z)(173y^3 + yz(36 + 137z) + y^2(180 + 137z) + z^2(180 + 137z))(H(1; z) 
\left. + H(2; y)) \right) \right] - \frac{16}{81} C_{9,q} \left( 2521y^2 + 1728y(-1 + 2z) + z(-1728 + 2521z) \right). \tag{B.17} \end{align}
\[ S_{q}^{(2)} = n_{f}^{2} \left[ -\frac{32}{9} C_{1,q} \left\{ 3H(0; z)^{2} + 3H(0; z) + 2H(0; y)(H(0; z) - 4H(1; z)) \
- 8H(0; z)(H(1; z) + H(2; y)) + 2(\zeta_{2} + 12H(1; z)^{2} + 24H(1; z)H(2; y) + 12H(2; y)^{2} \
- 4H(0, 2; y) - 4H(2, 0; y)) \right\} + \frac{640}{9} C_{1,q} \left\{ H(0; y) + H(0; z) - 4(H(1; z) + H(2; y)) \right\} \
- \frac{6400}{27} C_{1,q} \right] \]
where the constants $C_{i,q}$ are

\[
\begin{align*}
C_{1,q} &= \frac{Q^2}{(-1 + y + z)} \quad C_{2,q} = \frac{Q^2}{(-1 + y)^2(-1 + z)^2(-1 + y + z)}, \\
C_{3,q} &= \frac{Q^2}{y^2 z^2(-1 + y + z)^2(-1 + y)(-1 + z)} \quad C_{4,q} = \frac{Q^2}{yz(-1 + y + z)}, \\
C_{5,q} &= \frac{Q^2}{y^2 z^2(-1 + y + z)} \quad C_{6,q} = \frac{Q^2}{(-1 + y + z)} \quad C_{7,q} = \frac{Q^2}{yz(-1 + y)(-1 + z)(-1 + y + z)} \\
C_{8,q} &= \frac{Q^2}{yz(-1 + y)(-1 + z)(-1 + y + z)(y + z)}, \\
C_{9,q} &= \frac{Q^2}{(-1 + y)(-1 + z)(-1 + y + z)(y + z)}. 
\end{align*}
\] (B.20)
3-point FFs of the half-BPS and Konishi operator up to two-loops

For the half-BPS, and the Konishi operators at one loop, we find

\[ F_{BPS}^{(1), \text{fin}} = -\zeta^2 - H(0; y)(H(0; z) - H(1; z)) + H(2; y)(H(0; z) + H(0; y)) \]
\[ -H(1; z)(2H(3; y) + H(0; z)) - 2H(1, 0; y) - 2H(3, 2; y), \]

\[ F_{K, \phi\phi}^{(1), \text{fin}} = F_{BPS}^{(1), \text{fin}} + \frac{6y(1 - y - z)}{(1 - z)^2} H(0; z) - \frac{2}{z(1 - z)}(3y^2 - (3y - 7z)(1 - z)), \]

\[ F_{K, \lambda\lambda}^{(1), \text{fin}} = F_{BPS}^{(1), \text{fin}} - 3H(0; y)H(1; z) + 3H(0, 1; z) - 3H(0; y)H(2; y) \]
\[ + 3H(1, 0; y) + 3H(1; z)H(3; y) + 3H(3, 2; y) + \frac{6z}{1 - y} H(0; y) \]
\[ - \frac{6z}{y + z}(H(1; z) + H(2; y)) - 14. \] (C.1)

The two loop finite result for FF for the half-BPS operator is presented below

\[ F_{f}^{BPS,(2), \text{fin}} = \frac{49}{20} \zeta_2^2 + \zeta_3 \left( H(1; z) + H(2; y) - H(0; y) - H(0; z) \right) + \zeta_2 \left[ 3H(0; z) \right] \]
\[ \times \left( H(1; z) + H(0; y) - H(2; y) \right) + 4 \left( H(1; y)^2 - H(2; y)^2 \right) - H(1; z) \]
\[ \times \left( 3H(0; y) + 8H(2; y) + 2H(3; y) \right) - 2H(3, 2; y) - 3H(0; y)H(2; y) \]
\[ + 6H(1, 0; y) + 8H(0, 1; y) \right] + H(0; z) \left[ - H(0; y)^2 H(1; z) - H(0; y) \right] \]
\[ \times \left( H(2; y)^2 - 2H(0, 2; y) + 2H(3, 2; y) \right) - 2 \left( H(1; z) \left( H(2; y)^2 - H(0, 3; y) \right) \right) \]
+ H(2; y)H(3; y) − H(1, 0; y) + 2H(2, 0; y) + H(3, 0; y) + H(3, 2; y)

− H(2; y)H(1, 0; y) + H(0, 0, 2; y) − H(0, 1, 0; y) − 2H(0, 2, 2; y)

− 2H(0, 3, 2; y) − 2H(1, 0, 0; y) + H(2, 0, 0; y) + 2H(2, 1, 0; y) + H(2, 3, 2; y)

+ 2H(3, 2, 2; y)] + \frac{1}{2} H(0, z)^2 (H(0; y)^2 + H(2; y)^2 - 2H(0; y)H(2; y))

+ H(1; z)\left[-2H(0; y)^2 H(3; y) + 8H(2; y)H(3; y)^2 + \frac{4}{3} H(3; y)^3\right]

+ 2H(0; y)(H(0, 2; y) − 2H(3, 2; y)) − 8H(3; y)H(3, 2; y) − 2H(0, 0, 2; y)

− 2H(0, 1, 0; y) − 2H(0, 2, 3; y) − 4H(1, 0, 0; y) + 2H(2, 0, 0; y)

− 2H(2, 0, 3; y) − 4H(2, 1, 0; y) + 4H(2, 2, 3; y) − 2H(2, 3, 0; y)

− 8H(2, 3, 3; y) + 4H(3, 0, 0; y) + 8H(3, 3, 2; y)] + \frac{1}{2} H(1; z)^2 (H(0; y)^2

+ 4H(3; y)^2 − 4H(0; y)H(3; y)) + 2H(0; y)(H(0, 0, 1; z) + H(0, 1, 0; z)

− H(0, 1, 1; z) − 2H(0, 3, 2; y) + H(1, 0, 0; z) − H(1, 0, 1; z) − H(1, 1, 0; z)

− H(2, 3, 2; y) − 2H(3, 2, 2; y)] + 8H(1; y)H(0, 1, 0; y) + H(2; y)

\times \left[8H(3; y)H(0, 1; z) + 6H(0, 0, 1; z) − 2(H(0, 1, 0; z) + H(1, 0, 0; z)

+ 4H(1, 1, 0; z) + 2H(2, 1, 0; y) + H(0, 1, 0; y) + 2H(1, 0, 0; y))\right]

+ 4H(2; y)^2 H(0, 1; z) + 4H(3; y)(2H(0, 0, 1; z) + H(0, 1, 1; z) − H(1, 1, 0; z)

+ H(1, 0, 1; z) + 2H(2, 3, 2; y)] + 4H(3; y)^2 H(0, 1; z)

+ 2(H(0, 0; z)H(1, 1; z) + H(0, 0; y)H(2, 2; y) + 2H(0, 0, 1, 0; y)

+ 2H(0, 0, 3, 2; y) − 4H(0, 1, 0, 1; y) − 4H(0, 1, 1, 0; y) + 4H(1, 1, 0, 0; y)
\[ + 4H(1, 1, 1, 0; y) + 2H(2, 2, 1, 0; y) + 2H(2, 2, 3, 2; y) \]
\[ - 4H(2, 3, 2, 3; y) - 4H(2, 3, 3, 2; y) + 4H(3, 3, 2, 2; y) + 4H(3, 3, 3, 2; y) \].

(C.2)

The expression above contains only HPLs (see appendix ??) and zeta functions. We have used several identities among HPLs to simplify the expressions. The FF expression for the Konishi operator sandwiched between \( g\phi\phi \) states reads as

\[ \mathcal{F}_{g\phi\phi}^{K,(2),\text{fin}} = \mathcal{F}_{f}^{\text{BPS),(2),\text{fin}}} - 3\zeta(3) \left( \frac{6y(-1 + y + z)}{(1 - z)^2} \right) + 3\zeta(2) \left[ \frac{2y(-1 + y + z)}{(1 - z)^2} \right] (H(0; y) \]
\[ + 4H(0; z)) - \frac{H(1; y)}{z^2}(-1 + y)(-1 + y + 2z) + \frac{yH(1; z)}{z^2(1 - z)^2}(10z^2(-1 + z) \]
\[ + y(-1 + 2z + 9z^2) + \frac{H(2; y)}{z^2(1 - z)^2}((-1 + z)^4 + y^2(1 - 2z + 3z^2) + y(-2 \]
\[ + 6z - 8z^2 + 4z^3) \right] + \frac{3H(0; z)}{z^2(1 - z)^2} \left[ yH(0, 2; y)(2z^2(-1 + z) + y(-1 + 2z \]
\[ + z^3) + H(1, 0; y)(-1 + y)(-1 + z)^2(-1 + y + 2z) - H(2, 0; y)(-1 + z)^4 \]
\[ + y(-2 + 6z - 4z^2) - y^2(-1 + 2z + z^2) \right) + H(3, 2; y)(-1 + z^2)(y^2 - z^2) \right] \]
\[ + \frac{3yH(0; y)}{z^2(1 - z)^2} \left[ 2z^2(-3 + 2y + 3z)H(0, 0; z) - y(-1 + z)^2H(0, 1; z) + H(1, 0; z) \]
\[ \times (2(-1 + z)z^2 + y(-1 + 2z + z^2) \right) \right] + H(1, z) \left[ \frac{-6yH(0, 3, y)}{(1 - z)^2}(-1 + y + z \]
\[ + \frac{3H(1, 0; y)}{z^2}(-1 + y)(-1 + y + 2z) - \frac{3H(2, 3; y)}{z^2(1 - z)^2}((-1 + z)^4 + y^2(1 - 2z \]
\[ + 3z^2) + y(-2 + 6z - 8z^2 + 4z^3) \right) - \frac{3(y^2 - z^2)}{z^2}(H(3, 0; y) - H(3, 3; y)) \right] \]
\[ - \frac{3H(2; y)(-1 + y + z)}{z^2(1 - z)^2} \left[ H(0, 1; z)((-1 + z)^3 + y(1 - 2z + 3z^2) \]
\[ + 2H(0, 0; z)z^2(1 + 2y - z) \right] + \frac{3H(3, y)}{z^2}(y^2 - z^2)(2H(0, 1; z) + H(1, 0; z)) \]
$$+ \left( 3 - \frac{3y^2}{z^2} \right) \left( H(3, 0, 2; y) + H(3, 2, 0; y) - H(3, 3, 2; y) \right) - \frac{3H(2, 3, 2; y)}{z^2(1 - z)^2}$$

$$\times \left( (-1 + z)^4 + y^2(1 - 2z + 3z^2) + y(-2 + 6z - 8z^2 + 4z^3) \right) + \frac{6yH(2, 1, 0; y)}{(1 - z)^2}$$

$$\times (-1 + y + z) + \frac{3(-1 + y)(-1 + y + 2z)}{z^2} \left( H(1, 2, 0; y) + H(1, 0, 2; y) \right)$$

$$+ \frac{6yH(1, 1, 0; z)}{z^2(1 - z)^2} \left( y(-1 + 2z + 3z^2) + 4(-1 + z)z^2 \right) - \frac{3H(1, 1, 0; y)}{z^2}$$

$$\times (-1 + y)(-1 + y + 2z) + \frac{3}{z^2(1 - z)^2} \left( H(0, 1, 0; y) - H(1, 0, 1; z) \right) \left( y^2(1 - 2z + 3z^2) + 2y^2(-1 + z) \right)$$

$$+ \frac{6H(0, 0, 1; z)y^2(1 - 2z)}{z^2(-1 + z)^2} + \frac{3yH(0, 1, 0; z)}{z^2(-1 + z)^2}$$

$$\times (8z^2(-1 + z) + y(1 - 2z + 7z^2)) - \frac{6y(-1 + y + z)}{(1 - z)^2} H(0, 3, 2; y)$$

$$+ \frac{6y(-3 + 2y + 3z)}{(1 - z)^2} H(1, 0, 0; z) + \frac{\xi_2}{z(1 - z)^2} ( -10z(-1 + z)^2 + 12y^2(1 + z)$$

$$+ 3y(-3 - 4z + 7z^2)) - \frac{H(0; y)H(0; z)}{z(1 - z)} \left( -6y^2 + 14z(-1 + z) + 3y(1 + 9z) \right)$$

$$+ \frac{H(0; z)H(2; y)}{z^2(1 - z)^2} \left( 3y^2 + 3y(-1 + z) - 14z^2 \right) - \frac{H(0; z)H(2; y)}{z(1 - z)} \left( 3 + 6y^2 - 22z$$

$$+ 19z^2 + y(-9 + 39z) \right) - \frac{H(1; z)H(3; y)}{z^2(1 - z)} \left( y^2(3 - 9z) + z(-3 + 8z - 5z^2) \right)$$

$$- 3y(1 - 5z + 6z^3)) + \frac{6yH(0, 0; z)}{(1 - z)^2} (-1 + y + z) - \frac{H(0, 1; z)}{z^2(1 - z)^2} \left( 3y^2 + 3y(-1 + z)$$

$$+ 14z^2(-1 + z) + 3y(-1 + 2z + 7z^2)) + \frac{H(0, 2; y)}{z^2} \left( 3y^2 + 3y(-1 + z)$$

$$- 14z^2) \right) - \frac{H(1, 0; y)}{z^2(1 - z)} \left( y^2(3 - 9z) + 4z^2(-1 + z) + y(-3 + 9z) \right) + \frac{H(1, 0; z)}{z(1 - z)^2}$$

$$\times \left( 14z(-1 + z)^2 + 12y^2(1 + z) + 9y(-1 - 4z + 5z^2) \right) + \frac{H(2, 0; y)}{z^2} \left( 3y^2$$

$$+ 3y(-1 + z) - 14z^2 \right) - \frac{H(3, 2; y)}{z^2(1 - z)} \left( y^2(3 - 9z) + z(-3 + 8z - 5z^2) \right)$$
- 3y(1 - 5z + 6z^2) + 144yH(0; z)\left(\frac{1}{1 - z}\right)^2(-1 + y + z) + \frac{12}{z(1 - z)}(12y^2

- 12y(1 - z) + 17z(1 - z)). \quad (C.3)

The FF for the Konishi operator between $\phi\ell\ell$ state is found to be

$$
\mathcal{F}^{\mathcal{K}_{\phi\ell\ell},\text{fin}}_f = \mathcal{F}^{BPS,\text{fin}}_f + \zeta_2 \left[ -6H(1; y)^2 + 3H(1; z)(3H(0; y) + H(3; y)) 

+ \frac{9}{2}(H(1; z) + H(2; y))^2 - 12H(0, 1; y) - 9H(1, 0; y) + 9H(0; y)H(2; y)

+ 3H(2, 1; y) + 3H(3, 2; y) \right] + 3\left( -3H(0, 0, 0, 1; z) - 2H(0, 0, 1, 0; y) 

+ 2H(0, 0, 1, 0; z) - 3H(0, 0, 3, 2; y) + 4H(0, 1, 0, 1; y) - H(0, 1, 0, 1; z) 

- H(0, 1, 0, 2; y) + 4H(0, 1, 1, 0; y) + 3H(0, 1, 1, 0; z) - H(0, 1, 2, 0; y) 

- H(0, 3, 2, 2; y) + H(0, 3, 3, 2; y) + H(1, 0, 0, 2; y) + 4H(1, 0, 1, 0; z) 

+ H(1, 0, 2, 0; y) - 4H(1, 1, 0, 0; y) + 3H(1, 1, 0, 0; z) - 2H(1, 1, 0, 1; z) 

- 4H(1, 1, 1, 0; y) + H(1, 2, 0, 0; y) + H(2, 1, 1, 0; y) - 3H(2, 2, 1, 0; y) 

- 2H(2, 2, 3, 2; y) - H(2, 3, 0, 2; y) - H(2, 3, 2, 0; y) + 4H(2, 3, 2, 3; y) 

+ 4H(2, 3, 3, 2; y) - 4H(3, 3, 2, 2; y) - 4H(3, 3, 3, 2; y) \right) - 3H(0, 1; z) \left( H(2; y)^2

+ 4H(2; y)H(3; y) + 2H(3; y)^2 \right) + \frac{3}{2}H(0; y)^2 \left( -\frac{3}{2}H(1; z)^2 + H(1; z)H(3; y) 

+ H(0, 1; z) \right) - \frac{9}{4}H(0; z)^2H(1; z)^2 + 3H(0, 1; z) \left( H(0; 3; y) + 2H(0; y)H(2; y) \right) 

- 9H(0, 0; y)H(2; 2; y) + 3H(1; z)^2 \left( -H(3; y)^2 + \frac{3}{2}H(0, 3; y) + 2H(3, 0; y) \right) 

- 3H(0, 0, 1; z) \left( 3H(2; y) + 4H(3; y) \right) - 6H(0, 1, 0; y) \left( 2H(1; y) - H(2; y) \right)
$$
\[ + 3H(2; y)H(0, 1, 0; z) - 12H(3; y)H(0, 1, 1; z) + 9H(2; y)H(1, 0, 0; y) \]

\[- 6H(2; y)H(1, 0, 1; z) - 12H(3; y)H(1, 0, 1; z) + 6H(2; y)H(2, 1, 0; y) \]

\[- 12H(3; y)H(2, 3, 2; y) + H(0; z) - 3H(2; y)H(1, 0; y) \]

\[ + H(1; z)\left( 3H(2; y)H(3; y) - 3H(0, 3; y) - 3H(1, 0; y) + 3H(3; 0; y) \right) \]

\[- 3H(3, 2; y) + 3H(0; y)H(3, 2; y) - 3H(0, 1, 0; y) - 6H(0, 3, 2; y) \]

\[ + 6H(2, 1, 0; y) + 3H(2, 3, 2; y) \bigg] + H(0; y) \left[ 3H(1; z) \left( 4H(3, 2; y) \right) \right. \]

\[- 3H(0, 2; y) \bigg] - 3H(0, 1, 0; z) + 9H(0, 1, 1; z) + 6H(0, 3, 2; y) + 6H(1, 0, 1; z) \]

\[ + 6H(2, 3, 2; y) + 12H(3, 2, 2; y) \bigg] + H(1; z) \left( - 2H(3; y)^3 \right) \]

\[- 12H(3; y)H(2, 3; y) + 9H(0, 0, 2; y) + 3H(0, 1, 0; y) + 6H(0, 2, 3; y) \]

\[ + 3H(0, 3, 0; y) - 3H(0, 3, 2; y) + 3H(0, 3, 3; y) + 12H(1, 0, 0; y) \]

\[ - 9H(2, 0, 0; y) + 6H(2, 0, 3; y) + 6H(2, 1, 0; y) - 6H(2, 2, 3; y) \]

\[ + 3H(2, 3, 0; y) + 12H(2, 3, 3; y) - 3H(3, 0, 0; y) - 12H(3, 3, 2; y) \bigg] + \frac{6z}{1 - y} \frac{\xi_3}{1 + y} \]

\[ - \frac{\zeta_2}{1 - y^{\frac{1}{2}} 24zH(0; y) + 6zH(0, 0; y) - \frac{3H(1; y)}{y(1 - y - z)} \left( 1 - 3z + 2z^2 + y^2(1 + 7z) \right) \]

\[ + y(-2 - 4z + 6z^2) - \frac{H(1; z)}{1 - y - z} \left( 3 - 9z + 6z^2 + y(-3 + 9z) \right) \]

\[ + \frac{H(2; y)}{y} \left( 3 - 3z + y(-3 + 9z) \right) \bigg] + \frac{6H(0, 0; y)}{1 - y} \left( - 2zH(0; z) \right) \]

\[ + (-1 + y + 2z)H(1; z) \bigg] + \frac{3H(0, 1; z)}{y + z} \left[ \frac{H(0; y)}{(1 - y)(1 - y - z)} \right] \left( 2y^3 + 5y^2(-1 + z) \right) \]

\[ + z(1 - 3z + 2z^2) + y(3 - 6z + 5z^2) \bigg] + \frac{H(2; y)}{y(1 - y)} \left( 6y^3 + (1 - z)z + y^2(3z - 7) \right) \]
\[+
\frac{y(1 - 2z + 3z^2)}{(1 - y - z)(1 - y + 3z)} - \frac{2H(3; y)}{1 - y - z}\left(2y^2 + 5(-1 + z)z + y(-1 + 7z)\right)
\]
\[+
\frac{3H(0, 2; y)}{y + z}\left[\frac{H(0; z)}{1 - y - z}\left(4y^2 + 5(-1 + z)z + y(-3 + 9z)\right) + 2(y - z)H(1; z)\right]
\]
\[-
\frac{3H(1, 0; y)}{y(1 - y - z)}\left[(1 + 4y^2 + 5y(-1 + z) - z)\left(H(0; z) + H(1; z)\right)\right]
\]
\[+
H(1, 0; z)\left[-\frac{3H(0; y)}{(1 - y)(1 - y - z)}\left(3 + 4y^2 + y(-7 + z) - z - 2z^2\right)\right]
\]
\[-
\frac{6z(1 + z)}{(1 - y)(y + z)}H(2; y) - \frac{3H(3; y)}{y(1 - y - z)}\left(4y^2 + 3y(-1 + z) - (-1 + z)\right)
\]
\[+
\frac{6H(1, 1; z)}{y + z}\left((y - z)H(0, y) - (y - 3z)H(3; y)\right) + H(2, 0; y)\left[-\frac{3H(0; z)}{y(1 - y)}\right]
\]
\[\times\left(-1 - 4y^2 + z + y(5 + z)\right) + \frac{6(y - z)}{y + z}H(1; z)\right] - \frac{12z}{y + z}H(0; z)H(2, 2; y)
\]
\[+
H(1; z)\left[-\frac{6(-3 + 3y + z)}{1 - y}H(0, 3; y) + \frac{3H(3, 0; y)}{y(1 - y - z)}\right]
\]
\[\times\left(4y^2 + (-1 + z)(3y - z)\right)\right] - \frac{3H(0; z)H(3, 2; y)}{y(1 - y - z)}\left(4y^2 + (3y - z)(-1 + z)\right)
\]
\[+
\frac{3H(1; z)}{y(1 - y)(y + z)}\left((6y^3 - (-1 + z)z - y^2(7 + z) + y(1 + 2z + 3z^2))\right)\left(2, 3; y\right)
\]
\[+\frac{3H(0, 0, 1; z)}{(1 - y)(y + z)(1 - y - z)}\left(6y^2 + 2y(1 + z) + 3z^2 + z - 2\right)\left(6y^3\right)
\]
\[+\frac{6H(0, 0, 2; y)}{1 - y}\left(-1 + y + 2z\right) + \frac{3}{(1 - y)(y + z)(1 - y - z)}\left(6y^3\right)
\]
\[+\frac{y^2(-11 + 19z) + z(3 - 13z + 10z^2) + y(5 - 22z + 23z^2)}{H(0, 1, 0; y)}\]
\[+\left(4y^3 + 7y^2(-1 + z) + z(1 - 3z + 2z^2) + y(3 - 8z + 5z^2)\right)\left(0, 1, 0; z\right)
\]
\[+\frac{6(y - z)}{y + z}\left(\left(0, 1, 1; z\right) - H(0, 2, 2; y)\right) + \frac{6}{1 - y}\left(-1 + y + 2z\right)H(0, 2, 0; y)
\]
\[-\frac{3 + 3y + z)H(0, 0, 3; y) - (-1 + y + 4z)\left(1, 0, 0; y\right)\right]
\[- \frac{3H(1, 0, 1; z)}{(1 - y)(y + z)(1 - y - z)} \left( 6y^3 + y^2(-11 + 7z) + z(-1 - z + 2z^2) + y(5 - 6z + 3z^2) \right) \]
\[- \frac{3H(1, 0, 2; y)}{y(1 - y - z)} \left( 1 + 4y^2 - 5y(1 - z) - z \right) + \frac{3H(1, 1, 0; y)}{y(1 - y)(1 - y - z)} \times \left( 1 - 3z + 2z^2 + y^2(1 + 7z) + y(-2 - 4z + 6z^2) \right) + \frac{6H(1, 1, 0; z)}{(1 - y)(y + z)(1 - y - z)} \times \left( y^2 + z^2)(-1 + z) + y(1 - z + 2z^2) \right) - \frac{3H(1, 2, 0; y)}{y(1 - y - z)} \left( 1 + 4y^2 + 5y(-1 + z - z) + \frac{6(-1 + y + 2z)}{1 - y} H(2, 0, 0; y) + \frac{6(y - z)}{y + z} \left( H(2, 0, 2; y) + H(2, 2, 0; y) \right) \right. \]
\[- \left. \frac{6(3y + 2z)}{y + z} H(2, 1, 0; y) + \frac{3H(2, 3, 2; y)}{y(1 - y)(y + z)} \left( 6y^3 - (-1 + z)z - y^2(7 + z) \right) + y(1 + 2z + 3z^2) \right) + \frac{3}{y(1 - y - z)} \left( 4y^2 + (3y - z)(-1 + z) \right) \left( H(3, 0, 2; y) \right) \]
\[+ H(3, 2, 0; y) \right) - \frac{6(y - 3z)}{y + z} H(3, 2, 2; y) - \frac{3H(3, 3, 2; y)}{y(y + z)(1 - y - z)} \left( (-1 + z)(8yz + z^3) + y^2(1 + 7z) \right) - \frac{1}{1 - y} \left( 2\zeta_2(5 - 5y + 6z) + (8 - 8y + 12z)H(1, 0; y) \right) \]
\[+ 14H(0; y)H(0; z) + 22H(0; y)H(1; z) - 14H(0; z)H(2; y) \]
\[- \frac{1}{y + z} \left[ 4(2y + 5z) \left( H(1; z)H(3; y) + H(3, 2; y) \right) + (22y + 34z)H(0, 1; z) \right] \right] \]
\[+ 22H(0; y)H(2; y) - 10H(1, 0; z) - \frac{108z}{1 - y} H(0; y) + \frac{108z}{y + z} \left( H(1; z) + H(2; y) \right) \]
\[+ 204. \quad \text{(C.4)}\]
Bibliography


172 Bibliography


