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Synopsis

This thesis is devoted to the study of weak-* continuous semigroups of unital normal

∗-endomorphisms o n arbitrary factors. It is divided into three chapters. The first chapter

proposes a rephrasing of the notion of a Hilbert von Neumann module, while the last two

chapters are dedicated to a class of endomorphisms and E0-semigroups on factors which

we call extendable. These three chapters are more or less the content of the three papers

labeled a, b, and c, in my list of publications.

Hilbert von Neumann modules

In the first chapter we rephrase the notion of Hilbert von Neumann modules as spaces of

operators between Hilbert space, not unlike [Ske01], but in a seemingly simpler manner

and involving far less machinery.

• If A2 is a von Neumann algebra, a Hilbert von Neumann A2 - module is a tuple

E = (E,H1, (π2,H2)) where E is a weakly closed subspace of B(H2,H1) with E ⊃

EE∗E, equipped with a normal isomorphism π2 : A2 → [E∗E] 1.

• If A1, A2 are von Neumann algebras, a Hilbert von Neumann A1−A2 - bimodule is

a tuple E = (E, (π1,H1), (π2,H2)) comprising a Hilbert von Neumann A2 - module

(E,H1, (π2,H2)) equipped with a normal unital homomorphism π1 : A1 → [EE∗].

We then revisit the proof, in our formulation, of the ‘Riesz lemma’ or what is called

‘self-duality’ in [Ske01] and establish the analogue of the Stinespring dilation theorem for

Hilbert von Neumann bimodules.

We develop our version of ‘internal tensor products’ (which we refer to as Connes

fusion for obvious reasons) in the following way. Suppose E = (E, (π1,H1), (π2,H2)) is a

1We shall always use the following notation: if S ⊂ H (resp., S ⊂ B(M,K) and T ⊂ B(H,M),
then [S] (resp., [S]) is the norm-, equivalently weakly (resp., SOT , equivalently WOT ) closed subspace
spanned by S (resp., S); whereas S∗T = {x∗y : x ∈ S, y ∈ T}.
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Hilbert von Neumann A1−A2 - bimodule and F = (F, (ρ2,K2), (ρ3,K3)) is a Hilbert von

Neumann A2−A3 - bimodule. We know that the normal representation ρ2 of A2 is equiva-

lent to a sub-representation of an infinite ampliation of the faithful normal representation

π2 of A2; thus there exists an A2 - linear isometry u : K2 → H2⊗ `2: i.e., u∗u = idK2 and

uρ2(x) = (π2(x) ⊗ id`2)u ∀x ∈ A2. It follows that p = uu∗ ∈ (π2(A2) ⊗ id`2)′. Now, set

p = uu∗ and then there exists a naturally associated projection q ∈ P(π1(A1)′) (by a sort

of push-forward construction). Then, if x ∈ E, y ∈ F , define x
⊙

y to be the composite

operator

K3
x
⊙
y−→ q(H1 ⊗ `2) =: K3

y−→ K2
u−→ uu∗(H2 ⊗ `2)

x⊗id`2−→ q(H1 ⊗ `2) ,

set E
⊙

F = [{x
⊙

y : x ∈ E, y ∈ F}]; and finally define the Connes fusion of E and F

to be

E⊗A2F =: (E
⊙

F, (q(π1 ⊗ id`2)|ran q, q(H1 ⊗ `2)), (ρ3,K3)).

Then we verify that the Connes fusion of two Hilbert von Neumann bimodules is again

a Hilbert von Neumann bimodule.

In the section of examples of this chapter we relate Jones’ basic construction to the

Stinespring dilation associated to the conditional expectation onto a finite-index inclusion.

Suppose (M,H, J, P ) is a standard form of M in the sense of [Haa75]. As indicated

in [Haa75], there is then a canonical ‘implementing’ unitary representation

Aut(M) 3 θ 7→ uθ ∈ L(H)

satisfying uθxu
∗
θ = θ(x) ∀x ∈ M . We have the natural Hilbert von Neumann M −M

bimodule given by

Eθ = (Muθ, (idM , L
2(M)), (idM , L

2(M))).

Then we prove that
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• ‘Connes fusion corresponds to composition’ in this case, in the sense that if θ, φ ∈

Aut(M), then

Eθ ⊗M Eφ ∼= Eθφ :

and further, that

• If θ, φ ∈ Aut(M), then Eθ ∼= Eφ if and only if θ and φ are inner conjugate.

On extendability of endomorphisms and of E0-semigroups

on factors

In this chapter we study what it means to say that certain endomorphisms of a factor

(which we call equi-modular) are extendable.

Let φ be a faithful normal state on a factor M and J be the modular conjugation op-

erator corresponding to the state φ. Let θ be a normal unital *-endomorphism which pre-

serves φ. The invariance assumption φ◦θ = φ implies that there exists a unique isometry

uθ on L2(M,φ) such that uθx1̂M = θ(x)1̂M and equivalently, that uθx = θ(x)uθ ∀x ∈ M

and uθ1̂M = 1̂M . In this chapter we study certain properties of the following endomor-

phisms.

• If M,φ, θ are as above, and if the associated isometry uθ of L2(M,φ) commutes

with the modular conjugation operator J , we shall say θ is an equi-modular

endomorphism of the factorial non-commutative probability space (M,φ).

Then we note the following simple consequences of θ being an equi-modular endomor-

phism.

• The equation θ′ = j ◦ θ ◦ j defines a unital normal *-endomorphism of M ′ which

preserves φ′ = φ ◦ j, where j = J(·)J is a *-preserving conjugate-linear isomorphism

of L(L2(M,φ)) onto itself; and
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• We have an identification

L2(M ′, φ′) = L2(M,φ)

1̂M ′ = 1̂M

uθ′ = uθ

• there exists a unique endomorphism θ(2) of L(L2(M,φ)) satisfying

θ(2)(xj(y)) = θ(x)j(θ(y))z, ∀x, y ∈M

where z = ∧{p ∈ (θ(M) ∪ θ′(M ′))′′ : ran(p) ⊃ {θ̂(x) : x ∈M}}.

It turns out that equi-modularity of θ forces θ(M)1̂M to be globally invariant under the

modular group σφ and consequently there exists a faithful normal φ-preserving conditional

expectation of M onto θ(M). Let P = θ(M) ⊂M ⊂ P1 be the Jones’ basic construction

(thus, P1 = JP ′J and the Jones projection is given by eθ = uθu
∗
θ). Then we prove that

the following statements are equivalent for equi-modular endomorphisms.

• there exists a unique unital normal ∗-endomorphism θ(2) of L(L2(M,φ)) such that

θ(2)(x) = θ(x) and θ(2)(j(x)) = j(θ(x)) for all x ∈M .

• P ∨ JPJ is a factor; and in this case, it is necessarily a type I factor.

• (P ∨ JPJ)′ = P ′ ∩ P1 is a factor; and in this case, it is necessarily a type I factor.

• {xŷ : x ∈ P ′ ∩ P1, y ∈ P} is total in L2(M,φ).

• M = (M ∩ θ(M)′) ∨ θ(M). (Note that the right-hand side is naturally identified

with the von Neumann algebra tensor product (M ∩ θ(M)′)⊗ θ(M) in this case.)

An endomorphism of a factor which satisfies the equivalent conditions above will be said

to be extendable. Then we exhibit some examples of extendable endomorphisms on a

McDuff factor.
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In the next section of this chapter we discuss extendability of E0-semigroups on factors.

An E0-semigroup α = {αt : t ≥ 0} on a factorial probability space (M,φ) is said to be

extendable if for every t ≥ 0, αt is extendable. We show that extendability of an E0-

semigroup is cocycle conjugacy invariant. Then we make a note that CCR flows on type

III factors arising from some quasi-free states are examples of extendable E0-semigroups

while the Clifford flow on the hyperfinite II1 factor is not extendable. We also observe

that free flows on free group factors LF∞ are not extendable.

Alexis Alevras in [Ale04] proved that Clifford flow and CAR flow on the hyperfinite

II1 factor are cocycle conjugate. We conclude that the CAR flow on the hyperfinite II1

is not extendable. In the end of this section we point out an error in the authors’ claim in

[ABS01] that the Clifford flow is extendable. (They state this in terms of a notion they

call regularity which is close to our notion of extendability.)

CAR flows on type III factors

This chapter is dedicated to studying extendability of CAR flows on type III factors.

Let H = L2(0,∞)⊗K, where K is any Hilbert space and A be the CAR algebra over H.

Every positive contraction R on B(H) determines a so-called quasi-free state ωR on A.

Let (πR,HR,ΩR) be the GNS triple for the C∗-algebra A with respect to the state ωR.

We write MR = {πR(A)}′′, which is always a factor, most often of type III (see [PS70]

Theorem 5.1 and Lemma 5.3).

Let {st}t≥ be the shift semigroup on H. Under the assumption s∗tRst = R for all t ≥ 0

and by [Arv03] Proposition 13.2.3 and [PS70] Lemma 5.3, there exists an E0-semigroup

α = {αt : t ≥ 0} on MR which is known as CAR flow of rank dim K .

Under the following conditions, we prove that CAR flows are not extendable on MR

which is always a type III factor under these conditions (see [PS70] Lemma 5.3).

• Both R and 1−R are invertible; i.e., ∃ε > 0 such that ε ≤ R ≤ 1− ε.
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• R is diagonalisable; in fact, there exists an orthonormal basis {fi} for K with

Rfi = λifi for some λi ∈ [ε, 1− ε] \ {1
2
}.

• Rst = stR ∀t ≥ 0. (Clearly then, also the Toeplitz condition s∗tRst = R is met.)

Ae the end of this section we remark that there is an error even in the authors’ claim

in [ABS01] that CAR flows arising from quasi-free states given by scalar operators are

extendable.

In the last section of this chapter, we prove that our result together with [MS13] will

show that CCR flows and CAR flows on type III factors are not cocycle conjugate.

Introduction to the chapters

Chapter 1: In the first chapter we rephrase the notion of Hilbert von Neumann modules

as spaces of operators between Hilbert space, not unlike [Ske01], but in a seemingly

simpler manner and involving far less machinery.

• If A2 is a von Neumann algebra, a Hilbert von Neumann A2 - module is a

tuple E = (E,H1, (π2,H2)) where E is a weakly closed subspace of B(H2,H1)

with E ⊃ EE∗E, equipped with a normal isomorphism π2 : A2 → [E∗E] 2.

• If A1, A2 are von Neumann algebras, a Hilbert von Neumann A1−A2 - bimod-

ule is a tuple E = (E, (π1,H1), (π2,H2)) comprising a Hilbert von Neumann

A2 - module (E,H1, (π2,H2)) equipped with a normal unital homomorphism

π1 : A1 → [EE∗].

We then revisit the proof, in our formulation, of the ‘Riesz lemma’ or what is

called ‘self-duality’ in [Ske01] and establish the analogue of the Stinespring dilation

theorem for Hilbert von Neumann bimodules.

2We shall always use the following notation: if S ⊂ H (resp., S ⊂ B(M,K) and T ⊂ B(H,M),
then [S] (resp., [S]) is the norm-, equivalently weakly (resp., SOT , equivalently WOT ) closed subspace
spanned by S (resp., S); whereas S∗T = {x∗y : x ∈ S, y ∈ T}.
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We develop our version of ‘internal tensor products’ (which we refer to as Connes

fusion for obvious reasons) in the following way. Suppose E = (E, (π1,H1), (π2,H2))

is a Hilbert von Neumann A1 − A2 - bimodule and F = (F, (ρ2,K2), (ρ3,K3)) is a

Hilbert von Neumann A2−A3 - bimodule. We know that the normal representation

ρ2 of A2 is equivalent to a sub-representation of an infinite ampliation of the faithful

normal representation π2 of A2; thus there exists an A2 - linear isometry u : K2 →

H2 ⊗ `2: i.e., u∗u = idK2 and uρ2(x) = (π2(x) ⊗ id`2)u ∀x ∈ A2. It follows that

p = uu∗ ∈ (π2(A2) ⊗ id`2)
′. Now, set p = uu∗ and then there exists a naturally

associated projection q ∈ P(π1(A1)′) (by a sort of push-forward construction).

Then, if x ∈ E, y ∈ F , define x
⊙

y to be the composite operator

K3
x
⊙
y−→ q(H1 ⊗ `2) =: K3

y−→ K2
u−→ uu∗(H2 ⊗ `2)

x⊗id`2−→ q(H1 ⊗ `2) ,

set E
⊙

F = [{x
⊙

y : x ∈ E, y ∈ F}]; and finally define the Connes fusion of E

and F to be

E⊗A2F =: (E
⊙

F, (q(π1 ⊗ id`2)|ran q, q(H1 ⊗ `2)), (ρ3,K3)).

Then we verify that the Connes fusion of two Hilbert von Neumann bimodules is

again a Hilbert von Neumann bimodule.

In the section of examples of this chapter we relate Jones’ basic construction to the

Stinespring dilation associated to the conditional expectation onto a finite-index

inclusion.

Suppose (M,H,J , P ) is a standard form of M in the sense of [Haa75]. As indicated

in [Haa75], there is then a canonical ‘implementing’ unitary representation

Aut(M) 3 θ 7→ uθ ∈ L(H)

8



satisfying uθxu
∗
θ = θ(x) ∀x ∈M . We have the natural Hilbert von Neumann M−M

bimodule given by

Eθ = (Muθ, (idM , L
2(M)), (idM , L

2(M))).

Then we prove that

• ‘Connes fusion corresponds to composition’ in this case, in the sense that if

θ, φ ∈ Aut(M), then

Eθ ⊗M Eφ ∼= Eθφ :

and further, that

• If θ, φ ∈ Aut(M), then Eθ ∼= Eφ if and only if θ and φ are inner conjugate.

Chapter 2: In this chapter we study what it means to say that certain endomorphisms

of a factor (which we call equi-modular) are extendable.

Let φ be a faithful normal state on a factor M and J be the modular conjugation

operator corresponding to the state φ. Let θ be a normal unital *-endomorphism

which preserves φ. The invariance assumption φ ◦ θ = φ implies that there exists a

unique isometry uθ on L2(M,φ) such that uθx1̂M = θ(x)1̂M and equivalently, that

uθx = θ(x)uθ ∀x ∈M and uθ1̂M = 1̂M . In this chapter we study certain properties

of the following endomorphisms.

• If M,φ, θ are as above, and if the associated isometry uθ of L2(M,φ) commutes

with the modular conjugation operator J , we shall say θ is an equi-modular

endomorphism of the factorial non-commutative probability space (M,φ).

Then we note the following simple consequences of θ being an equi-modular endo-

morphism.

• The equation θ′ = j ◦ θ ◦ j defines a unital normal *-endomorphism of M ′

9



which preserves φ′ = φ ◦ j, where j = J (·)J is a *-preserving conjugate-linear

isomorphism of L(L2(M,φ)) onto itself; and

• We have an identification

L2(M ′, φ′) = L2(M,φ)

1̂M ′ = 1̂M

uθ′ = uθ

• there exists a unique endomorphism θ(2) of L(L2(M,φ)) satisfying

θ(2)(xj(y)) = θ(x)j(θ(y))z, ∀x, y ∈M

where z = ∧{p ∈ (θ(M) ∪ θ′(M ′))′′ : ran(p) ⊃ {θ̂(x) : x ∈M}}.

It turns out that equi-modularity of θ forces θ(M)1̂M to be globally invariant under

the modular group σφ and consequently there exists a faithful normal φ-preserving

conditional expectation of M onto θ(M). Let P = θ(M) ⊂ M ⊂ P1 be the

Jones’ basic construction (thus, P1 = JP ′J and the Jones projection is given

by eθ = uθu
∗
θ). Then we prove that the following statements are equivalent for

equi-modular endomorphisms.

• there exists a unique unital normal ∗-endomorphism θ(2) of L(L2(M,φ)) such

that θ(2)(x) = θ(x) and θ(2)(j(x)) = j(θ(x)) for all x ∈M .

• P ∨ JPJ is a factor; and in this case, it is necessarily a type I factor.

• (P ∨ JPJ )′ = P ′ ∩ P1 is a factor; and in this case, it is necessarily a type I

factor.

• {xŷ : x ∈ P ′ ∩ P1, y ∈ P} is total in L2(M,φ).

• M = (M∩θ(M)′)∨θ(M). (Note that the right-hand side is naturally identified

with the von Neumann algebra tensor product (M ∩ θ(M)′) ⊗ θ(M) in this

10



case.)

An endomorphism of a factor which satisfies the equivalent conditions above will

be said to be extendable. Then we exhibit some examples of extendable endo-

morphisms on a McDuff factor.

In the next section of this chapter we discuss extendability of E0-semigroups on

factors. An E0-semigroup α = {αt : t ≥ 0} on a factorial probability space (M,φ)

is said to be extendable if for every t ≥ 0, αt is extendable. We show that

extendability of an E0-semigroup is cocycle conjugacy invariant. Then we make

a note that CCR flows on type III factors arising from some quasi-free states are

examples of extendable E0-semigroups while the Clifford flow on the hyperfinite II1

factor is not extendable. We also observe that free flows on free group factors LF∞

are not extendable.

Alexis Alevras in [Ale04] proved that Clifford flow and CAR flow on the hyperfinite

II1 factor are cocycle conjugate. We conclude that the CAR flow on the hyperfinite

II1 is not extendable. In the end of this section we point out an error in the authors’

claim in [ABS01] that the Clifford flow is extendable. (They state this in terms of

a notion they call regularity which is close to our notion of extendability.)

Chapter 3: This chapter is dedicated to studying extendability of CAR flows on type

III factors. Let H = L2(0,∞) ⊗ K, where K is any Hilbert space and A be the

CAR algebra over H. Every positive contraction R on B(H) determines a so-called

quasi-free state ωR on A. Let (πR,HR,ΩR) be the GNS triple for the C∗-algebra A

with respect to the state ωR. We write MR = {πR(A)}′′, which is always a factor,

most often of type III (see [PS70] Theorem 5.1 and Lemma 5.3).

Let {st}t≥ be the shift semigroup on H. Under the assumption s∗tRst = R for all

t ≥ 0 and by [Arv03] Proposition 13.2.3 and [PS70] Lemma 5.3, there exists an

E0-semigroup α = {αt : t ≥ 0} on MR which is known as CAR flow of rank dim

11



K .

Under the following conditions, we prove that CAR flows are not extendable on MR

which is always a type III factor under these conditions (see [PS70] Lemma 5.3).

• Both R and 1−R are invertible; i.e., ∃ε > 0 such that ε ≤ R ≤ 1− ε.

• R is diagonalisable; in fact, there exists an orthonormal basis {fi} for K with

Rfi = λifi for some λi ∈ [ε, 1− ε] \ {1
2
}.

• Rst = stR ∀t ≥ 0. (Clearly then, also the Toeplitz condition s∗tRst = R is

met.)

In the end of this section we remark that there is an error even in the authors’ claim

in [ABS01] that CAR flows arising from quasi-free states given by scalar operators

are extendable.

In the last section of this chapter, we prove that our result together with [MS13] will

show that CCR flows and CAR flows on type III factors are not cocycle conjugate.
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Chapter 1

Hilbert von Neumann Modules

This chapter is devoted to study of Hilbert von Neumann modules. The study of Hilbert

von Neumann modules are closely related to the study of Hilbert C∗-modules. Hilbert

C∗-module is a module over a C∗-algebra with an inner product taking value in that

C∗-algebra fulfilling certain axioms generalizing those of the inner product of a Hilbert

space. The notions of C∗-module and von Neumann module have been around for some

time now. It is an well established subject (see the monograph [Lan95] for extensive

references). Hilbert C∗-modules first appeared in the work of Kaplansky [Kap53]. Then

Hilbert modules were studied more or less simultaneously by Paschke [Pas73] and Rieffel

[Rie74].

In this chapter we introduce a way of regarding Hilbert von Neumann modules as

spaces of operators between Hilbert space, not unlike [Ske01], but in an apparently simpler

manner and involving far less machinery. We verify that our definition is equivalent to

that of [Ske01], by verifying the ‘Riesz lemma’ or what is called ‘self-duality’ in [Ske01].

An advantage with our approach is that we can totally side-step the need to go through

C∗-modules and avoid the two stages of completion - first in norm, then in the strong

operator topology - involved in the former approach.

We establish the analogue of the Stinespring dilation theorem for Hilbert von Neu-

mann bimodules, and we develop our version of ‘internal tensor products’ which we refer

1



to as Connes fusion for obvious reasons.

In the section of examples, we examine the bimodules arising from automorphisms

of von Neumann algebras, verify that fusion of bimodules corresponds to composition of

automorphisms in this case, and that the isomorphism class of such a bimodule depends

only on the inner conjugacy class of the automorphism. We also relate Jones’ basic

construction to the Stinespring dilation associated to the conditional expectation onto a

finite-index inclusion (by invoking the uniqueness assertion regarding the latter).

1.1 Preliminaries

The symbols H and K, possibly anointed with subscripts or other decorations, will always

denote complex separable Hilbert spaces, while L(H,K) will denote the set of bounded

operators from H to K. For E ⊂ L(H,K), we shall write [E] for the closure, in the weak

operator topology (WOT, in the sequel), of the linear subspace of L(H,K) spanned by

E. Similarly, if S ⊂ H is a set of vectors, we shall write [S] for the norm-closed subspace

of H spanned by S.

Without explicitly citing it again to justify statements we make, we shall use the fact

that a linear subspace of H (resp., L(H,K)) is closed in the weak topology (resp., WOT)

if and only if it is closed in the strong or norm topology (resp., ‘SOT’). (For example, [E]

is an algebra if E is.)

If E ⊂ L(H,K) and F ⊂ L(H1,H), we write

EF = {xy : x ∈ E, y ∈ F} and E∗ = {x∗ : x ∈ E} .

If i : H0 ↪→ H and j : K0 ↪→ K, then we shall think of L(H,K0) as the subset

jL(H,K0)i of L(H0,K).

Proposition 1.1.1. For i = 1, 2, let ei denote the projection of H1 ⊕H2 onto Hi. The

following conditions on an E ⊂ L(H2,H1) are equivalent:
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1. There exists a von Neumann algebra M ⊂ L(H1 ⊕ H2) such that e1, e2 ∈ M and

E = e1Me2.

2. E = [E] ⊃ EE∗E.

When these equivalent conditions are met, we shall say that (E,H1,H2) is a (1,2)

von Neumann corner.

Proof. (1)⇒ (2) is obvious.

(2) ⇒ (1): Observe that the assumption (2) implies that [E∗E] is a WOT-closed *-

subalgebra of L(H2). Let p2 = sup{p : p ∈ P([E∗E]} and define M22 = [E∗E]+C(e2−p2);

so M22 is a von Neumann subalgebra of L(H2) and e2−p2 is a central minimal projection

in it.

Similarly, define M11 = [EE∗] +C(e1− p1), where p1 = sup{p : p ∈ P([EE∗]}; so M11

is a von Neumann subalgebra of L(H1) and e1 − p1 is a central minimal projection in it.

Finally set M12 = E,M21 = E∗ and M =
∑2

i,j=1Mij. (Alternatively M is the von

Neumann algebra (E ∪ E∗)′′ ; and it is clear that E = e1Me2.

2

Definition 1.1.2. 1. The projection p1 (resp. p2) occurring in the proof of Proposi-

tion 1.1.1 will be referred to as the left-support (resp., right-support) projec-

tion of the (1,2) von Neumann corner E.

2. A (1,2) von Neumann corner (E,H1,H2) will be said to be non-degenerate if its

support projections are as large as they can be: i.e., pi = (ei =)1Hi
, i = 1, 2.

Remark 1.1.3. 1. The support projections p1, p2 of E have the following equivalent

descriptions:

• ran p1 = [
⋃
{ran x : x ∈ E}] =

(⋂
{ker x∗ : x ∈ E}⊥

)
; and

• ran p2 = [
⋃
{ran x∗ : x ∈ E}] =

(⋂
{ker x : x ∈ E}⊥

)
.
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2. A (1,2) von Neumann corner (E,H1,H2) is non-degenerate precisely whenM11(E) =

[EE∗] and M22(E) = [E∗E] are unital von Neumann subalgebras of L(H1) and

L(H2) respectively.

Definition 1.1.4. 1. If A2 is a von Nemann algebra, a Hilbert von Neumann A2 -

module is a tuple E = (E,H1, (π2,H2)) where (E,H1,H2) is a (1,2) von Neumann

corner equipped with a normal isomorphism π2 : A2 → [E∗E].

2. A submodule of a Hilbert von Neumann A2-module E is a subset E1 ⊂ E satisfying

E1 = [E1] ⊃ E1E
∗E.

3. If A1, A2 are von Neumann algebras, a Hilbert von Neumann A1−A2 - bimod-

ule is a tuple

E = (E, (π1,H1), (π2,H2))

comprising a Hilbert von Neumann A2 - module (E,H1, (π2,H2)) equipped with a

normal unital homomorphism π1 : A1 → [EE∗] (where the ‘unital requirement’ is

that π1(1A1) = p1 is the identity of [EE∗]).

Remark 1.1.5. 1. If E ⊂ L(H2,H1) is any (possibly degenerate) (1,2) von Neumann

corner, with associated support projections p1, p2 (as in Definition 1.1.2), define

Ki = ran pi, A1 = [EE∗], A2 = [E∗E] and let πi denote the identity representation

of Ai on Ki; then (E, (π1,K1), (π2,K2)) is seen to be a non-degenerate Hilbert

von Neumann A1 − A2 - bimodule. This is why non-degeneracy is not a serious

restriction.

2. A Hilbert von Neumann A2 - module (E,H1, (π2,H2)) does indeed admit a right-A2

action and an A2 - valued inner product thus:

x · a2 = xπ2(a2) ; 〈x1, x2〉A2 = π−1
2 (x∗1x2)
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(Here and in the sequel, we shall write 〈·, ·〉B for the B - valued inner-product on a

Hilbert B - module.) Notice, further, that the norm E acquires from this Hilbert

A2 - module structure is nothing but the operator norm on E.

3. A submodule of a Hilbert von Neumann A2 - module is a (possibly degenerate)

(1,2) von Neumann corner.

4. In a general Hilbert von Neumann A2 - module E = (E,H1, (π2,H2)), note that

[EE∗] 3 a 7→ (E 3 x 7→ a · x =: ax)

defines a *-homomorphism of [EE∗] into the space La(E) of bounded adjointable

operators on E, since, for instance

〈a · x, y〉A2 = (ax)∗y

= x∗(a∗y)

= x∗(a∗ · y)

= 〈x, a∗ · y〉A2 .

5. In the language of (2) above, the ‘rank-one operator’ θx,y is seen to be given by

θx,y(z) = x〈y, z〉A2

= xy∗z ,

so that the ‘rank-one operator’ θx,y on E is nothing but left multiplication by xy∗

on E, for any x, y ∈ E. Let us write B = [EE∗], C = A2 and A for the norm-

closure of the linear span of EE∗. Then it is clear that A is a norm-closed ideal

in B, and that there is a unique C∗ - algebra isomorphism α : A → K(E) such

that α(xy∗) = θx,y, ∀x, y ∈ E. If E is non-degenerate, then A is an essential ideal

in B and α is injective. It then follows from [Lan] Proposition 2.1, that α extends
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uniquely to an isomorphism of B onto La(E). (In fact, the reason for introducing

the symbols A,B,C above was in order to use exactly the same symbols as in the

Proposition 2.1 referred to above.)

6. This remark concerns our requirement, in the definition of a Hilbert von Neumann

A2-module, that π2 : A2 → [E∗E] must be an isomorphism. What is really needed

is that π2 is onto. If π2 is merely surjective but not injective, there must exist

a central projection z ∈ A2 such that ker π2 = (1 − z)A2 so π2 would map zA2

isomorphically onto [E∗E] and the A2-valued inner product (see item (2) of this

remark) would actually take values in zA2 and we could apply our analysis to zA2

and think of A2 as acting via its quotient (and ideal) zA2.

7. The ‘unital requirement’ made in the definition of a Hilbert von Neumann bimodule

has the consequence that π1(A1)E = E.

Lemma 1.1.6. Let (E,H1,H2) be a (1,2) von Neumann corner. Suppose x ∈ L(H2,H1)

has polar decomposition x = u|x|. Then the following conditions are equivalent:

1. x ∈ E.

2. u ∈ E and |x| ∈ [E∗E].

3. u ∈ E and |x∗| ∈ [EE∗].

Proof. Since (2) ⇒ (1) and (3) ⇒ (1) are obvious, let us prove the reverse implications.

So, suppose x ∈ E. Then x∗x ∈ E∗E (resp., xx∗ ∈ EE∗) and as, |t| is uniformly

approximable on compact subsets of R by polynomials with vanishing constant term, it

is seen that |x| ∈ [E∗E] and |x∗| ∈ [EE∗]. Define fn ∈ C0([0,∞)) by

fn(t) =


0 if t < 1

2n

2n2(t− 1
2n

) if 1
2n
≤ t ≤ 1

n

1
t

if t ≥ 1
n
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Since fn is uniformly approximable on sp(|x|) by polynomials with vanishing constant

term, it is seen that fn(|x|) ∈ [E∗E], and hence xfn(|x|) ∈ E. It follows from the defi-

nitions that |x|fn(|x|) WOT-converges to 1(0,∞)(|x|) = u∗u. In particular, u = u(u∗u) =

WOT − lim u(|x|fn(|x|)) = WOT − lim xfn(|x|) ∈ [E [E∗E]] ⊂ E.

2

Proposition 1.1.7. If E1 is a submodule of a Hilbert von Neumann A2 - module E, and

if E1 6= E, there exists a non-zero y ∈ E such that y∗x = 0 ∀x ∈ E1.

Proof. As observed in Remark 1.1.5(3), E1 is a possibly degenerate (1,2) von Neumann

corner in L(H2,H1). Let p1 =
∨
{e : e ∈ P([E∗1E1])} and q1 =

∨
{f : f ∈ P([E1E

∗
1 ])}

be the right- and left- support projections of E1. Similarly, let p =
∨
{e : e ∈ P([E∗E])}

and q =
∨
{f : f ∈ P([EE∗])} be the right- and left- support projections of E.

First observe that the hypotheses imply that

(E∗E)(E∗1E1)(E∗E) = (E1E
∗E)∗(E1E

∗E) ⊂ E∗1E1

and hence that [E∗1E1] is a WOT-closed ideal in the von Neumann subalgebra [E∗E] of

L(pH2); consequently p1 =
∨
{e : e ∈ P([E∗1E1])} is a central projection in [E∗E] and

[E∗1E1] = [E∗E]p1. It follows that if x1 ∈ E1 has polar decomposition x1 = u1|x1|, then

(by Lemma 1.1.6) u1 ∈ E1 and |x1| ∈ [E∗1E1] = [E∗E]p1, and in particular, x1p1 =

u1|x1|p1 = u1|x1| = x1; i.e., E1 = E1p1.

Next, by definition, [
⋃
{ran x1 : x1 ∈ E1}] = [

⋃
{ran x1x

∗
1 : x1 ∈ E1}] = [

⋃
{ran1(0,∞)(|x∗1|) :

x1 ∈ E1}] = ran q1; hence if x1 ∈ E1, then x1 = q1x1, and we see that E1 = q1E1.

Summarising the previous two paragraphs, we have

E1 = q1E1 = E1p1 . (1.1.1)

(In fact, x1 = x1p1 = q1x1 ∀ x1 ∈ E1.)

We now consider three cases:

7



Case 1: p1 6= p

Here (p− p1) 6= 0 and the definition of p implies that there exists a y ∈ E such that

y = y(p− p1) 6= 0. Then, for any x ∈ E1, we have x = xp1 and hence

y∗x = (p− p1)y∗x = (p− p1)y∗xp1 ∈ (p− p1)E∗Ep1 = (p− p1)p1E
∗E = {0} .

Case 2: q1 6= q

Here (q − q1) 6= 0 and the definition of q implies that there exists a y ∈ E such that

y = (q − q1)y 6= 0. Then, for any x ∈ E1, we have x = q1x and hence

y∗x = y∗(q − q1)x = y∗(q − q1)q1x = 0 .

Case 3: p1 = p, q1 = q.

We shall show that the hypotheses of this case imply that E1 = E and hence cannot

arise. To see this, begin by noting that the collection of non-zero partial isometries in

E1 is non-empty in view of Lemma 1.1.6. (Otherwise E1 = {0}, p1 = q1 = 0 and so

E = {0} = E1.) Hence the family F of collections {ui : i ∈ I} of partial isometries

in E1 with pairwise orthogonal ranges, is non-empty. Clearly F is partially ordered by

inclusion, and it is easy to see that Zorn’s lemma is applicable to F .

If {ui : i ∈ I} is a maximal element of F , we assert that
∑

i∈I uiu
∗
i = q. Indeed, if

(q −
∑

i∈I uiu
∗
i ) 6= 0, the assumption q = q1 will imply the existence of an x1 ∈ E1 such

that x1 = (q −
∑

i∈I uiu
∗
i )x1 6= 0. Then x1 ∈ [E1E

∗
1E1] ⊂ E1 and so if x1 = v1|x1| is its

polar decomposition, then v1 ∈ E1 \ {0} and ran v1 = ran x1 is orthogonal to ran ui for

each i ∈ I, thus contradicting the maximality of {ui : i ∈ I}.

Thus, indeed q =
∑

i∈I uiu
∗
i , ui ∈ E1.
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Now, if x ∈ E is arbitrary, then,

x = qx

=
∑
i∈I

uiu
∗
ix

∈ [E1E
∗
1E]

⊂ [E1E
∗E]

⊂ E1

and so E = E1 in this case, and the proof of the Proposition is complete. 2

Given a submodule E1 of a Hilbert von Neumann module E, as above, we shall write

E⊥1 for the set {y ∈ E : y∗E1 = {0}} and refer to it as the orthogonal complement of

E1 in E. We now reap the consequences of Proposition 1.1.7 in the following Corollary.

Corollary 1.1.8. Let E1 be a submodule of a Hilbert von Neumann A2 - module. Then,

1. E⊥1 = (1− q1)E, where q1 is the left support projection of E1.

2. E⊥⊥1 = q1E.

3. If S is any subset of E, then S⊥⊥ = [S[E∗E]].

4. If E1 is a submodule of a Hilbert von Neumann module E, there exists a projection

q1 ∈ [EE∗] such that E1 = E⊥⊥1 = q1E and E⊥1 = (1 − q1)E; and in particular E1

is complemented in the sense that E = E1 ⊕ E⊥1 .

Proof. It is clear that y∗x = 0 if and only if y and x have mutually orthogonal ranges.

(1) The previous sentence and the definition of q1 imply that

y ∈ E⊥1⇔ (q1y = 0 and y ∈ E)⇔y ∈ (1− q1)E.

(2) follows from (1) and the definition of the orthogonal complement.
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(3) Let E1 = [SE∗E]. It should be clear that y ∈ S⊥⇔y ∈ E⊥1 = q1E, by part (1) of

this Corollary, and hence that

S⊥⊥ = E⊥⊥1 .

In view of Remark 1.1.5(1) we may view S⊥⊥ as a Hilbert von Neumann bimodule, and

regard E1 as a submodule of S⊥⊥. We may then deduce from Proposition 1.1.7 that if

E1 were not equal to S⊥⊥, then there would have to exist a non-zero y ∈ S⊥⊥ such that

y∗E1 = {0}. This would imply that y ∈ S⊥ and y ∈ S⊥⊥ so that y∗y = 0, a contradiction.

(4) follows from the preceding parts of this Corollary. 2

That our definitions of Hilbert von Neumann modules and bimodules are consistent

with those of [Skei] is a consequence of the following version of Riesz’ Lemma, which

establishes that our Hilbert von Neumann modules are indeed ‘self-dual’ which is one of

the equivalent conditions for a von Neumann module in the sense of [Skei].

On the other hand, it is clear from [Skei] that any Hilbert von Neumann A2 - module

in the sense of [Skei] is also a Hilbert von Neumann A2 - module in our sense, and the

two formulations are thus equivalent.

Proposition 1.1.9. (Riesz lemma) Suppose E is a Hilbert von Neumann A2 - module,

and f : E → A2 is right A2-linear - meaning f(xπ2(a2)) = π−1
2 (f(x)π2(a2)) for all

x ∈ E, a2 ∈ A2, or equivalently and less clumsily, suppose f : E → [E∗E] is linear and

satisfies f(xz) = f(x)z for all x ∈ E, z ∈ [E∗E]; and suppose f is bounded - meaning

‖f(x)‖ ≤ K‖x‖ for all x ∈ E, and some K > 0. Then there exists y ∈ E such that

f(x) = y∗x ∀x ∈ E.

Proof. First notice that if x ∈ E has polar decomposition x = u|x| (so u ∈ E, |x| ∈
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[E∗E] = π2(A2), and if ξ ∈ H2, then

‖f(x)ξ‖ = ‖f(u)|x|ξ‖ (by right A2 - linearity of f)

≤ ‖f(u)‖‖|x|ξ‖

≤ K‖|x|ξ‖

= K‖u∗xξ‖

≤ K‖xξ‖ . (1.1.2)

Next, find vectors ξn ∈ H2 such that H2 = ⊕n[π2(A2)ξn] (orthogonal direct sum).

It follows that p1H1 = ⊕n[Eξn], where p1 is the left-support projection of E, because if

n 6= m and x, y ∈ E, then

〈xξn, yξm〉 = 〈ξn, x∗yξm〉 = 0

and

[
⋃
n

[Eξn]] = [
⋃
n

[EE∗Eξn]] = [EH2] = p1H1 .

Infer from the above paragraph and equation 1.1.2 that for arbitrary an ∈ A2 with∑
n ‖π2(an)ξn)‖2 <∞ and x ∈ E, we have

‖f(x)(
∑
n

π2(an)ξn)‖2 = ‖
∑
n

(f(x)π2(an))ξn‖2

=
∑
n

‖f(xπ2(an))ξn‖2

≤
∑
n

K2‖xπ2(an)ξn‖2 (by eq. (1.1.2))

= K2‖x(
∑
n

π2(an)ξn)‖2 ;

Now deduce that there exists a unique bounded operator zf ∈ L(H1,H2) satisfying

zf = zfp1 and

zf (xξ) = f(x)ξ ,∀x ∈ E, ξ ∈ H2 .
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The definition of zf implies that zfE ⊂ [E∗E]; hence

zf = zfp1 ∈ zf [EE∗] ⊂ [zfEE
∗] ⊂ [[E∗E]E∗] = E∗ .

So y =: z∗f ∈ E and we have

f(x) = zfx = y∗x

as desired. 2

1.2 Standard bimodules and complete positivity

Given an element x of a von Neumann algebra M , et us write pr(x) for the projection

onto the range of x. (Thus pr(x) = 1(0,∞)(xx
∗).)

Lemma 1.2.1. Suppose η : A → B is a normal positive linear map of von Neumann

algebras. Let eη =
∨
{u pr(η(1)) u∗ : u ∈ U(B)} be the (B-)central support of pr(η(1)).

Then the smallest WOT-closed ideal in B which contains η(A) (equivalently η(1)) is eηB.

(In particular, η(a) = eηη(a) ∀a ∈ A.)

Proof. If p ∈ P(A), then η(p) ≤ η(1) ⇒ pr(η(p)) ≤ pr(η(1)) ≤ eη. Hence η(p) =

eηη(p) ∈ eηB, so also Bη(p)B ⊂ eηB. Conclude that [Bη(A)B] = [Bη([P(A)])B] =

[Bη(P(A))B] ⊂ eηB. Conversely, [Bη(A)B] ⊃ [BU(B)η(1)U(B)B] ⊃ [BeηB] = eηB,

and the proof is complete. 2

Definition 1.2.2. A Hilbert von Neumann A2 - module E = (E,H1, (π2,H2)) will be

called standard if :

• H2 = L2(A2, φ) for some faithful normal state φ on A2;

• π2 is the left-regular representation; and

• E is non-degenerate.
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A Hilbert von Neumann A1−A2 - bimodule will be called standard if it is standard as

a Hilbert von Neumann A2 - module.

Theorem 1.2.3. If η : A1 → A2 is a normal completely positive map, there exists a

standard Hilbert von Neumann A1− eηA2 bimodule Eη, with eη as in Lemma 1.2.1, which

is singly generated, (i.e., E = [π1(A1)V π2(eηA2)]) with a generator V ∈ E satisfying

V ∗π1(a1)V = π2 ◦ η(a1).

Further, such a pair (E , V ) of a standard bimodule and generator is unique in the

sense that if (Ẽ , Ṽ ) is another such pair, then there exists Ai - linear unitary operators

Ui : Hi(η)→ H̃i, i = 1, 2 such that Ṽ = U1V U
∗
2 and Ẽ = U1EU∗2 .

Proof. Fix a faithful normal state φ on eηA2 and set H2(η) = L2(eηA2, φ), with π2 being

the left-regular representation of eηA2. We employ the standard notation â = π(a)1̂

where 1̂ is the canonical cyclic vector for π(A) in L2(A). The Hilbert space H1(η) is

obtained after separation and completion of the algebraic tensor product A1 ⊗ eηA2

with respect to the semi-inner product given by 〈a1 ⊗ a2, b1 ⊗ b2〉 = φ(b∗2η(b∗1a1)a2);

and π1 : A1 → L(H1(η)) is defined by π1(a1)(b1 ⊗ b2) = a1b1 ⊗ b2. The verification that

π1 is a normal representation is a fairly routine application of normality of η and φ.

Define V : H2(η) → H1(η) to be the unique bounded operator for which V (eηâ2) =

1⊗ eηa2. For arbitrary a1 ∈ A1, a2, b2 ∈ eηA2, note that

〈V ∗π1(a1)V â2, b̂2〉 = 〈a1 ⊗ a2, 1⊗ b2〉

= φ(b∗2η(a1)a2〉

= 〈π2(η(a1))â2, b̂2〉

thus showing that indeed V ∗π1(a1)V = π2(η(a1)) for all a1 ∈ A1.

Set E = [π1(A1)V π2(eηA2)] and observe that
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[E∗E] = [π2(eηA2)V ∗π1(A1)π1(A1)V π2(eηA2)]

= [π2(eηA2)π2(η(A1))π2(eηA2)]

= [π2(eηA2η(A1)eηA2)]

= π2(eηA2) ,

by Lemma 1.2.1. Further, if x = π1(a1)V π2(eηa2) for ai ∈ Ai, note that, by definition, we

have x(êη) = a1 ⊗ eηa2 and hence, [
⋃
{ran x : x ∈ E}] = H1(η). This shows that there

exist projections {pi : i ∈ I} ⊂ [EE∗] such that idH1(η) = WOT − limipi. Hence, we see

that

π1(A1) ⊂ [
⋃
{π1(A1)pi : i ∈ I}] ⊂ [π1(A1)EE∗] ⊂ [EE∗] ;

and we have verified everything need to see that the tuple Eη = (E, (π1,H1(η)), (π2,H2(η)))

defines a standard Hilbert von Neumann A1 − eηA2 - bimodule. As for the uniqueness

assertion, if (Ẽ , Ṽ ) also works, then H̃2 = L2(eηA2, φ̃) for some faithful normal state φ̃

on eηA2. In view of the ‘uniqueness of the standard module of a von Neumann algebra’ -

see [Haa], for instance - there exists an eηA2 - linear unitary operator U2 : H2(η)→ H̃2.

Observe next that if ξ, ζ ∈ H2 and a1, b1 ∈ A1, a2, b2 ∈ eηA2, then

〈π1(a1)V π2(a2)ξ, π1(b1)V π2(b2)ζ〉

= 〈π2(b∗2)V ∗π1(b∗1a1)V π2(a2)ξ, ζ〉

= 〈π2(b∗2)π2(η(b∗1a1))π2(a2)ξ, ζ〉

= 〈π2(b∗2η(b∗1a1)a2)ξ, ζ〉

= 〈U2π2(b∗2η(b∗1a1)a2)ξ, U2ζ〉

= 〈π̃2(b∗2η(b∗1a1)a2)U2ξ, U2ζ〉

= 〈π̃2(b∗2)Ṽ ∗π̃1(b∗1a1)Ṽ π̃2(a2)U2ξ, U2ζ〉

= 〈π̃1(a1)Ṽ π̃2(a2)U2ξ, π̃1(b1)Ṽ π̃2(b2)U2ζ〉 .
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Deduce from the above equation and the assumed non-degeneracy of E and Ẽ that there

is a unique unitary operator U1 : H1 → H̃1 such that

U1 (π1(a1)V π2(a2)ξ) = π̃1(a1)Ṽ π̃2(a2)U2ξ (1.2.1)

for all a1 ∈ A1, a2 ∈ eηA2 and ξ ∈ H2(η) It is easy to see from equation (1.2.1) that U1

is necessarily A1 - linear, that U1V = Ṽ U2 or Ṽ = U1V U
∗
2 and that Ẽ = U1EU∗2 , and the

proof of the theorem is complete. 2

Remark 1.2.4. Notice that the irritating eη above is equal to the 1 of A2 in some good

cases, such as the following:

• when η is unital, i.e., η(1) = 1;

• when η(1) 6= 0 and A2 is a factor.

The uniqueness assertion in Theorem 1.2.3 can also be deduced from the following

useful criterion for isomorphism of standard bimodules:

Lemma 1.2.5. Two standard Hilbert von Neumann A2 bimodules E (i) = (E(i), (π
(i)
1 ,H(i)

1 ), (π
(i)
2 ,H(i)

2 )), i =

1, 2 are isomorphic if and only if there exist E
(i)
0 = {x(i)

j : j ∈ I} ⊂ E(i) such that

1. [E
(i)
0 ] = E(i), and

2. (π
(1)
2 )−1(x

(1)∗
j x

(1)
k ) = (π

(2)
2 )−1(x

(2)∗
j x

(2)
k ) ∀j, k ∈ I

Proof. The only if implication is clear, as we may choose E
(i)
0 = E(i) and x(2) = U1x

(1)U∗2

for all x(1) ∈ E(1)(= I). Now for the other ‘if half’.

In view of the ‘uniqueness of the standard module of a von Neumann algebra - see

[Haa] -there exists an A2 - linear unitary operator U2 : H(1)
2 → H(2)

2 . For arbitrary
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j, k ∈ I, ξ1, ξ2 ∈ H(1)
2 , observe that

〈x(1)
j ξ1, x

(1)
k ξ2〉 = 〈ξ1, x

(1)∗
j x

(1)
k ξ2〉

= 〈U2ξ1, U2π
(1)
2 (π

(1)
2 )−1(x

(1)∗
j x

(1)
k )ξ2〉

= 〈U2ξ1, π
(2)
2 (π

(1)
2 )−1(x

(1)∗
j x

(1)
k )U2ξ2〉

= 〈U2ξ1, π
(2)
2 (π

(2)
2 )−1(x

(2)∗
j x

(2)
k )U2ξ2〉

= 〈x(2)
j U2ξ1, x

(2)
k U2ξ2〉 ;

deduce from the above equation and the non-degeneracy of the E (i) that there exists a

unique unitary operator U1 : H(1)
1 → H̃

(2)
1 such that U1(x

(1)
j ξ) = x

(2)
j U2ξ ∀j ∈ I, ξ ∈ H(1)

2 .

The definitions show that U1x
(1)
j = x

(2)
j U2 ∀j ∈ I and hence that U1E

(1) = E(2)U2. Thus

indeed E(2) = U1E
(1)U∗2 and the proof of the ‘if half’ is complete.

2

Notice, incidentally, that in the setting of the Lemma above, the equation

Tx(1) = U1x
(1)U∗2

defines a WOT-continuous linear bijection T : E(1) → E(2) satisfying

Tx(1)(Ty(1))∗Tz(1) = T (x(1)(y(1))∗z(1))

for all x(1)y(1), z(1) ∈ E(1).

Remark 1.2.6. 1. The ‘generator’ V of Theorem 1.2.3 is an isometry precisely when

η is unital.

2. If E is a singly generated Hilbert von Neumann A1−A2 bimodule, then it is generated

by a partial isometry (by Lemma 1.1.6). Further, that generator, say V may be used

16



to define the obviously completely positive map η;A1 → A2 by

η(a1) = π−1
2 (V ∗π1(a1)V ) ;

and then E would be isomorphic to Eη if and only if E is a standard non-degenerate

bimodule.

1.3 Connes fusion

Example 1.3.1. If E = (E, (π1,H1), (π2,H2)) is a Hilbert von Neumann A1 − A2 -

bimodule and K is any Hilbert space, then E ⊗ idK = (E ⊗ idK, (π1⊗ idK,H1⊗K), (π2⊗

idK,H2 ⊗ K)) is also a Hilbert von Neumann A1 − A2 - bimodule, where of course we

write E ⊗ idK for {x⊗ idK : x ∈ E}.

Lemma 1.3.2. Let E = (E, (π1,H1), (π2,H2)) be a Hilbert von Neumann A1−A2 - bimod-

ule. For a projection p ∈ P(π2(A2)′), let q be the projection with range [
⋃
{ran(xp) : x ∈ E}].

Then

1. q ∈ P(π1(A1)′);

2. y ∈ E ⇒ qyp = qy = yp; and

3. qEp = (qEp, (qπ1(·), qH1), (pπ2(·), pH2)) satisfies all the requirements for a non-

degenerate Hilbert von Neumann A1−A2 - bimodule, with the possible exception of

injectivity of pπ2(·).

We shall use the suggestive notation E∗p = q when q, E , p are so related.

Proof. 1. Since π1(A1)E ⊂ E, it follows that ran(q) is stable under π1(A1).

2. For all y ∈ E, ran(yp) ⊂ ran(q) ⇒ qyp = yp. Next, if ξ, ζ ∈ H2, and x, y ∈ E,

17



note that

〈xpξ, y(1− p)ζ〉 = 〈ξ, px∗y(1− p)ζ〉

∈ 〈ξ, p [E∗E] (1− p)ζ〉

= 0 ,

since [E∗E] = π2(A2) ⊂ {p}′; since {xpξ : ξ ∈ H2} is total in ran(q), this says that

qy(1− p) = 0, as desired.

3.

[(qEp)∗(qEp)] = [(Ep)∗(Ep)] = p [E∗E] p = pπ2(A2) (1.3.1)

since [E∗E] = π2(A) ⊂ {p}′; while

[(qEp)(qEp)∗] = q [EE∗] q ⊃ qπ1(A1). (1.3.2)

Non-degeneracy of qEp follows immediately from equations (1.3.1) and (1.3.2). 2

Remark 1.3.3. In general, if π : M → L(H) is a faithful normal representation, and if

p ∈ π(M)′, the sub-representation pπ(·) is faithful if and only if the central support of p

is 1 - i.e., sup{upu∗ : u ∈ π(M)′} = 1.

In particular if the E of Lemma 1.3.2 is actually a Hilbert von Neumann A1 − A2 -

bimodule, and if A2 happens to be a factor, then the qEp of Lemma 1.3.2 is actually a

Hilbert von Neumann bimodule.

We next lead to our description of what is sometimes termed ‘internal tensor product’

but which we prefer (in view of this terminology being already in use for tensor products

of bimodules over von Neumann algebras) to refer to as the Connes fusion of Hilbert

von Neumann bimodules. Thus, suppose E = (E, (π1,H1), (π2,H2)) is a Hilbert von

Neumann A1 − A2 - bimodule and F = (F, (ρ2,K2), (ρ3,K3)) is a Hilbert von Neumann

A2 − A3 - bimodule. We know that the normal representation ρ2 of A2 is equivalent to

a sub-representation of an infinite ampliation of the faithful normal representation π2 of

18



A2; thus there exists an A2 - linear isometry u : K2 → H2 ⊗ `2: i.e., u∗u = idK2 and

uρ2(x) = (π2(x)⊗ id`2)u ∀x ∈ A2. It follows that p = uu∗ ∈ (π2(A2)⊗ id`2)′.

Now, set p = uu∗ and let q = (E ⊗ 1`2)∗(p) be associated to this p as in Lemma 1.3.2

(applied to E ⊗ 1`2).

Finally, if x ∈ E, y ∈ F , define x
⊙

y to be the composite operator

K3
x
⊙
y−→ q(H1 ⊗ `2) = K3

y−→ K2
u−→ uu∗(H2 ⊗ `2)

x⊗id`2−→ q(H1 ⊗ `2) ,

set E
⊙

F = [{x
⊙

y : x ∈ E, y ∈ F}]; and finally define the Connes fusion of E and F

to be

E ⊗A2 F = (E
⊙

F, (q(π1 ⊗ id`2)|ran q, q(H1 ⊗ `2)), (ρ3,K3)) . (1.3.3)

The justification for our use of ‘Connes fusion’ for our construction lies (at least for

standard bimodules, by Lemma 1.2.5) in the fact that (in the notation defining Connes

fusion) the A3 - valued inner product on E ◦ F satisfies

〈x1

⊙
y1, x2

⊙
y2〉A3 = (x1

⊙
y1)∗(x2

⊙
y2)

= ((x1 ⊗ id`2)uy1)∗(x2 ⊗ id`2)uy2

= y∗1u
∗(x∗1x2 ⊗ id`2)uy2

= y∗1(x∗1x2)y2 (since u is an A2 - linear isometry)

= y∗1〈x1, x2〉A2y2

= 〈y1, 〈x1, x2〉A2y2〉A3 .

Proposition 1.3.4. The Connes fusion of (non-degenerate) Hilbert von Neumann bi-

modules is again a (non-degenerate) Hilbert von Neumann bimodule.

Proof. Clearly E
⊙

F is a WOT-closed linear space of operators between the asserted

spaces. Observe next that
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[
(E
⊙

F )(E
⊙

F )∗
]

= [{((x1 ⊗ id`2)uy1)((x2 ⊗ id`2)uy2)∗ : xi ∈ E, yj ∈ F}]

= [{(x1 ⊗ id`2)uy1y
∗
2u
∗(x2 ⊗ id`2)∗ : xi ∈ E, yj ∈ F}]

= [{(x1 ⊗ id`2)u [FF ∗]u∗(x2 ⊗ id`2)∗ : xi ∈ E}]

⊃ [{(x1 ⊗ id`2)uρ2(A2)u∗(x2 ⊗ id`2)∗ : xi ∈ E}]

= [{(x1 ⊗ id`2)(π2(A2)⊗ id`2)uu∗(x2 ⊗ id`2)∗ : xi ∈ E}]

= [(E ⊗ id`2)uu∗(E ⊗ id`2)∗] (since Eπ2(A2) = E)

= q(π1(A1)⊗ id`2)

(in particular q ∈ [(E
⊙

F )(E
⊙

F )∗]) and that

[
(E
⊙

F )∗(E
⊙

F )
]

= [{((x1 ⊗ id`2)uy1)∗(x2 ⊗ id`2)uy2) : xi ∈ E, yj ∈ F}]

= [{(y∗1u∗(x∗1x2 ⊗ id`2))uy2) : xi ∈ E, yj ∈ F}]

= [{(y∗1u∗(π2(A2)⊗ id`2)uy2) : yj ∈ F}]

= [{(y∗1u∗u [ρ2(A2)] y2) : yj ∈ F}]

= [{(y∗1(ρ2(A2))y2) : yj ∈ F}]

= F ∗F (∗)

= ρ3(A3) ,

where the justification for the step labelled (*) is that ρ2(A2)F = F (see Remark 1.1.5

(7)). This completes the verification that E ⊗A2 F is indeed a Hilbert von Neumann

A1 − A3 bimodule.
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Now, suppose E and F are both non-degenerate. Then

ξ ∈
⋂
{kerz : z in E

⊙
F}

⇒ (x⊗ id`2)uyξ = 0 ∀x ∈ E, y ∈ F

⇒ uyξ = 0 ∀y ∈ F (as E ⊗ id`2 is non-degenerate)

⇒ yξ = 0 ∀y ∈ F (as u is isometric)

⇒ ξ = 0 (as F is non-degenerate) ;

while

[⋃
{ran((x⊗ id`2)uy) : x ∈ E, y ∈ F}

]
=

[⋃
{ran((x⊗ id`2)u) : x ∈ E}

]
(since F is non-degenerate)

=
[⋃
{ran((x⊗ id`2)uu∗) : x ∈ E}

]
= ran q (by definition)

and hence E
⊙

F is indeed non-degenerate.

2

Before addressing the question of the dependence of the definition of Connes fusion and

the seemingly ad hoc A2 - linear partial isometry u, we introduce a necessary definition

and the ubiquitous lemma.

Definition 1.3.5. Two Hilbert von Neumann A2 modules, say E (i) = (E(i),H(i)
1 , (π

(i)
2 ,H(i)

2 )), i =

1, 2 are considered isomorphic if there exists unitary operators wj : H(1)
j → H

(2)
j , with w2

being A2 - linear, such that

E(2) = w1E
(1)w∗2 .

If the E (i) happen to be A1−A2 bimodules, they are said to be isomorphic if, in addition

to the above, the unitary w1 happens to be A1 - linear.
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Lemma 1.3.6. Let E = (E, (π1,H1), (π2,H2)) be a Hilbert von Neumann A1 − A2 bi-

module. Suppose w ∈ π2(A2)′ is a partial isometry with w∗w = p, ww∗ = p̃. Let q = E∗p

and q̃ = E∗p̃ in the notation of Lemma 1.3.2. Then there exists a unique partial isometry

w1 ∈ π1(A1)′ such that w∗1w1 = q, w1w
∗
1 = q̃.

Proof. We first assert that there is a unique unitary operator W1 : q(H1) → q̃(H1)

satisfying WTp = Tw ∀T ∈ E. This is because:

• (T1w)∗(T2w) = w∗T ∗1 T2w = T ∗1 T2p = p∗T ∗1 T2p, ∀T1, T2 ∈ E and

• q(H1) = [
⋃
{ran(Tp) : T ∈ E}] and q̃(H1) = [

⋃
{ran(Tw) : T ∈ E}] (since ran w =

ran p̃).

Finally w1 = W1q does the job. 2

Remark 1.3.7. 1. We now verify that the definition we gave of E ⊗A2 F is really

independent of the choice of the isometry u used in that definition. Indeed, suppose

u, ũ : K2 → H2 ⊗ `2 are two A2 - linear isometries. If uu∗ = p, ũũ∗ = p̃, then

w = ũu∗ is a partial isometry in (π2(A2) ⊗ id`2)
′ with w∗w = p, ww∗ = p̃. Now

apply Lemma 1.3.6 to E ⊗ id`2 and w, p, p̃ to find a W ∈ (π1(A1)⊗ id`2)′ such that

W ∗W = q = (E ⊗ id`2)∗p and WW ∗ = q̃ = (E ⊗ id`2)∗p̃. Then, as the proof of

Lemma 1.3.6 shows, W : q(H1 ⊗ `2) → q̃(H1 ⊗ `2) is a unitary operator satisfying

W (x ⊗ id`2)p = (x ⊗ id`2)w ∀x ∈ E. It is now a routine matter to verify that the

unitary operators W : q(H1 ⊗ `2)→ q̃(H1 ⊗ `2) and idK3 establish an isomorphism

between the models of E ⊗A2 F given by u and ũ are isomorphic.

2. A not dissimilar reasoning shows that the isomorphism type of the Connes fusion

of two standard bimodules depends only on the isomorphism classes of the two

‘factors’ in the fusion, and is also standard.

3. If E is only a Hilbert von Neumann A2-module, and F is a Hilbert von Neumann

A2−A3-bimodule, their Connes fusion E ⊗A2 F would still make sense as a Hilbert

von Neumann A3-module.
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1.4 Examples

We now discuss some examples of Hilbert von Neumann (bi)modules.

1. The simplest (non-degenerate) example is obtained when Aj = L(Hj), πj = idAj

for j = 1, 2 and E = L(H2,H1); all the verifications reduce just to matrix multipli-

cation.

2. Suppose A2 is a unital von Neumann subalgebra of A1, and suppose there exists a

faithful normal conditional expectation ε : A1 → A2. Let φ2 be a faithful normal

state (even semi-finite weight will do). Let φ1 = φ2 ◦ ε,Hj = L2(Aj, φj), and let πj

be the left regular representation of Aj on Hj. Write U for the natural isometric

identification of H2 as a subspace of H1 (so that the ‘Jones projection’ will be just

UU∗). Finally, define

E(A2⊂A1) = (π1(A1)U, (π1,H1), (π2,H2))

In this case, we find that [EE∗] = [π1(A1)eπ1(A1)], and we find the ‘basic construc-

tion of Jones appearing naturally in this context.

Further, it is a consequence of the uniqueness assertion in Theorem 1.2.3 that

Eε ∼= E(A2⊂A1).

3. Suppose (M,H,J , P ) is a standard form of M in the sense of [Haa75]. As indicated

in [Haa], there is a canonical ‘implementing’ unitary representation

Aut(M) 3 θ 7→ uθ ∈ L(H)

satisfying uθxu
∗
θ = θ(x) ∀x ∈M . We have the natural Hilbert von Neumann M−M

bimodule given by

Eθ = (Muθ, (idM , L
2(M)), (idM , L

2(M)))
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4. If θ, φ ∈ Aut(M),M are as in the previous example, we see now that ‘Connes fusion

corresponds to composition’ in this case:

Eθ ⊗M Eφ ∼= Eθφ

(Reason: The ‘u’ in the definition of Connes fusion is just idM , while

MuθMuφ = Mθ(M)uθuφ = Muθφ .)

Proposition 1.4.1. If θ, φ ∈ Aut(M) are as in Example (4) above, then Eθ ∼= Eφ if and

only if θ and φ are inner conjugate.

Proof. First, note that any M -linear unitary operator on L2(M) has the form J v∗J

for some unitary v ∈ M , where of course J denotes the modular conjugation operator.

Observe next that each uθ commutes with J since θ is a *-preserving map, and hence,

for any x ∈M , we have

uθJ v∗J = J θ(v∗)J uθ (1.4.1)

If Eθ is isomorphic to Eφ, there must exist unitary v1, v2 ∈M such that

Muφ = J v∗1JMuθJ v2J

= MJ v∗1J uθJ v2J

= MJ v∗1JJ θ(v2)J uθ

= MJ v∗1θ(v2)J uθ ;

in particular, there must exist a y ∈M such that

uφ = yJ v∗1θ(v2)J uθ .

We find that y is necessarily unitary and hence, writing u for y and v for v∗1θ(v2), we see
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that there must be a unitary u ∈M such that

φ(x) = uφxu
∗
φ

= uJ vJ uθxu∗θJ v∗J u∗

= uJ vJ θ(x)J v∗J u∗

= uθ(x)u∗ .

In other words, φ and θ are indeed inner conjugate.

Conversely, if φ(·) = uθ(·)u∗ for some unitary u ∈ M , we see that uφ = uJ uJ uθ =

uuθJ θ−1(u)J ; so we find that w1 = idM and w2 = J θ−1(u)∗J define M - linear unitary

operators on L2(M) such that Muφ = Muuθw
∗
2 = w1Muθw

∗
2, thereby establishing that

Eθ ∼= Eφ. 2
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Chapter 2

On Extendability of endomorphisms

and of E0-semigroups on factors

In this chapter we begin with a von Neumann algebraic version of the elementary but

extremely useful fact about being able to extend inner-product preserving maps from a

total set of the domain Hilbert space to an isometry defined on the entire domain. This

leads us to the notion of when a well-behaved (equi-modular, as we term it) endomorphism

of a factorial probability space (M,φ) admits a natural extension to an endomorphism

of L2(M,φ). After deriving some equivalent conditions under which an endomorphism is

extendable, we exhibit examples of such extendable endomorphisms.

We then pass to E0-semigroups α = {αt : t ≥ 0} of factors, and observe that extend-

ability of this semigroup (i.e., extendability of each αt) is a cocycle-conjugacy invariant

of the semigroup. We conclude by giving examples of extendable E0−semigroups, and

by showing that the Clifford flow on the hyperfinite II1 factor is not extendable, neither

is the free flow.

Our notion of extendable E0-semigroups is related to a notion called ‘regular semi-

groups’ in [ABS01], where they erroneously claim to prove that the Clifford flow is ex-

tendable.

26



2.1 An existence result

We start by setting up some notation. For any index set I, we write I∗ =
⋃∞
n=0 I

n

where I0 = ∅, and I ∨ J = (i1, · · · , im) ∨ (j1, · · · , jn) = (i1, · · · , im, j1, · · · , jn) whenever

I = (i1, · · · , im), J = (j1, · · · , jn) ∈ I∗.

By a von Neumann probability space, we shall mean a pair (M,φ) consisting of a von

Neumann algebra and a normal state. For such an (M,φ), and an x ∈M , we shall write

x̂ = λM(x)1̂M and 1̂M for the cyclic vector for λM(M) in L2(M,φ), where λM is the left

regular representation of M .

Recall that the central support of the normal state φ is the central projection z(=: zφ)

such that ker(λM) = M(1− z). Clearly zφ = 1M if M is a factor.

Finally, if {xi : i ∈ I} ⊂M , and I = (i1, · · · , in) ∈ In, we shall write xI = xi1xi2 · · ·xin .

We also use [S] either to denote the norm (respectively strong) closure of the span, for

S ⊆ H (respectively S ⊆ L(H)), for any Hilbert space H.

Proposition 2.1.1. Let (Mi, φi), i = 1, 2 be von Neumann probability spaces with zi =

zφi. Suppose S(j) = {x(j)
i : i ∈ I} is a set of self-adjoint elements which generates Mj as

a von Neumann algebra, for j = 1, 2. (Note the crucial assumption that both the S(j) are

indexed by the same set.) Suppose

φ1(x
(1)
I ) = φ2(x

(2)
I ) ∀I ∈ I∗ . (2.1.1)

Then there exists a unique isomorphism θ : M1z1 → M2z2 such that φ2 ◦ θ|M1z1 =

φ1|M1z1 and θ(x
(1)
i z1) = x

(2)
i z2 ∀i ∈ I.

Proof. The hypothesis implies that, for j = 1, 2, the set {x(j)
I : I ∈ I∗} linearly spans a *-

subalgebra which is necessarily σ-weakly dense inMj. Since 〈x̂(1)
I , x̂

(1)
J 〉 = 〈x̂(2)

I , x̂
(2)
J 〉 ∀I, J ∈

I∗, there exists a unique unitary operator u : L2(M1, φ1) → L2(M2, φ2) such that

ux̂
(1)
I = x̂

(2)
I ∀I ∈ I∗ .
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Now observe that

uλM1(x
(1)
I )u∗x̂

(2)
J = uλM1(x

(1)
I )x̂

(1)
J

= ux̂
(1)
I∨J

= x̂
(2)
I∨J

= λM2(x
(2)
I )x̂

(2)
J ;

and hence that uλM1(x
(1)
I )u∗ = λM2(x

(2)
I ) ∀I ∈ I.

On the other hand, {x ∈ M1 : uλM1(x)u∗ ∈ λM2(M2)} is clearly a von Neumann

subalgebra of M1; since this has been shown to contain each x
(1)
I , we may deduce that

this must be all of M1. Now notice that L2(Mj, φj) = L2(Mjzj, φj|Mjzj), that λMj
(x) =

λMjzj(xzj) ∀x ∈Mj, and that λMjzj maps Mjzj isomorphically onto its image.

The proof is completed by defining

θ(x) = λ−1
M2z2

(uλM1(x)u∗) ∀x ∈M1z1.

2

Remark 2.1.2. 1. In the proposition, even if it is the case that N := {x(2)
i : i ∈ I}′′ (

M2, we can still apply the result to (N, φ2|N) in place of (M2, φ2) and deduce the

existence of a normal homomorphism of M1 into M2 which sends x
(1)
i to x

(2)
i z for

each i (and 1M1 to the projection z = zφ2|N ∈ N).

2. In the special case that the N of the last paragraph is a factor, the z there is nothing

but idM2 and in particular, Proposition 2.1.1 can be strengthened as follows:

Let (Mj, φj), j = 1, 2 be von Neumann probability spaces. Suppose S(j) = {x(j)
i :

i ∈ I} ⊂ Mj is a set of self-adjoint elements such that S(1)′′ = M1 and S(2)′′ is a

factor N ⊂M2. Suppose

φ1(x
(1)
I ) = φ2(x

(2)
I ) ∀I ∈ I∗ . (2.1.2)
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Then there exists a unique normal ∗-homomorphism θ : M1 → N ⊂ M2 such that

θ(x
(1)
i ) = x

(2)
i for all i ∈ I.

Corollary 2.1.3. 1. If θi is a φi-preserving unital endomorphism of a von Neumann

probability space (Mi, φi), for i ∈ Λ, then there exists:

(a) a unique unital endomorphism ⊗i∈Λθi of the tensor product (⊗i∈ΛMi,⊗i∈Λφi)

such that

(⊗i∈Λθi)(⊗i∈Λxi) = z(⊗i∈Λθi(xi)) ∀xi = x∗i ∈Mi;

(b) a unique unital endomorphism ∗i∈Λθi of the free product (see [VDN92] ) (∗i∈ΛMi, ∗i∈Λφi)

such that

(∗i∈Λθi)(λ(xj)) = zλ(θj(xj)) ∀xj ∈Mj

where we simply write λ for each ‘left-creation representation’ λ : Mj →

L(∗i∈ΛL
2(Mi, φi)) for every j ∈ I.

In the above existence assertions, the symbol z represents an appropriate projection

(= image of the identity of the domain of the endomorphism in question).

2. If each Mi above is a factor, then (the z in the above statement can be ignored, as it

is the identity of the appropriate algebra) and all endomorphisms above are unital

monomorphisms.

Proof. It is not hard to see that Remark 2.1.2(1) is applicable to S(1) = {⊗ixi : xi = x∗i ∈

Mi, xi = 1Mi
for all but finitely many i} and

S(2) = {⊗iθi(xi) : xi = x∗i ∈ Mi, xi = 1Mi
for all but finitely many i} (resp., S(1) =

{λ(xi) : i ∈ Λ, xi = x∗i ∈ Mi, φi(xi) = 0} and S(2) = {λ(θi(xi)) : i ∈ Λ, xi = x∗i ∈

Mi, φi(xi) = 0}.

The second fact follows from Remark 2.1.2(2) because normal endomorphisms of fac-

tors are unital isomorphisms onto their images, and the tensor (resp., free) product of

factors is a factor. 2
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For later reference, the next lemma identifies the central support zφ of a normal state

φ on a von Neumann algebra in the simple special case when φ is a vector-state.

Lemma 2.1.4. Suppose N ⊂ L(H) is a von Neumann algebra, ξ ∈ H is a unit vector,

and φ is the vector state defined on N by φ(x) = 〈xξ, ξ〉. If H0 = Nξ, then a candidate for

‘the GNS triple for (N, φ)’ is given by (H0, idN |H0 , ξ). In particular, the central support

of φ is given by the projection z = ∧{p ∈ N : ran p ⊃ H0} and ran z = [N ′Nξ].

Proof. It is clear that ξ is a cyclic vector for N |H0 and the assertion regarding GNS triples

follows. Hence if z ∈ P(Z(N)) is such that N(1 − z) = ker idN |H0 , then z = ∧{p ∈

P(N) : p|H0 = (1N)|H0}, i.e., z = ∧{p ∈ P(N) : ran p ⊃ H0}. As z is the smallest

projection in (N ∩ N ′) whose range contains Nξ, or equivalently the smallest subspace

containing [Nξ] which is invariant under (N ∩ N ′)′, equivalently invariant under N ′N ,

the last assertion follows. 2

2.2 Extendable endomorphisms

For the remainder of this paper, we make the standing assumption that φ is a faithful

normal state on a factor M . We identify x ∈M with λM(x), and simply write J and ∆ for

the modular conjugation operator Jφ and the modular operator ∆φ respectively. Recall,

thanks to the Tomita-Takesaki theorem that j = J (·)J is a *-preserving conjugate-

linear isomorphism of L(L2(M,φ)) onto itself, which maps M and M ′ onto one another,

and that 1̂M is also a cyclic and separating vector for M ′. We shall assume that θ is a

normal unital *-endomorphism which preserves φ. The invariance assumption φ ◦ θ = φ

implies that there exists a unique isometry uθ on L2(M,φ) such that uθx1̂M = θ(x)1̂M

and equivalently, that uθx = θ(x)uθ ∀x ∈M and uθ1̂M = 1̂M .

Definition 2.2.1. If M,φ, θ are as above, and if the associated isometry uθ of L2(M,φ)

commutes with the modular conjugation operator J (= Jφ), we shall simply say θ is a

equi-modular (as this is related to endomorphisms commuting with the modular au-
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tomorphism group) endomorphism of the factorial non-commutative probability space

(M,φ).

Remark 2.2.2. It is true that if θ is an equi-modular endomorphism of a factor M

as above, then there always exists a φ-preserving faithful normal conditional expectation

E : M → θ(M), and in fact uθu
∗
θ is the Jones projection associated to this conditional

expectation. For this, notice to start with, that as θ is a *-homomorphism, uθ commutes

with the conjugate-linear Tomita operator S (which has M 1̂M as a core and maps x1̂M

to x∗1̂M for x ∈ M). More precisely, we have Suθ ⊃ uθS, meaning that whenever ξ is

in the domain of S, so is uθξ and Suθξ = uθSξ holds. Since uθ commutes with J and

S = J∆1/2, we have ∆1/2uθ ⊃ uθ∆
1/2, and so ∆it commutes with uθ for any t ∈ R.

Hence, conclude that for x ∈M and t ∈ R, we have

θ(σφt (x))1̂M = uθ∆
itx∆−it1̂M = uθ∆

itx1̂M

= ∆ituθx1̂M = ∆itθ(x)1̂M

= σφt (θ(x))1̂M .

As 1̂M is a separating vector for M , deduce that

θ(σφt (x)) = σφt (θ(x)) ∀x ∈M, t ∈ R .

Hence σφt (θ(M)) = θ(M) ∀t ∈ R and it follows from Takesaki’s theorem (see [Tak72,

Section 4]) that there exists a unique φ-preserving conditional expectation E of M onto

the subfactor P = θ(M). It is true, as the definition shows, that eθ = uθ(uθ)
∗ is the

orthogonal projection onto [P 1̂M ] and E(x)eθ = eθxeθ ∀x ∈M .

Theorem 2.2.3. Suppose θ is an equi-modular endomorphism of a factorial non-commutative

probability space (M,φ). Then,

1. The equation θ′ = j ◦ θ ◦ j defines a unital normal *-endomorphism of M ′ which

preserves φ′ = φ ◦ j; and
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2. We have an identification

L2(M ′, φ′) = L2(M,φ)

1̂M ′ = 1̂M

uθ′ = uθ

3. there exists a unique endomorphism θ(2) of L(L2(M,φ)) satisfying

θ(2)(xj(y)) = θ(x)j(θ(y))z, ∀x, y ∈M

where z = ∧{p ∈ (θ(M) ∪ θ′(M ′))′′ : ran(p) ⊃ {θ̂(x) : x ∈M}}.

Proof. 1. It is clear that θ′ = j ◦ θ ◦ j is a unital normal linear *-endomorphism of M ′

and that

φ′ ◦ θ′ = φ′ ◦ θ′ = (φ ◦ j) ◦ (j ◦ θ ◦ j) = (φ ◦ θ) ◦ j = φ ◦ j = φ′ ,

thereby proving (1).

2. This follows from the facts that 1̂M is a cyclic and separating vector for M and
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hence also for M ′, the definition of φ′ which guarantees that

〈j(x)1̂M ′ , j(y)1̂M ′〉 = φ′(j(y)∗j(x))

= φ′(j(y∗x))

= φ(y ∗ x)

= φ(x∗y)

= 〈y1̂M , x1̂M〉

= 〈J x1̂M ,J y1̂M〉

= 〈J xJ 1̂M ,J yJ 1̂M〉

= 〈j(x)1̂M , j(y)1̂M〉

and the definitions of the ‘implementing isometries’, which show that

uθ′(j(x)1̂M ′) = θ′(j(x))1̂M ′

= j(θ(x))1̂M ′

= J θ(x)J 1̂M

= J θ(x)1̂M

= J uθx1̂M

= uθJ x1̂M

= uθJ xJ 1̂M

= uθj(x)1̂M ′ .
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3. Notice that if x, y ∈M , then

〈θ(x)J θ(y)J 1̂M , 1̂M〉 = 〈θ(x)J θ(y)1̂M , 1̂M〉

= 〈θ(x)J uθy1̂M , 1̂M〉

= 〈θ(x)uθJ y1̂M , 1̂M〉

= 〈uθxJ y1̂M , 1̂M〉

= 〈uθxJ y1̂M , uθ1̂M〉

= 〈xJ yJ 1̂M , 1̂M〉 ,

where we have used the fact that θ is equi-modular.

Set S1 = {xj(y) : x = x∗, y = y∗, x, y ∈ M}, and S(2) = {θ(x)j(θ(y)) : xj(y) ∈

S(1)}, and deduce from the factoriality of M that S(1)′′ = L(L2(M,φ)).

Now we wish to apply Remark 2.1.2(1) with N = S(2)′′ = θ(M) ∨ j(θ(M)) (where,

both here and in the sequel, we write A ∨ B = (A ∪ B)′′ for the von Neumann

algebra generated by von Neumann algebras A and B) and φ1 = φ2 = 〈(·)1̂M , 1̂M〉.

For this, deduce from Lemma 2.1.4 that

z = ∧{p ∈ P(N) : ran p ⊃ N 1̂M}

= ∧{p ∈ P(N) : ran p ⊃ {θ(x)1̂M , θ
′(j(x))1̂M : x ∈M}}

= ∧{p ∈ P(N) : ran p ⊃ {θ̂(x) : x ∈M}}

and the proof of the Theorem is complete.

2

Remark 2.2.4. It must be observed that the projection z of Theorem 2.2.3 is nothing but

the central support of the projection eθ = uθu
∗
θ in P ′ ∩ P1 where P = θ(M) ⊂ M ⊂ P1 is
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Jones’ basic construction (thus, P1 = JP ′J ) since, by Lemma 2.1.4, we have:

ran z = [(P ∨ JPJ )′(P ∨ JPJ )1̂M ] = [(P ′ ∩ P1)eθL
2(M,φ)] .

This is because

[(P ∨ JPJ )1̂M ] = [PJPJ 1̂M ] = [PJP 1̂M ]

= [PJ uθM 1̂M ] = [PuθJM 1̂M ]

= [PuθM 1̂M ] = [P 1̂M ] .

In particular, since eθ is a minimal projection in P ′ ∩P1, its central support z in P ′ ∩P1

is 1 if and only if P ′ ∩ P1 is a type I factor. In the following corollary, we continue to

use the symbols P and P1 with the meaning attributed to them here.

The following corollary is an immediate consequence of Lemma 2.1.4, Theorem 2.2.3

and Remark 2.2.4.

Corollary 2.2.5. Let θ be a equi-modular endomorphism of a factorial non-commutative

probability space (M,φ) in standard form (i.e., viewed as embedded in L(L2(M,φ)) as

above). The following conditions on θ are equivalent:

1. there exists a unique unital normal ∗-endomorphism θ(2) of L(L2(M,φ)) such that

θ(2)(x) = θ(x) and θ(2)(j(x)) = j(θ(x)) for all x ∈M .

2. P ∨ JPJ is a factor; and in this case, it is necessarily a type I factor.

3. (P ∨JPJ )′ = P ′∩P1 is a factor; and in this case, it is necessarily a type I factor.

4. {xŷ : x ∈ P ′ ∩ P1, y ∈ P} is total in L2(M,φ).

An endomorphism of a factor which satisfies the equivalent conditions above will be

said to be extendable.
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Remark 2.2.6. It should be noted that extendability is not a property of just an endo-

morphism θ but it is also dependent on a state which is not only left invariant under the

endomorphism but must also satisfy the requirement we have called equi-modular. Strictly

speaking, we should probably talk of φ-extendability, but shall not do so in the interest of

notational convenience.

Theorem 2.2.7. Let the notation be as above. Then the following conditions are equiv-

alent:

1. θ is extendable.

2. M = (M ∩ θ(M)′) ∨ θ(M). (Note that the right-hand side is naturally identified

with the von Neumann algebra tensor product (M ∩ θ(M)′)⊗ θ(M) in this case.)

Proof. Recall that P = θ(M) is globally preserved by the modular automorphism group

{σφt }t∈R and there exists a φ-preserving faithful normal conditional expectation E from

M onto P . Thus (M∩P ′)∨P is naturally identified with the von Neumann algebra tensor

product (M ∩P ′)⊗P (see [Tak72, Corollary 1]). If we assume the second condition in the

statement, the basic construction for P ⊂M essentially comes from that of C ⊂ (M∩P ′),

and so P ′ ∩ P1 is a type I factor. This means that θ is extendable.

Assume that θ is extendable now. We will show that Q := (M∩P ′)∨P coincides with

M . For this, it suffices to show [Q1̂M ] = L2(M,φ). Indeed, since P is globally preserved

by σφt , so is Q, and there exists a φ-preserving faithful normal conditional expectation

from M onto Q thanks to Takesaki’s theorem. Thus if Q were a proper subalgebra of M ,

[Q1̂M ] would be a proper subspace of L2(M,φ).

Let Ê be the dual operator valued weight from P1 to M (see [Kos86] for the definition

of Ê and its properties). Since E ◦ Ê(eθ) = 1 <∞ and P ′ ∩P1 is a factor, the restriction

of E ◦ Ê to the type I factor P ′ ∩ P1 is a faithful normal semifinite weight (see [ILP98,

Lemma 2.5]). Thus there exists a (not necessarily bounded) non-singular positive operator
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ρ affiliated to P ′ ∩ P1 satisfying σE◦Êt = Adρit and

E ◦ Ê(a) = lim
n→∞

Tr(ρ(1 +
1

n
ρ)−1a), ∀a ∈ (P ′ ∩ P1)+,

where {σE◦Êt }t∈R is the relative modular automorphism group (the restriction of {σφ◦Êt }t∈R

to P ′ ∩ P1). Note that the trace Tr makes sense as P ′ ∩ P1 is a type I factor.

From the above argument we see that there exists a partition of unity {ei}i∈I consisting

of minimal projections ei ∈ P ′ ∩P1 with E ◦ Ê(ei) <∞. Since eθ is a minimal projection

in P ′ ∩P1 satisfying σE◦Êt (eθ) = eθ and E ◦ Ê(eθ) = 1, we may assume 0 ∈ I and e0 = eθ.

Let {eij}i,j∈I be a system of matrix units in P ′ ∩ P1 satisfying eii = ei. Then we can

apply the push down lemma [ILP98, Proposition 2.2] to e0i, and we have e0i = eθqi, where

qi = Ê(e0i) ∈ P ′ ∩M . Now for any x ∈M , we have

x1̂M =
∑
i∈I

eiix1̂M =
∑
i∈I

q∗i eθqix1̂M =
∑
i∈I

q∗iE(qix)1̂M ,

which shows [Q1̂M ] = L2(M,φ). 2

2.3 Examples of Extendable Endomorphisms

Note that any automorphism on a factor is extendable, since the conditions in Corollary

2.2.5 are satisfied.

LetR denote the hyperfinite II1 factor and M be any II1 factor which is also a McDuff

factor; i.e., M ⊗R ∼= M . Let α : M ⊗R 7→M be an isomorphism and β : M 7→M ⊗R

be the monomorphism defined by β(m) = m ⊗ 1, for m ∈ M . Let us write θ = β ◦ α.

so θ is an endomorphism of M ⊗R such that θ(M ⊗R) = M ⊗ 1. As M ⊗R is a II1

factor, the endomorphism θ is necessarily equi-modular. Now by corollary 2.2.5, showing

that θ is extendable is equivalent to showing that {θ(M ⊗R)∨J θ(M ⊗R)J } is a type

I factor, where J is the modular conjugation of M ⊗R, which, of course, is JM ⊗ JR.
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Note that

{θ(M ⊗R) ∨ J θ(M ⊗R)J } = {M ⊗ 1 ∨ J (M ⊗ 1)J }

= {M ⊗ 1 ∨ JMMJM ⊗ 1)}

= L(L2(M)⊗ 1

So {θ(M ⊗R) ∨ J θ(M ⊗R)J } is a type I factor. That is θ is extendable.

2.4 Extendability for E0-semigroups

Definition 2.4.1. {αt : t ≥ 0} is said to be an E0-semigroup on a von Neumann proba-

bility space (M,φ) if:

1. αt is a φ-preserving normal unital *-homomorphism of M for each t ≥ 0;

2. α0 = idMand αs ◦ αt = αs+t; and

3. [0,∞) 3 t 7→ ρ(αt(x)) is continuous for each x ∈M,ρ ∈M∗.

Suppose αt is (equi-modular and) extendable for each t, then we say that the E0-

semigroup α is extendable.

Remark 2.4.2. A remark along the lines of Remark 2.2.6, with endomorphism replaced

by E0-semigroup, is in place here.

Proposition 2.4.3. Suppose α = {αt : t ≥ 0} is an E0-semigroup on a factorial non-

commutative probability space (M,φ).

1. The equation α′t(x
′) = j(αt(j(x

′)) defines an E0-semigroup on (M ′, φ′), where

φ′(x′) = ω1̂M
(x′) = 〈x′1̂M , 1̂M〉;

2. If α is extendable for each t, then there exists a unique E0-semigroup {α(2)
t : t ≥ 0}

on (L(L2(M,φ)), ω1̂M
) such that α

(2)
t (xx′) = αt(x)α′t(x

′) ∀x ∈M,x′ ∈M ′.
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Proof. Existence of the endomorphisms α′t and α
(2)
t is guaranteed by Corollary 2.2.5, The

equation α′t = j ◦ αt ◦ j shows that {α′t : t ≥ 0} inherits the property of being an E0-

semigroup from that of {αt : t ≥ 0}. The corresponding property for {α(2)
t : t ≥ 0} is

now seen to follow easily from the uniqueness assertion in Corollary 2.2.5(1). 2

By using standard arguments from the theory of E0-semigroups on type I factors, we

can strengthen Corollary 2.2.5 in the case of E0-semigroups thus:

Proposition 2.4.4. Let α = {αt : t ≥ 0} be an E0-semigroup on a factorial non-

commutative probability space (M,φ), and suppose αt is equi-modular for each t. Suppose

M is acting standardly on H = L2(M). Consistent with the notation of Remark 2.2.4,

we shall write P (t) = αt(M) ⊂M ⊂ P1(t) for Jones’ basic construction.

The following conditions on α are equivalent.

1. α is extendable.

2. P ′(t) ∩ P1(t) is either: (i) a factor of type I1 (i.e., is isomorphic to C) and αt is

an automorphism for all t; or (ii) a factor of type I∞ for all t and no αt is an

automorphism.

Proof. (1) ⇒ (2) If each αt is extendable, then P ′(t) ∩ P1(t) is a factor of type Int , say,

by Corollary 2.2.5. The first fact to be noted is that if {Eα(2)(t) : t ≥ 0} is the product

system associated to the E0-semigroup α(2) on L(L2(M)), then nt is the dimension of

the Hilbert space Eα(2)(t). Hence {nt : t ≥ 0} is a multiplicative semi-group of integers.

Hence either nt is constant in t (identically 1 or identically infinity).

(2)⇒ (1) follows from Corollary 2.2.5. 2

Remark 2.4.5. Let α = {αt : t ≥ 0} be an E0-semigroup on a factorial non-commutative

probability space (M,φ), and suppose αt is equi-modular for each t. If αt is an extendable

endomorphism for some t > 0, then αs is also extendable for all 0 ≤ s < t. Indeed, αt

being extendable means that M as a P (t) − P (t) bimodule is a direct sum of copies of

39



P (t), and hence P (t− s) as a P (t)−P (t) bimodule is also a direct sum of copies of P (t).

This means that αt−s(M) is generated by αt−s(M) ∩ αt(M)′and αt(M), which means αs

is extendable. Now, since the compositions of extendable endomorphisms are extendable,

the E0−semigroup α itself is extendable.

Now let us consider the following spaces;

Eαt = {T ∈ L(L2(M)) : αt(x)T = Tx, forall x ∈M};

Eα′t = {T ∈ L(L2(M)) : α′t(x
′)T = Tx′, forall x′ ∈M ′}.

For every t ≥ 0, we write H(t) = Eαt ∩ Eα′t . Then we have the following Lemma.

Proposition 2.4.6. Let α = {αt : t ≥ 0} be an E0-semigroup on a factorial non-

commutative probability space (M,φ) and suppose αt is equi-modular for each t. If α is

extendable then

H = {(t, T ) : t ∈ (0,∞), T ∈ H(t)}

is a product system (in the sense of [Arv03]) with the family of unitary maps ust : H(t)⊗

H(s) 7→ H(s+ t), given by

ust(T ⊗ S) = TS ∀T ∈ H(t), S ∈ H(s).

Proof. Let α(2) = {α(2)
t : t > 0} be the extension of α on L(L2(M)). For t > 0, consider

E(t) = {T ∈ L(L2(M)) : α
(2)
t (x)T = Tx, for all x ∈ L(L2(M))}.

We shall write E = {(t, T ) : T ∈ E(t)}; then E is a product system (see [Arv03]), and

H(t) = E(t) for every t > 0. Indeed, if T ∈ H(t) = Eαt ∩ Eα′t , then αt(m)T = Tm for

all m ∈ M and α′t(m
′)T = Tm′ for all m′ ∈ M ′. So it is clear that α

(2)
t (x)T = Tx for

all x ∈ M ∪M ′ and hence also for all x ∈ (M ∨M ′) = L(L2(M)). So, T ∈ E(t), and

H(t) ⊂ E(t). The reverse inclusion is immediate from the definition α
(2)
t . So we have
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H(t) = E(t) and clearly H is a product system. 2

Now recall that an E0-semigroup {βt : t ≥ 0} of a von Neumann probability space

(M,φ) is said to be a cocycle perturbation of an E0-semigroup {αt : t ≥ 0} if there

exists a weakly continuous family {ut : t ≥ 0} of unitary elements of M such that

1. ut+s = usαs(ut); and

2. βt(x) = utαt(x)u∗t for all x ∈M and s, t ≥ 0.

In such a case, we shall simply write

{ut : t ≥ 0} : {αt : t ≥ 0} ' {βt : t ≥ 0}.

Proposition 2.4.7. Suppose β = {βt : t ≥ 0} is an E0 semigroup on a factorial probabil-

ity space (M,φ), which is a cocycle perturbation of another E0 semigroup α = {αt : t ≥ 0}

on (M,φ) with {ut : t ≥ 0} : {αt : t ≥ 0} ' {βt : t ≥ 0}. Then

1. {j(ut) : t ≥ 0} : {α′t : t ≥ 0} ' {β′t : t ≥ 0}.

2. If each αt is extendable, as is each βt, then

{utj(ut) : t ≥ 0} : {α(2)
t : t ≥ 0} ' {β(2)

t : t ≥ 0}.

Proof. The verifications are elementary and a routine computation. For example, once

(1) has been verified, the verification of (2) involves such straightforward computations
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as: if we let Ut = utu
′
t, where we write u′t = j(ut), and if x ∈M,x′ ∈M ′, then

Utαt(x)U∗t = utαt(x)u∗t = βt(x)

Utα
′
t(x
′)U∗t = u′tα

′
t(x
′)u′∗t = β′t(x

′)

βt(M) ∨ β′t(M ′) = Ut(αt(M) ∨ α′t(M ′))U∗t

Us+t = us+tu
′
s+t

= usαs(ut)u
′
sα
′
s(u
′
t)

= Usα
(2)
s (Ut)

and

β
(2)
t (xx′) = βt(x)β′t(x

′)

= utαt(x)u∗tu
′
tα
′
t(x
′)u′∗t

= Utα
(2)
t (xx′)U∗t .

2

Recall that two E0-semigroups {αt : t ≥ 0} and {βt : t ≥ 0} on a von Neumann

algebra M are said to be conjugate if there exists an automorphism θ of M such that

βt ◦ θ = θ ◦ αt ∀t, while they are said to be cocycle conjugate if each is conjugate to a

cocycle perturbation of the other.

Remark 2.4.8. While the index of E0-semigroups of type I∞ factors has been well-

defined, we may now define the index of an extendable E0 semigroup α of an arbitrary

factor as the index of α(2); and we may infer from Proposition 2.4.7 that the index of

an extendable E0-semigroup of an arbitrary factor is invariant under cocycle conjugacy

- in the restricted sense that cocycle conjugate extendable E0-semigroups have the same

index. (One has to exercise some caution here in that there is a problem with invariance
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of equi-modularity under cocycle conjugacy!) It is to be noted from Corollary 2.2.5 that

the extendability of an E0-semigroup, each of whose endomorphisms is equi-modular,

is a property which is invariant under cocycle conjugacy within the class of such E0-

semigroups.

Proposition 2.4.9. If α = {αt : t ≥ 0} (resp., β = {βt : t ≥ 0}) is an extendable

E0-semigroup of a factor M (resp., N), then α ⊗ β = {αt ⊗ βt : t ≥ 0} is an extendable

E0-semigroup of the factor M ⊗N , and in fact,

(α⊗ β)(2) = α(2) ⊗ β(2).

Proof. The hypothesis is that αt(M) ∨ Jαt(M)J and βt(N) ∨ JNβt(N)JN are factors,

for each t ≥ 0, while the conclusions follow from the definition of α⊗ β. 2

2.5 Examples

First we give examples of extendable E0−semigroups. Throughout this section, let H =

L2(0,∞)⊗K, be the real Hilbert space of square integrable functions taking values in a

real Hilbert space K. We always denote by (·)C the complexification of (·). Let st be the

shift semigroup on HC defined by

(stf)(s) = 0, p < t,

= f(p− t), p ≥ t.

Thus (st : t ≥ 0) is a semigroup of isometries, and we denote its restriction to H also by

{st}.

For the first set of examples, given by ‘canonical commutation relations’, we only

need complex Hilbert spaces. Let R ≥ 1 be a complex linear operator on HC such that

T = 1
2
(R− 1) is injective. Consider the the quasi free state on the CCR algebra over HC
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given by

ϕR(W (f)) = e−
1
2
〈Rf,f〉 = e−

1
2
‖
√

1+2Tf‖2 ∀ f ∈ HC.

The space underlying the corresponding GNS representation may be identified with

Γs(HC)⊗ Γs(HC), with the GNS representation being described by

π(W (f)) = W0(
√

1 + Tf)⊗W0(q
√
Tf) ∀ f ∈ HC,

where Γs(·) is the symmetric Fock space, W0(·) is the Weyl operator on Γs(HC) and q is an

anti-unitary on HC induced by an anti-unitary operator on KC. The vacuum vector Ω⊗

Ω ∈ Γs(HC)⊗Γs(HC) is the cyclic and separating vector for MR = {π(W (f)) : f ∈ HC}′′

(see [AW63]).

Example 2.5.1. Let R = 1+λ
1−λ with λ ∈ (0, 1), then it is well-known that Mλ = MR is a

type IIIλ factor. There exists a unique E0−semigroup βλt on Mλ satisfying

βλt (π(W (f))) = π(W (stf)) ∀ f ∈ HC.

Further, {βγt ; t ≥ 0} is equi-modular and the relative commutant is given by

βλt (Mλ)
′ ∩Mλ =

{
π(W (f)) : f ∈ (L2(0, t)⊗K

)
C}
′′.

Now theorem 2.2.7 imply that all these E0−semigroups on type IIIλ factors are extend-

able. (See [MS13], where these examples are discussed in more detail.)

We will write F(H) for the anisymmetric Fock space; thus

F(HC) = CΩ⊕HC ⊕ (HC ∧HC)⊕ (HC ∧HC ∧HC)⊕ · · · ,

where Ω is a fixed complex number with modulus 1.
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Recall the left creation operator on F(H) (corresponding to f ∈ HC given by

a(f)Ω = f

a(f)(ξ1 ∧ ξ2 ∧ · · · ∧ ξn) = f ∧ ξ1 ∧ ξ2 ∧ · · · ∧ ξn , ξi ∈ HC .

These operators obey the canonical anticommutation relations:

a(f)a(g) + a(g)a(f) = 0 , a(f)a(g)∗ + a(g)∗a(f) = 〈f , g〉idF(H)

for all f , g ∈ HC.

For any f ∈ H, let u(f) = a(f) + a(f)∗. It is well-known that the von Neumann

algebra

{u(f) : f ∈ H}′′ ⊆ L(F(HC))

is the hyperfinite II1 factor R with cyclic and separating (trace) vector Ω.

Example 2.5.2. For every t ≥ 0 there exist a unique normal, unital ∗-endomorphism

αt : R 7→ R satisfying

αt(u(f)) = u(stf) ∀f ∈ HC .

(Although this is a well-known fact, we remark that this is in fact a consequence of Remark

2.1.2 (2).) Then α = {αt : t ≥ 0} is an E0-semigroup on R, called the Clifford flow of

rank dim K.

It is known from [Ale04] that

αt(M)′ ∩M = {u(f)u(g) : spt(f), spt(g) ⊂ [0, t]}′′ . (2.5.1)

It follows from equation 2.5.1 that if spt(f) ⊂ [0, t], then u(f)Ω ⊥ {(αt(R)′ ∩ R)Ω ∪

αt(R)Ω}; (in fact the same assertion holds for any a(f1) · · · a(f2n+1)Ω for

any n and any f1, · · · , f2n+1 with support in [0, t].) Consequently, in view of Ω being

a separating vector for R, it is an easy consequence of Theorem 2.2.7 that the Clifford
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flow on R (of any rank) is not extendable.

The Clifford flows of the hyperfinite II1 factor are closely related to another family

of E0−semigroups, called the CAR flows. (We should remember these are CAR flows

on type II1 factors, not to be confused with the usual CAR flows on the type I factor

of all bounded operators on the antisymmetric Fock space.) We recall the definition of

CAR algebra and some facts regarding the GNS representations of CAR algebras given

by quasi-free states.

For a complex Hilbert space K, the associated CAR algebra CAR(K) is the universal

C∗−algebra generated by a unit 1 and elements {a(f) : f ∈ K}, subject to the following

relations

(i) a(λf) = λa(f),

(ii) a(f)a(g) + a(g)a(f) = 0,

(iii) a(f)a∗(g) + a∗(g)a(f) = 〈f, g〉1,

for all λ ∈ C, f, g ∈ K, where a∗(f) = a(f)∗.

Given a positive contraction R on K, there exists a unique quasi-free state ωR on

CAR(K) satisfying

ωR(a(xn) · · · a(x1)a(y1)∗ · · · a(ym)∗) = δn,mdet(〈Rxi, yj〉),

where det(·) denotes the determinant of a matrix. Let (HR, πR,ΩR) be the corresponding

GNS triple. Then MR = πR(CAR(K))′′ is a factor.

Here onwards we fix the contraction with R = 1
2
, then MR = R is the hyperfinite type

II1 factor and ωR is a tracial state. We define the CAR flow on R as follows.

Now let K = HC. Then there exists a unique E0−semigroup {αt} on R satisfying

αt(π(a(f))) = π(a(stf)) ∀ f ∈ HC.
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This α is called as the CAR flow of index dimK on R.

We recall the following proposition from [Ale04] (see proposition 2.6).

Proposition 2.5.3. The CAR flow of rank n on R is conjugate to the Clifford flow of

rank 2n.

We point out an error in [ABS01] in the following remark.

Remark 2.5.4. In section 5, [ABS01], it is claimed that CAR flows of any given rank are

extendable. In fact a ‘proof’ is given, for any λ ∈ (0, 1
2
] with R = λ, that the corresponding

E0−semigroup on MR is extendable. (When λ 6= 1
2

they are type III factors.) But we

have seen that Clifford flows are not extendable. This consequently implies, thanks to

proposition 2.5.3, and the invariance of extendability of E0-semigroups of II1 factors

(where equi-modularity - with respect to the trace - comes for free), that CAR flows on

the hyperfinite type II1 factor R are not extendable.

In fact it has been proved in [Bik13] that CAR flows flows on any type IIIλ factors

(considered in [ABS01]) are also not extendable.)

Let Γf (HC) be the full Fock space associated with a Hilbert space K. For f ∈ H,

define s(f) = l(f)+l(f)∗

2
where

l(f)ξ =

 f if ξ = Ω,

f ⊗ ξ if 〈ξ,Ω〉 = 0.

 .

The von Neumann algebra Φ(K) = {s(f) : f ∈ H}′′, is isomorphic to the free group

factor L(F∞) and the vacuum is cyclic and separating with 〈Ω, xΩ〉 = τ(x) (see [VDN92])

a tracial state on Φ(K).

Example 2.5.5. There exists a unique E0−semigroup γ on Φ(K) satisfying

γt((s(f)) := s(stf) (f ∈ H, t ≥ 0).

This is called the free flow of rank dim(K).
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Let γ be a free flow of any rank. It is known - see [Pop83] - that γt(Φ(K))′∩Φ(K) = C1.

So it follows from Theorem 2.2.7 that free flow is not extendable.

It is proved in [MS12] that

H(t) = (Eγt ∩ Eγ′t) = Cst.

So H = {(t, η) : η ∈ H(t)} is a product system. This means that free flows provide

examples to show that the converse of the Corollary 2.4.6 is not true: for free flows, the

family {(t, (Eγt ∩Eγ′t) ) : t ≥ 0} forms a product system, but still they are not extendable.
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Chapter 3

CAR flows on type III factors

E0-semigroups on type I factors have received much attention (see the monograph [Arv03]

for an extensive list of references). The study of E0-semigroups on type II1 factors was

initiated by Powers in 1998 (see [Pow88]). There was little progress on E0-semigroups on

type II1 factors until the results independently obtained recently in [Ale04] and [MS12]).

On the other hand, E0-semigroups on type III factors have not received much attention.

In the second chapter we have attempted to study E0-semigroups on arbitrary factors and

studied a certain class of endomorphisms and E0-semigroups which we call extendable.

In the section of examples 2.5, we have already discussed CAR flows on hyperfinite type

II1 factor arising from the quasi-free state of A = 1
2
.

In this chapter we discuss CAR flows in type III factors arising from the quasi-free

states of A 6= 1
2
. We prove that CAR flows arising from some class of quasi-free states

are not extendable. Also we point out an error in [ABS01]. In the last section we study

the relations between CCR and CAR flows on type III factors.

3.1 CAR Flow

Let H = L2(0,∞) ⊗ K, where K is any Hilbert space. Let F−(H) denote the anti-

symmetric Fock space. For given f ∈ H, let a(f) be the creation operator in B(F−(H));
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thus:

1. H 3 f 7→ a(f) is C-linear,

2. (CAR)

a(f)a(g) + a(g)a(f) = 0 and a(f)a(g)∗ + a(g)∗a(f) = 〈f, g〉1,

where f, g ∈ H. Let A be the unital C∗-algebra generated by {a(f) : f ∈ H} in

B(F−(H)). We note that ||a(f)|| = ||f || for f ∈ H. Now suppose R ∈ B(H) satisfies

0 ≤ R ≤ 1, where of course 1 is the identity operator idH. The operator R determines

the so-called quasi-free state ωR on A which satisfies the condition:

ωR(a∗(fm) · · · a∗(f1)a(g1) · · · a(gn)) = δmndet(〈fi, Rgj〉).

It is known - see [BR81], [Amo01] - that there exists a representation πR of the C∗-algebra

A on the Hilbert space HR = F−(H)⊗F−(H) defined by the formulae

πR(a(f)) = a((1−R)1/2f)⊗ Γ + 1⊗ a∗(qR1/2f),

πR(a∗(f)) = a∗((1−R)1/2f)⊗ Γ + 1⊗ a(qR1/2f),

πR(1) = 1,

where f ∈ H. Here Ω is the ‘vacuum vector’ for the antisymmetric Fock space F−(H),

q is an anti-unitary operator on H with q2 = 1, and Γ is the unique unitary operator

on F−(H) satisfying the conditions Γa(f) = −a(f)Γ, f ∈ H, and ΓΩ = Ω. In this

representation, the state ωR becomes the vector state

ωR(x) = 〈Ω⊗ Ω, πR(x)Ω⊗ Ω〉,

for x ∈ A, and HR = F−(H) ⊗ F−(H) = πR(A)Ω⊗ Ω becomes the GNS Hilbert space,

under the assumption that both R and 1 − R are injective (and hence also have dense

range). So (πR,HR,Ω ⊗ Ω) is the GNS triple for the C∗-algebra A with respect to the
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state ωR. We write MR = {πR(A)}′′, which is always a factor, most often of type III (see

[PS70] Theorem 5.1 and Lemma 5.3).

Let {st}t≥ be the shift semigroup on H. Assume s∗tRst = R for all t ≥ 0. Then,

by [Arv03] Proposition 13.2.3 and [PS70] Lemma 5.3, there exists an E0-semigroup α =

{αt : t ≥ 0} on MR, where αt is uniquely determined by the following condition:

αt(πR(a(f)) = πR(a(stf)),

for all f ∈ H, t ≥ 0. This E0-semigroup is called the CAR flow of rank dim K (onMR).

3.2 Non-Extendability of CAR flows

For the remainder of this section, we shall assume the following:

1. qst = stq for all t ≥ 0. (Such a q always exists.)

2. We write aR(f) for πR(a(f)) whenever f ∈ H, and write J for the modular conju-

gation operator of MR.

3. Both R and 1−R are invertible; i.e., ∃ε > 0 such that ε ≤ R ≤ 1− ε.

4. R is diagonalisable; in fact, there exists an orthonormal basis {fi} for K with

Rfi = λifi for some λi ∈ [ε, 1− ε] \ {1
2
}.

5. Rst = stR ∀t ≥ 0. (Clearly then, also the Toeplitz condition s∗tRst = R is met.)

As we are unaware of whether, and if so where, these details may be found in the

literature, we shall explicitly determine the modular operators in this case, and eventually

ascertain (in Remark 3.2.6) the equi-modularity of the CAR flow.

For any (usually orthonormal)set {wi}i∈N in H, we shall use the following notation for

the rest of the paper: if I = (i1, i2, · · · , in) and J = (j1, j2, · · · , jm) are ordered subsets

of N, then
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1. wI = wi1 ∧ · · · ∧ win ,

2. wIJ = wi1 ∧ · · · ∧ win ∧ wj1 ∧ · · · ∧ wjm ,

3. TwI = Twi1 ∧ · · · ∧ Twin for any operator T ∈ B(H);

4. Ĩ = {in, · · · , i1} so wĨ = win ∧ · · · ∧ wi1 ;

5. aR(wI) = aR(wi1) · · · aR(win),

6. a∗R(f) = (aR(f))∗, so a∗R(wĨ) =: a∗R(win) · · · a∗R(wi1) =: (aR(wI))
∗,

For a while, to simplify the notations, we write A = (1−R)1/2, B = qR1/2 and notice

that

〈Bhi, Bhj〉 = 〈qR1/2hi, qR
1/2hj〉

= 〈R1/2hj, R
1/2hi〉 since q is anti-unitary

= 〈Rhj, hi〉

= δi,jλi .

Lemma 3.2.1. Let L = {l1 < · · · < lp} be an ordered subset1 of N. Then we have

aR(hL)a∗R(hL̃)Ω⊗ Ω =
∑

c(L1)AhL1 ⊗BhL1 , (3.2.1)

where the summation is taken over all ordered (possibly empty) subsets L1 of L and the

c(L1) are all non-zero real numbers - with Ah∅ and Bh∅ being interpreted as Ω.

Proof. We will use induction on the cardinality of L. If |L| = 1, i.e L = {l}, then observe

1For us, an ordered subset of N will always mean a finite subset of N with elements ordered in
increasing order
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that

aR(hl)a
∗
R(hl)Ω⊗ Ω = aR(hl)Ω⊗Bhl

= −Ahl ⊗Bhl + ‖Bhl‖2Ω⊗ Ω

Thus our lemma is true if |L| = 1. Suppose the result is true for ordered sets with n

elements. Let l ∈ N such that l /∈ L = {l1 < · · · < ln} and ln < l. Then we have,

aR(hL)aR(hl)a
∗
R(hL̃)a∗R(hl)Ω⊗ Ω

= (−1)3|L|aR(hl)a
∗
R(hl)aR(hL)a∗R(hL̃)Ω⊗ Ω

= (−1)|L|aR(hl)a
∗
R(hl)

∑
c(L1)AhL1 ⊗BhL1

= (−1)|L|aR(hl)
∑

c(L1)AhL1 ⊗Bhl ∧BhL1

=
∑

(−1)|L|+1+|L1|c(L1)Ahl ∧ AhL1 ⊗Bhl ∧BhL1

+
∑

(−1)|L|λlc(L1)AhL1 ⊗BhL1

=
∑

(−1)|L|+1+|L1|c(L1)AhL1 ∧ Ahl ⊗BhL1 ∧Bhl

+
∑

(−1)|L|c(L1)λlAhL1 ⊗BhL1

and the induction step is complete. 2

Corollary 3.2.2. Let L = {l1 < · · · < lp} so that, by Lemma 3.2.1, equation 3.2.1 is

satisfied. Then we have

(i) aR(sthL)a∗R(sthL̃)Ω⊗ Ω =
∑

c(L1)AsthL1 ⊗BsthL1 ,∀t ≥ 0;

(ii) aR(hI)aR(hL)a∗R(hL̃)a∗R(hJ̃)Ω⊗ Ω

=
∑

(−1)|I||J |+|L1|(|I|+|J |)c(L1)AhI ∧ AhL1 ⊗BhL1 ∧BhJ

(iii) aR(sthI)aR(sthL)a∗R(sthL̃)a∗R(sthJ̃)Ω⊗ Ω

=
∑

(−1)|I||J |+|L1|(|I|+|J |)c(L1)AsthI ∧ AsthL1 ⊗BsthL1 ∧BhJ , ∀t ≥ 0
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where I and J are finite ordered subsets of N with I ∩ J = I ∩ L = L ∩ J = φ, and the

summation is taken over all ordered subsets L1 of L .

Proof. 1. For the first part we use induction on cardinality of L. If |L| = 1, then

L = {l} and

aR(hl)a
∗
R(hl)Ω⊗ Ω = −Ahl ⊗Bhl + λlΩ⊗ Ω.

Our strong Toeplitz assumption (that st commutes with R and hence also with A

and B) then guarantees that

aR(sthl)a
∗
R(sthl)Ω⊗ Ω = −Asthl ⊗Bsthl + λlΩ⊗ Ω

and part one of the corollary is true for |L| = 1. Suppose the result is true for

ordered sets with n elements. Let l ∈ N such that l /∈ L = {l1 < · · · < ln} and

ln < l. Then the proof of Lemma 3.2.1 shows that

aR(hL)aR(hl)a
∗
R(hL̃)a∗R(hl)Ω⊗ Ω

=
∑

(−1)|L|+1+|L1|c(L1)(Ahl ∧ AhL1 ⊗Bhl ∧BhL1

+ (−1)|L|
∑

λlAhL1 ⊗BhL1)

On the other hand, arguing as in the proof of Lemma 3.2.1 and appealing to the

Toeplitz condition, we observe that

aR(sthL)aR(sthl)a
∗
R(sthL̃)a∗R(sthl)Ω⊗ Ω

=
∑

(−1)|L|+1+|L1|c(L1)(Asthl ∧ AsthL1 ⊗Bsthl ∧BsthL1

+ (−1)|L|
∑

λlAsthL1 ⊗BsthL1).

This completes the inductive step in the proof of (i).
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2. This easily follows from:

aR(hI)aR(hL)a∗R(hL̃)a∗R(hJ̃)Ω⊗ Ω

= aR(hI)a
∗
R(hJ̃)aR(hL)a∗R(hL̃)Ω⊗ Ω

= aR(hI)a
∗
R(hJ̃)

∑
c(L1)AhL1 ⊗BhL1

= aR(hI)
∑

c(L1)AhL ⊗BhJ ∧BhL

=
∑

c(L1)(−1)|I|(|J |+|L1|)AhI ∧ AhL1 ⊗BhJ ∧BhL1

=
∑

c(L1)(−1)|I|(|J |+|L1|)(−1)|J ||L1|AhI ∧ AhL1 ⊗BhJ ∧BhL1

=
∑

(−1)|I||J |+|L1|(|I|+|J |)c(L1)AhI ∧ AhL1 ⊗BhL1 ∧BhJ

3. Part (iii) of the Corollary follows from part (i) of the Corollary, exactly as part (ii)

of the Corollary follows from equation 3.2.1.

2

Remark 3.2.3. 1. In the above corollary observe that the coefficients in the expan-

sion of aR(hI)aR(hL)a∗R(hL̃)a∗R(hJ̃)Ω ⊗ Ω are symmetric in I and J , that is if we

interchange I and J , then the corresponding coefficient will not be changed.

2. Since we have assumed that both R and 1−R are injective (and have dense range),

we may deduce from Corollary3.2.2(ii) and the fact that every coefficient c(L1) is

non-vanishing, that HR = πR(A)Ω⊗ Ω = F−(H)⊗F−(H).

Now the following lemma describes the action of the modular conjugation J and the

commutant of MR.
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Lemma 3.2.4. With the above notation,

(i) J (hI ∧ hL ⊗ qhL ∧ qhJ) = hJ̃ ∧ hL ⊗ qhL ∧ qhĨ

(ii) JMRJ = M ′
R = {Γ⊗ ΓbR(hi), b

∗
R(hj)Γ⊗ Γ : i, j ∈ N}′′

(iii) J aR(hl)J = Γ⊗ Γb∗R(hl)

where bR(h) = a(R1/2h)⊗ Γ− 1⊗ a∗(q(1−R)1/2h).

Proof. Recall the definition of the anti-linear (Tomita) operator S, given by SxΩ⊗ Ω =

x∗Ω⊗ Ω , x ∈MR. We want to show the following expression for S:

S(AhI ∧ AhL ⊗BhL ∧BhJ)

= AhJ̃ ∧ AhL ⊗BhL ∧BhĨ (3.2.2)

The proof is again by induction on the cardinality of L. For |L| = 0, the above assertion

follows from

S((1−R)1/2hI ⊗ qR1/2hJ)

= SaR(hI)a
∗
R(hJ̃)(Ω⊗ Ω)

= aR(hJ̃)a∗R(hI)(Ω⊗ Ω)

= (1−R)1/2hJ̃ ⊗ qR
1/2hĨ

Assume now that |L| = n and that we know the validity of equation 3.2.2 whenever

|L| < 1.

The point to be noticed is that Corollary 3.2.2(ii) may be re-written - in view of (i)

each c(L1) (and c(L) in particular) being non-zero, and (ii) Remark 3.2.3(i) - as:
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AhI ∧ AhL ⊗BhL ∧BhJ (3.2.3)

= daR(hI)aR(hL)a∗R(hL̃)a∗R(hJ̃)Ω⊗ Ω (3.2.4)

+
∑
L1(L

d(L1)AhI ∧ AhL1 ⊗ BhL1 ∧BhJ , (3.2.5)

where the constants d, d(L1) are all real and remain unchanged under changing (I, J) to

(J̃ , Ĩ).

Now apply S to both sides of the above equation. Then the two terms on the right

side get replaced by the terms obtained by replacing (I, J) by (J̃ , Ĩ) (3.2.4 by definition

of S and 3.2.5 by the induction hypothesis regarding 3.2.2), thereby completing the proof

of equation 3.2.2.

Equation (3.2.2) clearly implies that

S(hI ⊗ qhJ) =
(
(1−R)R−1

) 1
2 hJ̃ ⊗ q

(
(R(1−R)−1

) 1
2 hĨ (3.2.6)

(even if I ∩ J 6= ∅; consideration of their intersections was needed essentially in order to

establish Lemma 3.2.1 and thereby deduce the foregoing conclusions.)

Let D be the linear subspace spanned by {hI ⊗ qhJ : |I|, |J | ≥ 0}. Thus D is

an obviously dense subspace of HR which is contained in the domain of the Tomita

conjugation operator S, where its action is given by equation 3.2.6. We now wish to

show that D is also contained in dom(S∗) and that S∗|D is the operator F defined by the

equation

F (hI ⊗ qhJ) =
(
(R(1−R)−1

) 1
2 hJ̃ ⊗ q

(
(1−R)R−1

) 1
2 hĨ (3.2.7)
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Indeed, notice that

〈S(hI ⊗ qhJ , hI′ ⊗ qhJ ′〉

= 〈
(
(1−R)R−1

) 1
2 hJ̃ ⊗ q

(
R(1−R)−1

) 1
2 hĨ , hI′ ⊗ qhJ ′〉

= 〈
(
(1−R)R−1

) 1
2 hJ̃ , hI′〉〈q

(
R(1−R)−1

) 1
2 hĨ , qhJ ′〉

= 〈
(
(1−R)R−1

) 1
2 hJ , hĨ′〉〈hJ̃ ′ ,

(
R(1−R)−1

) 1
2 hI〉

= 〈
(
R(1−R)−1

) 1
2 hJ̃ ′ , hI〉〈q

(
(1−R)R−1

) 1
2 hĨ′ , qhJ〉

= 〈
(
R(1−R)−1

) 1
2 hJ̃ ′ ⊗ q

(
(1−R)R−1

) 1
2 hĨ′ , hI ⊗ qhJ〉

= 〈F (hI′ ⊗ qhJ ′), hI ⊗ qhJ〉

Then, as S and F leave D invariant, we see that

FS(hI ⊗ qhJ)

= F (
(
(1−R)R−1

) 1
2 hJ̃)⊗ q

(
R(1−R)−1

) 1
2 hĨ)

= R(1−R)−1hI ⊗ q(1−R)R−1hJ

If S = J∆1/2 is its polar decomposition, with J the modular conjugation and ∆ the

modular operator for MR, the action of J and ∆ on D are thus seen to be given by the

following rules respectively:

J (hI ∧ hL ⊗ qhL ∧ qhJ) = hJ̃ ∧ hL ⊗ qhL ∧ qhĨ

J (Ω⊗ Ω) = Ω⊗ Ω = ∆(Ω⊗ Ω)

and
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∆(hI ∧ hL ⊗ qhL ∧ qhJ)

= R(1−R)−1hI ∧R(1−R)−1hL ⊗ q(1−R)R−1)hL ∧ q(1−R)R−1hJ

This proves part (i) of the Lemma, while the proof of parts (ii) and (iii) only involve of

the following facts:

1. Lemma 3.2.1 and Corollary 3.2.2 imply that MR(Ω⊗Ω) is dense in F−(H)⊗F−(H);

2. Lemma 3.2.4 (i) implies that J (D) = D

3. A painful but not difficult case-by-case computation reveals that

J aR(f)J = (Γ⊗ Γ)b∗R(f) ∈M ′
R ∀f

2

The fact that st commutes with R is seen to imply that the state ωR is preserved by

the CAR flow {αt : t ≥ 0} and hence there exists a canonical semi-group {St : t ≥ 0}of

isometries on HR such that

St(x(Ω⊗ Ω) = αt(x)(Ω⊗ Ω) ∀x ∈MR.

The next lemma relates this semigroup {St : t ≥ 0} of isometries on HR and the shift

semigroup {st : t ≥ 0} of isometries on H.

Lemma 3.2.5. Let {hi}i∈N be the orthonormal basis of H as above. Then for every t ≥ 0,

we have,

St(hL ∧ hI ⊗ qhL ∧ qhJ) = sthL ∧ sthI ⊗ qsthL ∧ qsthJ ,

where I, J, and L are ordered subsets of N with I ∩ J = I ∩ L = L ∩ J = φ.
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Proof. From the proof of the Lemma 3.2.4, we have

AhI ∧ AhL ⊗BhL ∧BhJ

= daR(hL)aR(hI)a
∗
R(hL̃)a∗R(hJ̃)Ω⊗ Ω

+
∑

d1(L1)AhI ∧ AhL1 ⊗ BhL1 ∧BhJ ,

where d, d1 are non-zero real numbers. Again from of the corollary 3.2.2(iii), we also have,

AsthI ∧ AsthL ⊗BsthL ∧BsthJ

= daR(sthL)aR(sthI)a
∗
R(sthL̃)a∗R(sthJ̃)Ω⊗ Ω

+
∑

d1(L1)AsthI ∧ AsthL1 ⊗ BsthL1 ∧BhJ .

So finally to prove our Lemma, again we use induction on the cardinality of L. For

|L| = 0 or 1, it is a easy calculation. suppose |L| = n and our Lemma is true for all

ordered subset L1 of L with |L1| < |L|. Then observe that,

AsthI ∧ AsthL ⊗BsthL ∧BsthJ

= daR(sthL)aR(sthI)a
∗
R(sthL̃)a∗R(sthJ̃)Ω⊗ Ω

+
∑

d1(L1)AsthI ∧ AsthL1 ⊗ BsthL1 ∧BhJ .

= StdaR(hL)aR(hI)a
∗
R(hL̃)a∗R(hJ̃)Ω⊗ Ω, ( Recall St)

+ St(
∑

d1(L1)AhI ∧ AhL1 ⊗ BhL1 ∧BhJ)

= St[daR(hL)aR(hI)a
∗
R(hL̃)a∗R(hJ̃)Ω⊗ Ω

+
∑

d1(L1)AhI ∧ AhL1 ⊗ BhL1 ∧BhJ ]

= St(AhI ∧ AhL ⊗BhL ∧BhJ)
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So we have

St(AhI ∧ AhL ⊗BhL ∧BhJ) = AsthI ∧ AsthL ⊗BsthL ∧BsthJ .

As we have stR = Rst, clearly above implies,

St(hL ∧ hI ⊗ qhL ∧ qhJ) = sthL ∧ sthI ⊗ qsthL ∧ qsthJ ,

2

Remark 3.2.6. Using the definition of St and J , it easily follows that StJ = J St for

all t ≥ 0, which implies that αt is equi-modular endomorphism for every t ≥ 0 . So now

we are in the perfect situation to talk about the extendability of the CAR flow and under

the above assumptions on R, we prove that CAR flows are not extendable.

Now our aim is to explicitly determine (αt(MR)′ ∩ MR)(Ω ⊗ Ω) for the CAR flow

α = {αt : t ≥ 0}.

Let P and F denote copies of N - where we wish to think of F and P as signifying

the future and past respectively. Let us write fi = sthi, so {fj}j∈F is an orthonormal

basis for L2(t,∞)⊗K. Also consider an orthonormal basis {ei}i∈P of L2(0, t)⊗K. Then

clearly {ei}i∈P ∪ {fj}j∈F is an orthonormal basis for L2(0,∞)⊗K.

Let F (F) and F (P) denote the collections of all finite ordered subsets of F and P

respectively. Then L = {vI1J1 ⊗ qvI2J2 : I1, I2 ∈ F (P), J1, J2 ∈ F (F)} is an orthonormal

basis for F−(H) ⊗ F−(H), where vIJ = ei1 ∧ ei2 ∧ · · · ∧ ein ∧ fj1 ∧ fj2 ∧ · · · ∧ fjm , with

I = {i1 < i2 · · · < in} ⊂ P and J = {j1 < j2 · · · jm ⊂ F}.

Now if T ∈ B(HR), we will be working with the expansion of T (Ω⊗ Ω) with respect

to above orthonormal basis. Let us fix an l ∈ F . We shall write T (Ω⊗Ω) in the following

fashion, paying special attention to the occurrence or not of l in the first and/or second
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tensor factor:

T (Ω⊗ Ω) =
∑

(p00(I1J1, I2J2) vI1J1 ⊗ qvI2J2

+ p11(I1J1, I2J2) fl ∧ vI1J1 ⊗ qfl ∧ qvI2J2)

+
∑

u00(I1J1, I2J2) vI1J1 ⊗ qvI2J2

+
∑

u10(I1J1, I2J2) fl ∧ vI1J1 ⊗ qvI2J2

+
∑

u01(I1J1, I2J2) vI1J1 ⊗ qfl ∧ qvI2J2

+
∑

u11(I1J1, I2J2) fl ∧ vI1J1 ⊗ qfl ∧ qvI2J2 . (3.2.8)

Here and in the sequel, it will be tacitly assumed that the sums range over ((I1J1), (I2, J2)) ∈

(F (P)×Fl(F))2 - where we write Fl(F) = F (F \{l}) - and pmn, umn : {(I1J1, I2J2) : Ik ∈

F (P), Jl ∈ Fl(F)} → C,m, n ∈ {0, 1} where it is demanded that spt(p00) = spt(p11) and

that spt(p11), spt(u00),spt(u10), spt(u01) and spt(u11) are all disjoint sets - where we write

spt(f) for the subset of its domain where the function f is non-zero. When necessary to

show their dependence on the index l, we shall anoint these functions with an appropriate

superscript, as in: pl11(IJ, I ′J ′).

The letters p and u are meant to signify ‘paired’ and ‘unpaired’. Thus, suppose l ∈ F ,

I, L ∈ F (P), and J,K ∈ Fl(F). If both vIJ ⊗ qvLK and fl ∧ vIJ ⊗ qfl ∧ qvLK appear in

the representation of T (Ω⊗Ω) with non-zero coefficients, then we shall think of (IJ,KL)

as being an l-paired ordered pair. Thus spt(p00) = spt(p11) is the collection of l-paired

ordered pairs, while ∪1
m,n=0spt(umn) is the collection of l-unpaired ordered pairs.

Note that in such an expression of T (Ω⊗Ω) with respect to different l, the type of a

summand may change but the coefficients remain the same up to sign, since two vectors

anti-commute under wedge product. We also note that T (Ω⊗ Ω) has been written with

respect to the basis L′ = {vI1J1 ⊗ qvI2J2 , fl ∧ vI1J1 ⊗ qvI2J2 , vI1J1 ⊗ qfl ∧ qvI2J2 , fl ∧ vI1J1 ⊗

qfl ∧ qvI2J2 : Ii ∈ F (P), Jr ∈ Fl(F)}. There are five types of sums in the representation
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of T (Ω⊗ Ω). For simplicity of notation, let us write:

(i) ξT (p) =
∑

(p00(I1J1, I2J2) vI1J1 ⊗ qvI2J2

+ p11(I1J1, I2J2) fl ∧ vI1J1 ⊗ qfl ∧ qvI2J2)

(ii) ξT (u00) =
∑

u00(I1J1, I2J2) vI1J1 ⊗ qvI2J2

(iii) ξT (u10) =
∑

u10(I1J1, I2J2) fl ∧ vI1J1 ⊗ qvI2J2

(iv) ξT (u01) =
∑

u01(I1J1, I2J2) vI1J1 ⊗ qfl ∧ qvI2J2

(v) ξT (u11) =
∑

u11(I1J1, I2J2) fl ∧ vI1J1 ⊗ qfl ∧ qvI2J2 ,

and S = {p, u00, u10, u01, u11}. So we have:

T (Ω⊗ Ω) =
∑
x∈S

ξT (x).

We also write:

(i) A1 =
1

(1− λl)1/2
aR(fl),

(ii) A2 =
−1

λl
1/2

Γ⊗ ΓbR(fl)

(iii) B1 =
1

λ
1/2
l

a∗R(fl),

(iv) B2 =
−1

(1− λl)1/2
b∗R(fl)(Γ⊗ Γ)

There is an implicit dependence in the definition of the Ai’s and Bi’s of the preceding

equations on the arbitrarily chosen l ∈ F . When we wish to make this dependence

explicit (as in Theorem 3.2.7 below), we shall adopt the following notational device:

Al = {A1, A2} and Bl = {B1, B2}. We shall frequently use the following facts in the

sequel:

1. R1/2fl = R1/2sthl = λl
1/2fl;

63



2. (1−R)1/2fl = (1−R)1/2sthl = (1− λl)1/2fl; and

3. fl ⊗ Ω,Ω⊗ fl ∈ ran(St) ∀ l ∈ F .

Theorem 3.2.7. If T ∈ B(HR) satisfies A1T (Ω⊗Ω) = A2T (Ω⊗Ω) and B1T (Ω⊗Ω) =

B2T (Ω⊗ Ω) for A1, A2 ∈ Al, B1, B2 ∈ Bl and for all l ∈ F , then

TΩ⊗ Ω ⊂ [{vI1 ⊗ qvI2 : I1, I2 ∈ F (P), (−1)|I1| = (−1)|I2|}],

where [ ] denotes span closure.

We start with a T ∈ B(HR), which satisfies the hypothesis of the above Theorem 3.2.7

and write T (Ω⊗ Ω) as in 3.2.8 , for an arbitrary choice of index l. Then we go through

the following Lemmas and prove that the coefficient functions p00, p11, u10, u01, u11 are

identically zero, while the support of u00 is contained in the set {(I1J1, I2J2) : J1 ∪ J2 =

∅, (−1)|I1| = (−1)|I2|}. The truth of this assertion for all choices of l will prove our

Theorem 3.2.7. We start with a Lemma regarding the representation of T (Ω⊗ Ω).

Lemma 3.2.8. Let η(x) (resp., η(y)) be a summand2 of the sum ξT (x) (resp, η(y)),

where x, y ∈ S. Then 〈η(x), η(y)〉 = 0 implies that 〈Xη(x), Y η(y)〉 = 0, for all x, y ∈ S

and X, Y ∈ A or X, Y ∈ B.

Proof. This follows from (i) the assumptions that spt(p00) = spt(p11), (ii) sp(p11), spt(u00),spt(u10),

spt(u01) and spt(u11) are all disjoint sets and (iii) the definition of the action of X, Y on

η(x). 2

Lemma 3.2.9. If A1T (Ω⊗ Ω) = A2T (Ω⊗ Ω), then A1ξT (x) = A2ξT (x) for all x ∈ S.

Similarly if B1T (Ω⊗ Ω) = B2T (Ω⊗ Ω), then B1ξT (x) = B2ξT (x) for all x ∈ S.

Proof. This follows from

‖(A1 − A2)T (Ω⊗ Ω)‖2 =
∑
x∈S

‖(A1 − A2)ξT (x)‖2 ,

2By a summand of ξT (p) we shall mean a ‘paired term’ of the form (p00(I1J1, I2J2) vI1J1
⊗

qvI2J2
+ p11(I1J1, I2J2) fl ∧ vI1J1

⊗ qfl ∧ qvI2J2
) rather than an individual term of such a pair
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which is a consequence of Lemma 3.2.8. 2

Now onwards we assume that T satisfies the hypothesis of the Theorem 3.2.7 and

with the foregoing notations we have the following Lemma regarding the coefficients of

the representation of T (Ω⊗ Ω).

Lemma 3.2.10. p00, p11, u00, u10, u01, u11 satisfy the following equations:

(i) σ(I2, J2)p00(I1J1, I2J2) + p11(I1J1, I2J2)
λ

1/2
l

(1− λl)1/2

= σ(I1, J1)p00(I1J1, I2J2) + ρ(I1J1, I2J2)p11(I1J1, I2J2)
(1− λl)1/2

λ
1/2
l

,

(ii) σ(I2, J2)u00(I1J1, I2J2) = σ(I1, J1)u00(I1J1, I2J2),

(iii) u01(I1J1, I2J2)
λ

1/2
l

(1− λl)1/2
= ?u01(I1J1, I2J2)

(1− λ1/2
l

λl)1/2
,

(iv) ?u11(I1J1, I2J2)
λ

1/2
l

(1− λl)1/2
= ?u11(I1J1, I2J2)

(1− λl)1/2

λl
1/2

,

(v) ?
(1− λl)1/2

λ
1/2
l

u10(I1J1, I2J2) = ?
λ

1/2
l

(1− λl)1/2
u10(I1J1, I2J2)

where σ : F (P) × F (F} → {1,−1} is defined by σ(I, J) = (−1)|I|+|J |, ρ : {(I1J1, I2J2) :

Ik ∈ F (P), Jl ∈ F (F)} → {1,−1}, defined by ρ(I1J1, I2J2) = (−1)|I1|+|J1|+|I2|+|J2|, and

? = ±1.

Proof. T satisfies A1(TΩ ⊗ Ω) = A2T (Ω ⊗ Ω). So from the Lemma 3.2.9, we have

A1ξT (x) = A2ξT (x) foll x ∈ S. Now for every x ∈ S, we separately compute A1ξT (x) and

A2ξT (x) and compare their coefficients.
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(i) If A1ξT (p) = A2ξT (pi), observe that

A1ξT (p) =
1

(1− λl)1/2
aR(fl)ξT (p)

=
∑

(
p00(I1J1, I2J2)

(1− λl)1/2
aR(fl)vI1J1 ⊗ qvI2J2

+
p11(I1J1, I2J2)

(1− λl)1/2
aR(fl)fl ∧ vI1J1 ⊗ qfl ∧ qvI2J2)

=
∑

(σ(I2, J2)p00(I1J1, I2J2

+ p11(I1J1, I2J2)
λ

1/2
l

(1− λl)1/2
)fl ∧ vI1J1 ⊗ qvI2J2

while

A2ξT (p)

=
−1

λl
1/2

Γ⊗ Γb(fl)ξT (p)

=
∑

(p00(I1J1, I2J2)
−1

λl
1/2

Γ⊗ Γb(fl)vI1J1 ⊗ qvI2J2

+ p11(I1J1, I2J2)
−1

λl
1/2

Γ⊗ Γb(fl)fl ∧ vI1J1 ⊗ qfl ∧ qvI2J2

=
∑

(σ(I1, J1)p00(I1J1, I2J2)

+ ρ(I1J1, I2J2)p11(I1J1, I2J2)
(1− λl)1/2

λ
1/2
l

)fl ∧ vI1J1 ⊗ qvI2J2

and (i) follows upon comparing coefficients in the two equations above.
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(ii) If A1ξT (u00) = A2ξT (u00), observe that

A1ξT (u00) =
1

(1− λl)1/2
aR(fl)ξT (u00)

=
∑ u00(I1J1, I2J2)

(1− λl)1/2
aR(fl)vI1J1 ⊗ qvI2J2

=
∑

σ(I2, J2)u00(I1J1, I2J2)fl ∧ vI1J1 ⊗ qvI2J2

while

A2ξT (u00) =
−1

λl
1/2

Γ⊗ Γb(fl)ξT (u00)

=
∑

u00(I1J1, I2J2)
−1

λl
1/2

Γ⊗ Γb(fl)vI1J1 ⊗ qvI2J2

=
∑

σ(I1, J1)u00(I1J1, I2J2)fl ∧ vI1J1 ⊗ qvI2J2 .

and (ii) follows upon comparing coefficients in the two equations above.

Equations (iii) and (iv) are proved by arguing exactly as for (ii) above.

As for (v), we also have B1T (Ω ⊗ Ω) = B2T (Ω ⊗ Ω). So from Lemma 3.2.9, we have

B1ξT (x) = B2ξT (x) for all x ∈ S. In particular we have B1ξT (u10) = B2ξT (u10) We

compute B1ξT (u10) and B2ξT (u10):

B1ξT (u10)

=
1

λ
1/2
l

a∗R(fl)
∑

u10(I1J1, I2J2)fl ∧ vI1J1 ⊗ qvI2J2

=
∑

(?
(1− λl)1/2

λ
1/2
l

u10(I1J1, I2J2)vI1J1 ⊗ qvI2J2 + vI1J1 ⊗ qfl ∧ qvI2J2)
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while

B2ξT (u10)

=
−1

(1− λl)1/2
b∗R(fl)(Γ⊗ Γ)

∑
u10(I1J1, I2J2)fl ∧ vI1J1 ⊗ qvI2J2

=
∑

(?
λ

1/2
l

(1− λl)1/2
u10(I1J1, I2J2)vI1J1 ⊗ qvI2J2 + ?vI1J1 ⊗ qfl ∧ qvI2J2)

where ? ∈ {+,−}. So by comparing coeficients in the expansion of B1ξT (u10) and

B2ξT (u10), we find equation (v) of Lemma 3.2.10. 2

With foregoing notation and the assumptions on T , we have the following Corollary.

Corollary 3.2.11. If we represent T (Ω⊗ Ω) las in eqn. 3.2.8, then

u01 = u11 = u10 = 0.

That is the functions u01, u11 and u10 are identically zero.

Proof. This is an immediate consequence of Lemma 3.2.10(iii), 3.2.10(iv) and 3.2.10(v)

and the assumption that λl 6= 1/2 ∀l. 2

We continue to assume that an operator T ∈ B(HR) satisfies the hypothesis of the

Theorem 3.2.7 and proceed to analyse the representation of T (Ω⊗Ω) as in eqn. (3.2.8).

Remark 3.2.12. 1. Lemma 3.2.10(i) implies that if (IJ,KL) are l-paired, then σ(I, J) 6=

σ(K,L). (Reason: Otherwise, since ρ(IJ,KL) = ±1, and |p11(IJ.KL)| 6= 0, we

must have λl = 1
2
.)

2. Lemma 3.2.10(ii) implies that if u00(I1J1, I2J2) 6= 0, then σ(I2, J2) = σ(I1, J1), i.e.

(−1)|I1|+|J1| = (−1)|I2|+|J2|.

Now we wish to compare the representations of T (Ω⊗ Ω) for different l’s.
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Lemma 3.2.13. Let I,K ∈ F (P) and J, L ∈ F (F). If a term of the form vIJ ⊗ qvKL

appears in T (Ω⊗Ω) with non-zero coefficient, then (IJ,KL) can be w-paired for at most

finitely many w ∈ F with w /∈ J ∪ L.

Proof. Suppose, if possible, that {ln : n ∈ F} is an infinite sequence of distinct indices

such that (IJ,KL) is ln-paired for each n ∈ N. Then we may, by Remark 3.2.12(1),

conclude that {σ(I, J), σ(K,L)} = {1,−1}.

Deduce now from Lemma 3.2.10(i) that

σ(K,L)p00(IJ, LK) + ?pln11(IJ,Kl)
λ

1/2
ln

(1− λln)1/2

= σ(I, J)p00(IJ, LK) + ?pln11(IJ,KL)
(1− λln)1/2

λ
1/2
ln

(3.2.9)

where ? ∈ {+,−}. Since λln ∈ (ε, 1− ε) \ {1/2} for all n, we see that { λ
1/2
ln

(1−λln )1/2
: n ∈ N}

and { (1−λln )1/2

λ
1/2
ln

: n ∈ N} are bounded sequences. As pln11(IJ, LK) are Fourier coefficients,

the sequence {pln11(IJ, LK)} converges to 0, as n→∞. Clearly then { λ
1/2
ln

(1−λln )1/2
pln11(IJ, LK) :

n ∈ N} and { (1−λln )1/2

λ
1/2
ln

pln11(IJ, LK) : n ∈ N} are sequences converges to 0, as n→∞. So

from the above equation we get p00(IJ, LK) = 0. But we had assumed that p00(IJ, LK)

is non-zero. Hence vIJ⊗qvKL can not be l-paired for infinitely many l ∈ F with l /∈ J∪L.

2

Lemma 3.2.14. Let I,K ∈ F (P) and J, L ∈ F (F) with l /∈ J ∪ L. Suppose an element

of the form vIJ ⊗ qvKL, appearing in TΩ⊗ Ω with a non-zero coefficient. Then we have

(−1)|I|+|J | = (−1)|K|+|L|.

Proof. From Lemma 3.2.13, we can find a l0 ∈ F such that l0 /∈ J ∪ L and vIJ ⊗ qvKL is

not l0-paired. If we write TΩ⊗Ω with respect to l0, we see that vIJ ⊗ qvKL appears with

exactly the same coefficient as in the third type of sum. So by observing the Remark

3.2.12 with respect to l0, see that (−1)|I|+|J | = (−1)|K|+|L|. 2

Again with the foregoing notations, we have the following Lemma about the coeffi-

cients of the representation of T (Ω⊗ Ω).
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Lemma 3.2.15. p00 = p11 = 0.

Proof. Recall the equation 3.2.10(i) from Lemma 3.2.10:

σ(I2, J2)p00(I1J1, I2J2) + p11(I1J1, I2J2)
λ

1/2
l

(1− λl)1/2

= σ(I1, J1)p00(I1J1, I2J2) + ρ(I1J1, I2J2)p11(I1J1, I2J2)
(1− λl)1/2

λ
1/2
l

where σ(I2, J2) = (−1)|I2|+|J2| and σ(I1, J1) = (−1)|I1|+|J1|. But from 3.2.14 we have

(−1)|I2|+|J2| = (−1)|I1|+|J1|. Since λl 6= 1/2, from the above equation we get p11(I1J1, I2J2) =

0, which implies that p00(I1J1, I2J2) = 0, since spt(P00) = spt(p11), i.e they have the same

support. 2

Lemma 3.2.16. TΩ ⊗ Ω =
∑
x(I1I2) vI1 ⊗ qvI2, where the summation is taken over

I1, I2 ∈ F (P) with (−1)|I1| = (−1)|I2|.

Proof. So we started with a representation of TΩ⊗Ω like 3.2.8 and by using the Corollary

3.2.11 and Lemma 3.2.15 ended up with the following conclusions;

p00 = p11 = u10 = u01 = u11 = 0.

Thus finally the representation of TΩ⊗ Ω will be of the form

T (Ω⊗ Ω) =
∑

u00(I1J1, I2J2) vI1J1 ⊗ qvI2J2 ,

where the summation is taken over I1, I2 ∈ F (P), J1, J2 ∈ F (F) with (−1)|I2|+|J2| =

(−1)|I1|+|J1| and l /∈ J1 ∪ J2, for l ∈ F . Since this is true for all l ∈ F , J1, J2 are empty

sets, i.e.

T (Ω⊗ Ω) =
∑

x(I1, I2) vI1 ⊗ qvI2 ,

where the summation is taken over I1, I2 ∈ F (P) with (−1)|I1| = (−1)|I2| and x(I1, I2) =

u00(I1∅, I2∅) are complex numbers. 2
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So finally the above Lemma 3.2.16 proves our theorem 3.2.7.

Theorem 3.2.17. Let T ∈ αt(MR)′ ∩MR, then

T (Ω⊗ Ω) ⊂ [{vI1 ⊗ qvI2 : I1, I2 ∈ F (P), (−1)|I1| = (−1)|I2|}],

Proof. It is enough to prove that A1T (Ω⊗Ω) = A2T (Ω⊗Ω) and B1T (Ω⊗Ω) = B2T (Ω⊗

Ω), then it follows from the Theorem 3.2.17.

Observe that,

A1T (Ω⊗ Ω)

=
1

(1− λl)1/2
aR(fl)TΩ⊗ Ω

=
1

(1− λl)1/2
TaR(fl)Ω⊗ Ω since T ∈ αt(MR)′

= Tfl ⊗ Ω

=
−1

λl
1/2
TΓ⊗ ΓbR(fl)Ω⊗ Ω

=
−1

λl
1/2

Γ⊗ ΓbR(fl)TΩ⊗ Ω since T ∈MR and Γ⊗ ΓbR(fl) ∈M ′
R

= A2T (Ω⊗ Ω).
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So we have A1T (Ω⊗ Ω) = A2T (Ω⊗ Ω). Again observe that,

B1T (Ω⊗ Ω)

=
1

λl
1/2
a∗R(fl)TΩ⊗ Ω

=
1

λl
1/2
Ta∗R(fl)Ω⊗ Ω since T ∈ αt(MR)′

= TΩ⊗ fl

=
−1

(1− λl)1/2
Tb∗R(fl)Γ⊗ ΓΩ⊗ Ω

=
−1

(1− λl)1/2
b∗R(fl)Γ⊗ ΓTΩ⊗ Ω, since T ∈MR and b∗R(fl)Γ⊗ Γ ∈M ′

R

= B2T (Ω⊗ Ω).

That is B1T (Ω⊗ Ω) = B2T (Ω⊗ Ω).

2

Theorem 3.2.18. CAR flow α = {αt : t ≥ 0} is not extendable.

Proof. It is enough to show that for some t > 0, αt : MR 7→ MR is not extendable. To

prove αt is not extendable, we use the Theorem 2.2.7. We observe that

[{yαt(x)Ω⊗ Ω : x ∈MR, y ∈ αt(MR)′ ∩MR}]

= [{αt(x)yΩ⊗ Ω : x ∈MR, y ∈ αt(MR)′ ∩MR}]

= [{(aR(fJ)a∗R(fL))∗TΩ⊗ Ω : J, L ∈ F (F), T ∈ αt(MR)′ ∩MR}].

Now if T ∈ αt(MR)′∩MR, then from the Theorem 3.2.17 we have, T (Ω⊗Ω) ∈ {vI1⊗qvI2 :

I1, I2 ∈ F (P), (−1)|I1| = (−1)|I2|}. If g ∈ P , we notice that

〈(aR(fJ)a∗R(fL))∗TΩ⊗ Ω, eg ⊗ Ω〉

= 〈TΩ⊗ Ω, aR(fI)a
∗
R(fL)eg ⊗ Ω〉

= 0.
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So from the above, we conclude that {yαt(x)Ω ⊗ Ω : x ∈ MR, y ∈ αt(MR)′ ∩ MR} is

orthogonal to the vector eg ⊗ Ω, i.e. {yαt(x) : x ∈ MR, y ∈ αt(MR)′ ∩MR} can not be

weakly total in MR, so by the Theorem 2.2.7 αt can not be extendable. 2

Remark 3.2.19. It has been proved in section 5[ABS01] that CAR flows, arising from

quasi-free states for scalars 6= 1
2
, on type III factors, are extendable. But we have shown

that CAR arising from quasi-free states for diagonalisable positive contractions ( in par-

ticular scalars ) are not extendable. So our result shows that there is some error in section

5 [ABS01] regarding the conclusion of extendability of CAR flows. In-fact we think that

there is a mistake in the theorem 4 of section 5 [ABS01] and for that their conclusion

regarding the extendability of CAR flows went wrong.

3.3 CCR and CAR flows

We have already described CAR flows on type III factors. Recall the CCR algebra and

its GNS representation with respect to quasi-free states from the section of examples 2.5.

We recall the von Neumann algebra MA = {π(W (f)) : f ∈ HC}′′.

Let {st}t≥ be the shift semigroup on HC and suppose that A commutes with st for

all t ≥ 0. Then MA is a type III factor (see [Hol71]) and the CCR flow [Arv03] restricts

to an E0-semigroup on MA, βA = {βAt : t ≥ 0} uniquely determined by the following

condition:

βAt (π(W (f)) = π(W (stf)),

for all f ∈ HC, t ≥ 0. This E0-semigroup is called CCR flow of rank dim K .

Note that if A = 1+λ
1−λ with λ ∈ (0, 1), then it is well-known that Mλ = MA is

a type IIIλ factor. Further, we have also mentioned in the section of examples 2.5

that {βλt ; t ≥ 0} is equi-modular and all these E0−semigroups on type IIIλ factors are

extendable.

Remark 3.3.1. Type III factors arising from quasi-free representations of CCR and
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CAR algebras with respect to the quasi-free states are always hyperfinite (see [AW69]). In

the case of CAR algebra we note that if A = λ , for λ(0, 1) \ {1
2
} then MA = Mλ is type

IIIλ factor. So in both the case we find the hyperfinite IIIλ factor for λ ∈ (0, 1) \ {1
2
}.

Since the hyperfinite IIIλ factor is unique for every λ ∈ (0, 1) \ {1
2
}, we thus have two

families of E0-semigroups namely CAR flows and CCR flows on the hyperfinite type IIIλ

factor.

Now we have the following Corollary to the Theorem 3.2.18 regarding the cocycle

conjugacy of CAR flows and CCR flows.

Corollary 3.3.2. The CAR and CCR flows arising from quasi-free states are not cocycle

conjugate.

Proof. Srinivasan and Margetts have proved in [MS12] that CCR flows arising from these

quasi-free states are extendable. By Theorem 3.2.18, CAR flows arising from quasi-free

states are not extendable. But extendability of E0-semigroup is a cocycle conjugacy

invariant, so the result follows. 2

Remark 3.3.3. This result is surprising, since on the type I factor CCR and CAR flows

of the same Arveson index are cocycle conjugate([Arv03]).
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