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**Part I.**

The Farey series is an old and famous set of fractions associated with the positive integers. We here show that if we form a Farey series with Fibonacci numbers, the properties of the series are remarkably preserved. In fact we find that with the new series we are able to observe and identify 'points of symmetry'.

The Farey series with Fibonacci numbers of order \( T_n \) (where \( T_n \) stands for the \( n \)-th term of the Fibonacci sequence) is the set of all possible fractions \( \frac{T_i}{T_j} \), \( i = 0, 1, 2, \ldots, n-1 \), \( j = 1, 2, \ldots n (i < j) \) arranged in ascending order of magnitude. The last term is \( \frac{1}{1} \) i.e. \( \frac{T_1}{T_2} \). The first term is \( \frac{0}{T_{n-1}} \). We set \( T_0 = 0 \) so that \( T_0 + T_1 = T_2 \), \( T_1 = T_2 = 1 \).

For convenience we denote a Fibonacci number by \( F \), the Farey series of Fibonacci numbers by \( F.S. \) and the \( r \)-th term in the new Farey series of order \( T_n \) by \( f(r)n \).

We define \( f(r)n \) to be a point of symmetry if \( f(r+1)n \) and \( f(r-1)n \) have the same denominator. We have shown in an appendix the Farey series of all Fibonacci numbers up to 24.

We define an interval to be the set of all \( F.S. \) fractions between two consecutive points of symmetry.
THEOREM 1.1. \( f(r)_{n+1} \) is of the form \( \frac{1}{T_i^1} \). Moreover \( f(r+k)_{n} \) and \( f(r-l)_{n} \) have the same denominator if they do not pass beyond the next point of symmetry on either side.

Proof. In the series f.f. the terms are arranged in the following fashion last interval \( \frac{i-1}{T_j^1} \)

interval prior to last \( \frac{i-2}{T_j^1} \) etc.

If there are two fractions \( \frac{i-1}{Tj-1} \) and \( \frac{i-2}{Tj-2} \) then their mediant \( \frac{i}{Tj} \) lies in between them. That is

if \( \frac{i-1}{Tj-1} < \frac{i-2}{Tj-2} \) then \( \frac{i-1}{Tj-1} < \frac{i}{Tj} < \frac{i-2}{Tj-2} \),

if \( \frac{i-2}{Tj-2} < \frac{i-1}{Tj-1} \) then \( \frac{i-2}{Tj-2} < \frac{i}{Tj} < \frac{i-1}{Tj-1} \).

This inequality can easily be established dealing with the two cases separately.

We shall adopt induction as the method of proof. Our surmise has worked for all f.f. series up to 34. Let us treat as \( T_{n-1} \). For the next f.f. series i.e. of order \( T_n \) fractions to be introduced are \( \frac{T_2}{T_n}, \frac{T_3}{T_n}, \ldots, \frac{T_i}{T_n}; \frac{T_{n-1}}{T_n}, \frac{T_i}{T_n} \). \( T_i \) will fall in between \( \frac{T_i}{T_{n-1}} \) and \( \frac{T_i}{T_{n-2}} \). First assume that \( \frac{T_i-1}{T_{n-1}} < \frac{T_i-2}{T_{n-2}} \).
Since our assumption is valid for 34, \(\frac{T_{i-1}}{T_n}\) lies just before \(\frac{T_{i-2}}{T_{n-2}}\). \(\frac{T_{i-2}}{T_{n-2}}\) will occur just after \(\frac{T_{i-1}}{T_{n-1}}\) from our assumption regarding points of symmetry. But \(\frac{T_{i-1}}{T_n}\) lies in between these two fractions. The distance of \(\frac{T_{i-1}}{T_n}\) from the point of symmetry \(\frac{1}{2}\) is equal to the distance \(\frac{T_i}{T_n}\) from that point of symmetry. Hence this is valid for 55. Similarly it can be made to hold good for 89, ... Hence the theorem.

**THEOREM 1.2.** Whenever we have an interval \([\frac{1}{3}, \frac{1}{1}]\), the denominator of term next to \(\frac{1}{T_i}\) is \(T_{i+2}\). The denominator of the next term is \(T_{i+4}\), then \(T_{i+6}\) .... We have this till we reach the maximum for that \(\alpha\) sequence i.e. till \(T_{i+2k}\) does not exceed \(T_n\). Then the term after \(T_{i+2k}\) will be the maximum possible term not greater than \(T_n\), but not equal to any of the terms formed i.e. its either \(T_{i+2k-1}\) or \(T_{i+2k}\). Say \(T_j\). The term after \(T_j\) will be \(T_{j-2}, T_{j-4}\) .... till we reach \(\frac{1}{T_{i-1}}\).

(As an example let us take \(\frac{1}{5}, \frac{1}{2}\) in the \(\alpha\) series for 55. Then the denominator of the later terms in order are 8, 21, 55, 34, 13, 5, 2).

**Proof.** The proof of Theorem 1.2 will follow by induction on Theorem 1.1.
THEOREM 1.3. c) If \( \frac{h}{k}, \frac{h'}{k'}, \frac{h''}{k''} \) are three consecutive fractions of an \( \phi \) series then
\[
\frac{h + h''}{k + k''} = \frac{h'}{k'}, \text{ if } \frac{h'}{k'} \text{ is not a point of symmetry}
\]

b) If \( \frac{h}{k} \) is a point of symmetry say \( \frac{1}{T_i} \) then
\[
\frac{T_{i-2} h + T_{i-1} h''}{T_{i-2} k + T_{i-1} k''} = \frac{h'}{k'}
\]

Proof. Case 1. (From 1.2) We see that
\[
\frac{h}{k} = \frac{T_{i-2}}{T_{j-2}}, \quad \frac{h'}{k'} = \frac{T_i}{T_j}, \quad \frac{h''}{k''} = \frac{T_{i+2}}{T_{j+2}}
\]

in this case \( \frac{T_{i+2} + T_{i-2}}{T_{j+2} + T_{j-2}} = \frac{3T_i}{3T_j} = \frac{T_i}{T_j} = \frac{h'}{k'} \).

*Th+2 - Tn-2 = 3 Tn* is a property of the Fibonacci sequence.

Case 2. \( \frac{h'}{k'} = \frac{T_i}{T_j}, \quad \frac{h}{k} = \frac{T_{i-2}}{T_{j-2}}, \quad \text{and } \frac{h''}{k''} = \frac{T_{i+2}}{T_{j+2}} \)

(From I.2)

Then \( \frac{T_{i+1} + T_{i-2}}{T_{j+1} + T_{j-2}} = \frac{2T_i}{2T_j} = \frac{T_i}{T_j} = \frac{h'}{k'} \) similarly.

Case 2. \( \frac{h'}{k'} = \frac{T_i}{T_j}, \quad \frac{h}{k} = \frac{Ti-2}{Tj-2}, \quad \frac{h''}{k''} = \frac{T_{i-1}}{T_{j-1}} \)

(From I.3)

\[
\therefore \frac{T_{i-1} + T_{i-2}}{T_{j-1} + T_{j-2}} = \frac{T_i}{T_j} = \frac{h'}{k'}
\]

Hence the result.
1.3.b. Let \( h' = \frac{1}{T_1} \). From Theorem 1.2 it follows that \( h'' = \frac{3}{T_{i+2}} \) and \( k = \frac{2}{T_{i+2}} \).

\[
\frac{T_{i-2}h + T_{i-1}h''}{T_{i-2}k + T_{i-2}k''} = \frac{2T_{i-2} + 3T_{i-1}}{T_{i}T_{i+2}} = \frac{T_{i+2}^2}{T_{i}T_{i+2}^2} = \frac{1}{T_{i-1}}.
\]

Hence the theorem.

**Theorem 1.4.** If \( \frac{h}{k} \) and \( \frac{h'}{k'} \) are two consecutive fractions of an f.f. series then \( \frac{|h-h'|}{|k-k'|} \in f.f. (k-k' \neq 0) \).

**Proof.** Since \( f(r)n \) is of the form \( \frac{T_i}{T_j} \) it follows that \( |h-h'| = T_i \) and \( |k-k'| = T_j \). Since \( \frac{h}{k} \) and \( \frac{h'}{k'} \) are members also, \( h = T_{i_1}, h' = T_{i_2} ; k' = T_{j_1}, k'' = T_{j_2} \). Further

\[
|T_{i_1} - T_{j_2}| = T_1 \quad \text{and} \quad |T_{i_1} - T_{j_2}| = T_1. \]

But from the Fibonacci recurrence relation \( T_n = T_{n-1} + T_{n-2} \) we see that the condition for this is \( |i_1 - i_2| \leq 2 \) and \( |j_1 - j_2| \leq 2 \), which follows from Theorem 1.2. Actually \( \frac{|h-h'|}{|k-k'|} \) are the fractions of the same interval arranged in descending order of magnitude for increasing values of \( \frac{h}{k} \).

We define the distance between \( f(r)n \) and \( f(k)n \) as equal to \( |r-k| \).

We now introduce a term 'Generating Fraction'. If we have a fraction \( \frac{T_i}{T_j} \) \((i \leq j)\). We split \( \frac{T_i}{T_j} \) into
\[ \frac{T_{i-1} + T_{i-2}}{T_{j-1} + T_{j-2}} \] • We form from this two fractions \( \frac{T_{i-1}}{T_{j-1}} \) and \( \frac{T_{i-2}}{T_{j-2}} \) such that \( \frac{T_i}{T_j} \) is the mediant of the fractions formed.

We continue this process and split the fractions obtained till we reach a state where the numerator is 1. \( \frac{T_i}{T_j} \) then amounts to the Generating Fraction of the others. We call \( \frac{T_i}{T_j} \) as the Generating Fraction of an Interval (G.F.I.) if through this process we are able to get from the G.F.I. all the other fractions of 'that' closed interval. We can clearly see in a ff series for \( T_1, T_2, \ldots, T_n, \) \( \frac{T_i}{T_n} \) will be a G.F.I. (We also note that \( \frac{T_i}{T_j}, \frac{T_i-1}{T_{j-1}}, \frac{T_i-2}{T_{j-2}}, \ldots \) belong to the same interval because the difference in the suffix of the numerator denominator and is \( j-1 \)). Hence the sequence of G.F.I's is \( \frac{T_1}{T_n}, \frac{T_2}{T_n}, \frac{T_3}{T_n}, \ldots \) \( \frac{T_{n-1}}{T_n} \). We now see some properties concerning G.F.I's.

**Theorem 1.5.** If we form a sequence of the distance between two consecutive G.F.I's such a sequence runs thus

\[ 2, 2, 4, 6, 6, 8, 8, \ldots, \]

i.e., alternate G.F.I's are symmetrically placed about a G.F.I.

**Theorem 1.6.** If we take the first G.F.I. say \( f(g_1)n \) then \( f(g_1+1)n \) and \( f(g_1-1)n \) have the same denominator. For \( f(g_2)n \) the second G.F.I. \( f(g_2+2)n \) and \( f(g_2-2)n \) have the
same denominator. In general for $f(g_k)n$ the $k^{th}$ G.F.I. $f(g_k^+k)n$ and $f(g_k-k)n$ have the same denominator.

The proofs of theorems 1.5 and 1.6 follow from 1.2.

(Note: We can verify that for alternate G.F.I's $f(g_2)n$, $f(g_4)n$, $f(g_6)n$ $\cdots$ $f(g_{k^+k})n$ and $f(g_{k-k})n$ have the same denominator for $k$ is even and the sequence of distance shown above is 2, 2, 4, 4, 6, 6, 8, 8, $\cdots$).
DEFINITION. We now define \( T_{i-2} \) to be the 'factor of the interval' \( \left[ \frac{1}{T_{i}}, \frac{1}{T_{i-1}} \right] \). More precisely the factor of a closed interval is that term \( T_z \) where \( z' = \text{suffix of denominator minus suffix of the numerator, of each fraction of that interval} \). It can be easily seen (Part I) that \( z' \) is a constant.

LEMA 2.1. If \( j_1 - i_1 = j_2 - i_2 > 0 \)

Then
\[
T_{j_1} \cdot T_{i_2} - T_{j_2} \cdot T_{i_1} = \left| T_{j_2} - j_1 \right| \cdot T_{j_1} - i_1 = \left| T_{j_2} - j_1 \right| \cdot T_{i_2} - i_2.
\]

(Note: The author has independently shown in one of his previous paper that the Fibonacci sequence is capable of extension to \( T_{-\infty} \), and that \( |T_{-n}| = T_n \). More accurately \( T_{-n} = T_n \cdot (-1)^{n-1} \) being positive and \( |T_{k}| = T_{|k|} \neq k \in \mathbb{I} \).

Proof. We apply Binet's formula that
\[
T_n = \frac{a^n - b^n}{a - b} \quad \text{where} \quad a = \frac{1 + \sqrt{5}}{2}, \quad b = \frac{1 - \sqrt{5}}{2}.
\]

Then (L.H.S.) the left hand side of the expression, and (R.H.S.) the right hand side of the expression reduce as follows.

To prove
\[
\frac{j_1}{a - b} \cdot \frac{i_1}{a - b} - \frac{j_2}{a - b} \cdot \frac{i_2}{a - b} = \frac{j_2 - j_1}{a - b} \cdot \frac{i_2 - j_1}{a - b}.
\]

\[
= \frac{a_{j_2} - j_1}{a - b} \cdot \frac{a_{i_2} - j_1}{a - b} \cdot \frac{j_1 - i_1}{a - b} \cdot \frac{j_{i_1} - i}{a - b}.
\]
because \( j_1 - i_1 > 0 \), \( T_{j_1-i_1} \) is positive and hence can be put within the sign.

To prove

\[
(a_{j_1-b_1})_{(i_2-b_2)} - (a_{j_2-b_2})_{(i_1-b_1)} = (a_{j_2-j_1-b_2-j_1})_{(i_1-b_1)}
\]

L.H.S. reduces to

\[
a_{j_1+i_2} - a_{j_1-b_2} + b_{j_1+i_2} - a_{j_2+i_1} - b_{j_2+i_1} + a_{j_2+b_1} + b_{j_2+b_1}
\]

\[
= a_{j_1+b_2} - a_{j_2-i_2} + b_{j_1} + a_{j_2} + b_{j_2} + a_1
\]

R.H.S. reduces to

\[
a_{j_2-i_1} - a_{j_2-j_1} b_{j_1-i_1} + b_{j_2-i_1} - a_{j_2-b_1} - b_{j_2-b_1} + a_{j_2} + b_{j_2}
\]

This may be simplified further using \( ab = -1 \) and \( j_1-i_1 = j_2-i_2 \)

R.H.S. then is

\[
a_{j_1} + a_{j_2} + b_{j_1} + b_{j_2} + a_1
\]

We can see that

L.H.S. = R.H.S. Hence the Lemma.

**COROLLARY.** From this we may deduce that if \( \frac{T_{j_1}}{T_{j_2}} \) and \( \frac{T_{i_2}}{T_{i_2-j_2}} \) belong to the same interval i.e. \( j_1 - i_1 = j_2 - i_2 \) then

\[
\frac{T_{j_1}}{T_{j_2}} - \frac{T_{j_2}}{T_{i_1}} \left( \frac{\frac{T_{i_1}}{T_{j_1}} < \frac{T_{i_2}}{T_{j_2}}}{} \right)
\]

\[
= \left| \frac{T_{j_2-j_1}}{T_{j_1-i_1}} \right| \text{ or } \left| \frac{T_{j_2-j_1}}{T_{j_2-i_2}} \right|
\]
Hence \( T_{j_1} T_{j_2} - T_{j_1} - T_{j_2} \) will be an integral multiple of 
\( T_{j_1} - 1 \) or \( T_{j_2} - 1 \) (the factor of that interval) which is the 
term obtained by the difference in suffixes of the numerator
and denominator of each fraction of that interval.

**DEFINITION.** We now introduce the term 'conjugate fractions'. Two fractions \( h/k \), and \( h'/k' \), \( h/k \neq h'/k' \) are conju-
gate in an interval \( \left[ \frac{1}{T_{i_1}}, \frac{1}{T_{i-1}} \right] \) if the distance of \( h/k \)
from \( \frac{1}{T_{i_1}} \) equals the distance of \( h'/k' \) from \( \frac{1}{T_{i-1}} \) (\( h/k \neq h'/k' \)).

**COROLLARY.** Two consecutive points of symmetry are
conjugate with distance zero.

**THEOREM 2.2.** If \( h/k \), and \( h'/k' \) are conjugate \( \frac{1}{T_{i_1}} \),
\( \frac{1}{T_{i-1}} \) then \( hh' - kk' = T_{i_1} - T_{i-1} \).

**Proof.** Using 1, we can easily see that if \( h/k \) is
of the form \( \frac{1}{T_{i_1}} \) then \( h'/k' \) is \( \frac{1}{T_{i-1}} \) .... (1)

\( \frac{1}{T_{i_1}} \), and \( \frac{1}{T_{i-1}} \) are conjugate. This with (1) since
\( T_2 = T_1 = 1 \), since the term after \( \frac{1}{T_{i_1}} = \frac{T_{i_2}}{T_{i+2}} \), and the term
before \( \frac{1}{T_{i-1}} = \frac{1}{T_{i+1}} \). We see it conforms with the statement 1
above. Proceeding in such a fashion we obtain the result 1.
Of course we assume here that there exist at least two terms in
\[ \left[ \frac{1}{T_i}, \frac{1}{T_{i-1}} \right] \]. If there are less than two result immediate.

Hence we can see that any two conjugate fractions in
\[ \left[ \frac{1}{T_i}, \frac{1}{T_{i-1}} \right] \] are \( \frac{T_{i-1}+2}{T_j}, \frac{T_{i-1}+1}{T_j} \)

To show
\[ T_j \frac{T_{j-i+1}}{T_{j-1}} - T_{j-1} \frac{T_{j-i+2}}{T_j} = T_{i-2} \]. This will immediately follow from Lemma 2.1.

**Theorem 2.3.** a) If \( \frac{h}{k}, \frac{h'}{k'} \) and two consecutive fractions in an f.f. series, which belong to
\[ \frac{1}{T_i}, \frac{1}{T_{i-1}} \] then \( kh' - hk' = T_{i-2} \).
b) If \( \frac{h}{k} \) and \( \frac{h'}{k'} \) are conjugate in an interval
\[ \frac{1}{T_i}, \frac{1}{T_{i-1}} \] \( kh' - hk' = T_{i-2} \).

**Proof.** Theorems 2.3a) and 2.3b) can be proved using Lemma 2.1 and Theorem 1.2.

**Definition.** If \( \frac{h}{k} \in \frac{1}{T_i}, \frac{1}{T_{i-1}} \) we define the couplet for \( \frac{h}{k} \) as the ordered pair
\[ \left( \frac{\frac{1}{T_i}, \frac{h}{k}}, \left( \frac{h}{k}, \frac{1}{T_{i-1}} \right) \right) \].

**Theorem 2.4.** In the case of couplets we find that
\[ T_i h - k = T_p \cdot T_{i-2} \]

and
\[ h \cdot T_{i-1} h = T_{p+1} \cdot T_{i-2} \] (where \( T_p \) is some Fibonacci number).
Proof. Let \( h/k \) be \( \frac{T_j - i + 2}{T_j} \).

Then \( T_i \cdot h - k \) is \( T_i \cdot T_{j - i + 2} - T_j = T_{p \cdot T_i - 2} \) (1)

and \( k - T_{i - 1} \cdot h \) is \( T_{j - T_{i - 1}} \cdot T_{j - i + 2} = T_{p + 1 \cdot T_i - 2} \) (2)

Adding (1) and (2) we have

\[
T_{i - 2} \cdot T_{j - i + 2} = T_{p + 2 \cdot T_i - 2}
\]

\[
\therefore T_{j - i + 2} = T_{p + 2}
\]

or \( j - i = p \).

i.e. \( T_i \cdot T_{j - i + 2} - T_j = T_{j - i} \cdot T_{i - 2} \).

We can establish 3 using Lemma 2.1. Hence the proof.

DEFINITION. We define \( \left[ \left( \frac{1}{T_i}, \frac{h}{k} \right), \left( \frac{1}{T_i - 1}, \frac{h'}{k'} \right) \right] \) and

\[
\left[ \left( \frac{1}{T_i}, \frac{1}{T_i} \right), \left( \frac{1}{T_i - 1}, \frac{1}{T_i - 1} \right) \right]
\]

to be conjugate couplets if and

\( h/k \), and \( h'/k' \) are conjugate fractions of the closed interval

\[
\left[ \frac{1}{T_i}, \frac{1}{T_i - 1} \right]
\]

THEOREM 2.5. In the case of conjugate couplets

if \( T_i \cdot h - k = T_{p \cdot T_i - 2} \) and

\( k - T_{i - 1} \cdot h = T_{p + 1 \cdot T_i - 2} \) then

\( T_i \cdot h' - k' = T_{p + 1 \cdot T_i - 2} \) and

\[
k - T_{i - 1} \cdot h' = T_{p \cdot T_i - 2}
\]
Proof. We note that \((j-1)\) in the previous proof is is the difference in the suffixes of \(T_j\) and \(T_i\). If now
\[
h/k = \frac{T_j - (i+2)}{T_j} \quad \text{then} \quad p = j-1. \quad \text{But since \(h'/k'\) is conjugate with \(h/k, h'/k' = \frac{T_{j-i+1}}{j-1}.}
\]

Therefore the constant factor say \(T_i\) in the equation for \(h'/k'\) \(T_i\ h' - p = T_i - T_{i-2}\) is such that
\[
g = j-1-i = (j-i)-1 = p-1.
\]

\[
\therefore T_i h' - k' = T_{i-1} T_{i-2} \quad \text{Hence}
\]
\[
k - T_{i-1} h' = T_{i-} T_{i-2} \quad \text{since it follows from 2.4.}
\]

Theorem 2.6. Since we have seen that if \(h/k\) and \(h'/k'\)
are conjugate then the difference in suffixes of their numerators
or denominators = 1, we find
\[
\frac{h + h'}{k + k'} \in \left[\frac{1}{T_i}, \frac{1}{T_{i-1}}\right] \quad \text{and} \quad \frac{h - h'}{k - k'} \in \left[\frac{1}{T_i}, \frac{1}{T_{i-1}}\right]
\]
if \(h/k, h'/k' \in \left[\frac{1}{T_i}, \frac{1}{T_{i-1}}\right]. \quad \text{We may also further note that}
\]
\[
\frac{h + h'}{k + k'} \quad \text{are the fractions of the latter half of the interval arranged in descending order}
\]
\[
\text{white} \quad \frac{h - h'}{k - k'} \quad \text{are the fractions of the first half arranged in ascending order, for increasing values}
\]
\[
of \ h/k.
\]

**contd Proof of Theorem 2.2.** Let \(h/k = \frac{T_{i-1}}{T_{j-1}}\) and \(h'/k' = \frac{T_{i-2}}{T_{j-2}}\). then from 2.2 we have \(|i_1 - i_2| = |j_1 - j_2| < 2\) but not
equal to zero. \( \cdot \cdot \cdot \cdot h' = h' = T_{j_2-j_1} T_{i-2} \) where \( T_{(i-2)} \) is the factor of the interval. But \( |T_{j_2-j_1}| = T_{|j_2-j_1|} \) and \( |j_2 - j_1| = 2 \) or 1. In any case

\[ |h' - h' = 1 x T_{i-2} = T_{i-2} \text{ for } T_2 = T_1 = 1. \]

Hence the proof.
PART III

We now give a generalised result concerning 'sequence of distances'.

THEOREM 3.1.a. Points of symmetry if they are of the form \( f(r) \) then \( r \in \{3, 5, 8, 12, 17, \ldots \} \). Or the sequence of distance between two consecutive points of symmetry will be

\[ 1, 2, 3, 4, 5, 6, \ldots \]

in arithmetic progression with common difference 1.

THEOREM 3.1.b. The sequence of distance for fractions with common numerator \( T_{2n-1} \) or \( T_{2n} \) is 2n-1, 2n, 2n+1, \ldots.

**Proof.** To prove Theorem 3.1.a we have to show that if there 'n' terms in an interval then there are \((p+1)\) terms in the next.

Let there be 'p' terms of ratio \( \frac{T_i}{T_j} \). It is evident that there are \((p+1)\) terms of the form \( \frac{T_{i+1}}{T_j} \). But these \((p+1)\) terms of the form \( \frac{T_{i+1}}{T_j} \) are in an interval next to that in which the 'p' terms of the form \( \frac{T_i}{T_j} \) lie. So the sequence is an AP with common difference 1. Moreover the second term is always \( \frac{1}{T_i} \) (evident). Hence the result.

If we fix the numerator to be '2' and take the sequence

\[
\frac{2}{T_n}, \frac{2}{T_{n-1}}, \frac{2}{T_{n-2}}, \ldots, \frac{2}{T_j},
\]

then the sequence of distance between two consecutive such fractions is

\[ 2, 4, 5, \ldots \]
From 1.2 (Part I) it follows that \( \frac{2}{T_1} \) lies just before a point of symmetry say \( \frac{1}{T_j} \). Since we have seen the sequence of distance concerning points of symmetry it will follow that here too the common difference is 1. The first term is 3 for there be two terms between \( \frac{2}{T_n} \) and \( \frac{2}{T_{n-1}} \). The inequality \( \frac{2}{T_n} < \frac{1}{T_{n-2}} < \frac{3}{T_{n-2}} < \frac{2}{T_{n-1}} \) can be established. Hence the result.

In a similar fashion we find that the sequence of distance for numerator 3 is

\[ 3, 4, 5, \ldots \]

We shall give a table and the generalisation

<table>
<thead>
<tr>
<th>Numerator</th>
<th>Sequence of distances</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 ) or ( T_2 )</td>
<td>( 1, 2, 3, 4, 5, \ldots )</td>
</tr>
<tr>
<td>( T_3 ) or ( T_4 )</td>
<td>( 3, 4, 5, 6, \ldots )</td>
</tr>
<tr>
<td>( T_5 ) or ( T_6 )</td>
<td>( 5, 6, 7, 8, \ldots )</td>
</tr>
<tr>
<td>( T_{2n-1} ) or ( T_{2n} )</td>
<td>( 2n-1, 2n, 2n+1, 2n+2, \ldots )</td>
</tr>
</tbody>
</table>

**DEFINITION.** Just as we defined an interval, we now defined an interval, we now define a 'stage' as the set of f.f. fractions lying between two consecutive G.F.I's. The stage may be closed or open depending upon the inclusion or omission of the G.F.I's.
Since the sequence of distance of E.F.I's is 2, 4, 6, 8, ... It is possible for two consecutive 'stages' to have equal number of terms. We define two stages
\[
\left[ \frac{T_{i-1}}{T_n}, \frac{T_i}{T_n} \right] \quad \text{and} \quad \left[ \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \right]
\]
to be conjugate stages if the distance of \( \frac{T_i}{T_n} \) from \( \frac{T_{i-1}}{T_n} \) equals the distance of \( \frac{T_{i+1}}{T_n} \) from \( \frac{T_i}{T_n} \). That is the number of terms in two conjugate stages are equal. We call a stage comprision of both these stages, as a 'conjugate stage'. Let us now investigate properties concerning stages. If we have conjugate stage \( \left[ \frac{T_{i-1}}{T_n}, \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \right] \)
then we define two fractions \( \frac{h}{k} \) and \( \frac{h'}{k'} \) to be 'corresponding' if \( \frac{h}{k} \in \left[ \frac{T_{i-1}}{T_n}, \frac{T_i}{T_n} \right] \) and \( \frac{h'}{k'} \in \left[ \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \right] \) and if the distance of \( \frac{h}{k} \) from \( \frac{T_{i-1}}{T_n} \) is equal to the distance of \( \frac{h'}{k'} \) from \( \frac{T_i}{T_n} \).

**Theorem 1.2.** Two corresponding fractions have the same numerator. If \( \frac{h}{k} \) and \( \frac{h'}{k'} \) are corresponding fraction's then \( h = h' \).

**Proof.** This will follow from 1.2 (previous part).

Let \( \frac{T_{i-1}}{T_n} \) be the maximum reached in its interval so that \( \frac{T_{i-1}}{T_n} \) will be the maximum for the interval in which \( \frac{T_i}{T_n} \) belongs.
The terms next to $\frac{T_{i-1}}{T_n}$ is $\frac{T_{i-2}}{T_{n-2}}$. Similarly the terms next to $\frac{T_i}{T_{n-1}}$ is $\frac{T_{i-2}}{T_{n-2}}$. But these fractions are corresponding fractions. Proceeding in such a fashion we obtain the result.

$$\frac{T_{i-1}}{T_n}$$

has necessarily to be the maximum in its interval.

Since we have considered conjugate stages $i$ is odd. Using 1.2 (previous part) it can be established that alternate G.F.I's are maximum in their interval and that too when suffix of numerator is even ($i-1$ is even). Hence the result.

DEFINITION. Since the number of terms in a stage is odd, we define $\frac{h}{k}$ to be the middle point of a stage $\left[ \frac{T_{i-1}}{T_n}, \frac{T_i}{T_n} \right]$ if it is equidistant from both G.F.I's. We can deduce from this that $\frac{h}{k}$ is a point of symmetry since $\frac{T_{i-1}}{T_n}$ and $\frac{T_i}{T_n}$ have the same denominator. So the middle point of a stage is a point of symmetry.

COROLLARY. If two conjugate stages are taken these their middle points are corresponding. (This follows from the definition). But their numerators should be equal. This is so, for the middle points are points of symmetry whose numerator is 1. This agrees with the result we proved.

DEFINITION. Two fractions $\frac{h}{k}$ and $\frac{h'}{k'}$ are conjugate in a conjugate stage if the distance of $\frac{h}{k}$ from $\frac{T_{i-1}}{T_n}$ equals the
distance of \( \frac{h}{k} \) from \( \frac{T_{i+1}}{T_n} \) being \( \left[ \frac{T_{i-1}}{T_n}, \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \right] \). Taking their middle points \( \frac{T_{i-1} + T_i}{2T_n} \) we can see that fractions conjugate in this interval are conjugate in the conjugate stage. Further we saw that for conjugate fractions of the interval \( \frac{h}{k} \), and \( \frac{h'}{k'} \), \( \frac{h + h'}{k + k'} \) are fractions of the latter half of the interval arranged in descending order, and \( \frac{h - h'}{k - k'} \) are fractions of the first half arranged in ascending order for increasing values of \( \frac{h}{k} \).

**THEOREM 3.2.** For conjugate fractions \( \frac{h}{k} \) and \( \frac{h'}{k'} \), lying in the outer half of the stage we see that \( \frac{h + h'}{k + k'} \) are fractions of the interval in ascending order while \( \frac{h - h'}{k - k'} \) are fractions of the first half in descending order for increasing values of \( \frac{h}{k} \). Diagonally we represent it as

\[
\frac{h}{k} \quad \frac{h'}{k'} \quad \text{in outer half}
\]

\[
\frac{h}{k} \quad \frac{h'}{k'} \quad \text{in inner half}
\]

We here only give a proof to show that \( \frac{h + h'}{k + k'} \), and \( \frac{h - h'}{k - k'} \) are in the inner half but do not prove the order of arrangement.

**Proof.** For \( \frac{h}{k}, \frac{h'}{k'} \), the proof has been given (previous paper). The middle point of \( \left[ \frac{T_{i-1}}{T_n}, \frac{T_i}{T_n} \right] = \frac{1}{T_{n-1} + 2} \).

Similarly middle of point of \( \left[ \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \right] = \frac{1}{T_{n-1} + 3} \).
That two conjugate fractions of the outer half of a conjugate stage differ in suffix by 1 can be established.

i.e. if \( \frac{h}{k} = \frac{T_i-(n-2)}{T_j} \) then \( \frac{h'}{k'} = \frac{T_i-(n-1)}{T_{j-1}} \)

\[
\frac{h + h'}{k + k'} = \frac{T_i-(n-1)+1}{T_{j+1}} \quad \epsilon I \quad \text{where } I \text{ is the interval.}
\]

and \( \frac{h - h'}{k - k'} = \frac{T_i-(n-1)-2}{T_{j-2}} \quad \epsilon I \)

Hence the proof.

**DEFINITION.** In an f.f. series order \( \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \) represents a stage. Let us take an f.f. series of order \( T_{n+1} \).

If there we take a stage \( \left[ \frac{T_i}{T_{n+1}}, \frac{T_{i+1}}{T_{n+1}} \right] \), then we say the two stages are corresponding stages. More generally in an f.f. series or order \( T_{n+k} \), \( \left[ \frac{T_i}{T_{n+k}}, \frac{T_{i+1}}{T_{n+k}} \right] \) is corresponding with reference to \( \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \) in the f.f. series of order \( T_n \).

We state here properties of corresponding stages. These can be proved using 1.3.

**THEOREM 3.4.12** If \( \left[ \frac{T_i}{T_n}, \frac{T_{i+1}}{T_n} \right] \) and \( \left[ \frac{T_i}{T_{n+k}}, \frac{T_{i+1}}{T_{n+k}} \right] \) stages then the number of terms in both are equal.
THEOREM 2.4.a. There exists a one-one correspondence between the denominators of these stages. If the denominator of the $q^{th}$ term of $\left[ \frac{T_i}{T_n} \frac{T_i+1}{T_n} \right]$ is $T_j$ then the denominator of the $q^{th}$ term of $\left[ \frac{T_i}{T_{n+k}} \frac{T_i+1}{T_{n+k}} \right]$ is $T_{i+k}$.

We can extend this idea further and produce one-one correspondence between $\left[ \frac{T_i}{T_n} \frac{T_i+1}{T_n} \right]$ and $\left[ \frac{T_i}{T_{n+k}} \frac{T_i+1}{T_{n+k}} \right]$, where $[\frac{a}{b}, \frac{c}{d}]$ stands for the set of fractions between $\frac{a}{b}$ and $\frac{c}{d}$ inclusive of both. A further extension would give that given two f.f. series one of order $T_n$ and other order $T_{n+k}$.

THEOREM 2.5.a. The numerator of the $r^{th}$ term of the first series equals the numerator of the $r^{th}$ term of the second.

THEOREM 2.5.b. If the denominator of the $r^{th}$ term of the first series is $T_j$, then the denominator of the $r^{th}$ term of the second is $T_{j+k}$. Precisely

a) If $\text{nr. of } f(r)n = \text{mr. of } f(r)n+k$

b) If $\text{dr. of } f(r)n = T_j$

$\text{dr. of } f(r)n+k = T_{j+k}$

where $\text{nr.}$ stands for numerator and $\text{dr.}$ for denominator. This can be proved using L.L. We can arrive at the same result by defining corresponding intervals.
**DEFINITION.** Two intervals, \( \left[ \frac{1}{T_i}, \frac{1}{T_i+1} \right] \) in an F.F. series of order \( T_n \) and \( \left[ \frac{2}{T_i-k}, \frac{2}{T_i-k} \right] \) in an F.F. series of order \( T_{n+k} \) are defined to be corresponding intervals.

The same one-one correspondence as in the case of corresponding stage exists for corresponding intervals. We can extend this correspondence in a similar manner to the entire F.F. series and prove that

a) \( \text{nr. of } f(r)_n = \text{nr. of } f(r)_{n+k} \)

b) If \( dr \) of \( f(r)_n = T_j \)

\( dr \) of \( f(r)_{n+k} = T_{j+k} \)

c) **Generalised F.F. Series.** We defined the F.F. series in the interval \( [0,1] \). We now define it in the interval \( [0,\infty) \).

**DEFINITION.** The F.F. series of order \( T_n \) is the set of all functions \( \frac{T_j}{T_i} \) \( j < n \) arranged in ascending order of magnitude \( i,j > 0 \). If \( i < j \) then the F.F. series is in the interval \( [0,1] \). The basis properties of the F.F. series for \( 0,1 \) are retained with suitable alterations.

**THEOREM 1.** \( f(r)_n \) is a point of symmetry if \( f(r+1)_n \) and \( f(r-1)_n \) have the same numerator (beyond \( \frac{1}{1} \)). If \( f(r)_n \) is a point of symmetry then \( f(r+k)_n \) and \( f(r-k)_n \) have the same numerator, if each fraction does not pass beyond the next G.F.I. in either side (beyond \( \frac{1}{1} \)).
2) A G.F.I. is a fraction with denominator $T_n$.

3) An interval is the set of fractions between two consecutive points of symmetry.

4) A point of symmetry has either numerator or denominator 1.

5) Beyond $\frac{1}{2}$, any interval is given by $\left[ \frac{T_{n-1}}{1}, \frac{T_n}{1} \right]$. The factor of this interval is again $T_{n-2}$. 

6) The two basic properties:
   a) $\frac{h + h''}{k + k''} = \frac{h'}{k'}$ and
   b) $kh' - h'' = T_{n-2}$ are retained.

7) If a) does not hold for $\frac{h'}{k'}$ being a point of symmetry, then

$$\frac{h'}{k'} = \frac{T_{n-1} h'' + T_{n-2} h}{T_{n-1} k'' + T_{n-2} k}$$

if $\frac{h}{k} < \frac{h'}{k'} < \frac{h''}{k''}$ ; ( $\frac{h'}{k'} = \frac{T_n}{1}$ ).

**NOTE.** Only in the case of $\frac{1}{2}$, and $\frac{1}{1}$ does a) hold good for $2 = 1 + 1$, and we do not accept 1 being split up.
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The Fibonacci Polynomials $F_n(x)$ are defined recursively by $F_0(x) = 0$, $F_1(x) = 1$, $F_n(x) = x F_{n-1}(x) + F_{n-2}(x)$. For complete information about Fibonacci Polynomials consult 'A primer for Fibonacci Numbers' (Bicknell and Hoggatt). In this paper we try to answer the following questions:

I. What can be said about $\frac{d F_n(x)}{dx}$ ?

II. What can be said about a convolution of Fibonacci Polynomials $\sum_{k=0}^{m} F_k(x) F_{m-k}(x)$ ?

In theorem 1 we give a simultaneous answer to these two questions. In the latter half of the paper we generalise $F_n(x)$ to $F_n(x, y)$ keeping theorem 1 in mind.

THEOREM 1. Let $f_n(x) = \sum_{k=0}^{n} F_k(x) F_{n-k}(x)$

then $f_n(x) = \frac{d F_n(x)}{dx}$.

Proof. We shall employ induction. The above theorem is true for $n = 0, 1$. Now let the theorem hold for $n = 1, 2, \ldots m$. Thus

$$\frac{d F_{m-1}(x)}{dx} = \sum_{k=0}^{m-1} F_k(x) F_{m-k-1}(x)$$

and

$$\frac{d F_m(x)}{dx} = \sum_{k=0}^{m-1} F_k(x) F_{m-k}(x) .$$
Now\[\frac{d F_{m+1}(x)}{dx} = \frac{d}{dx}\left\{xF_m(x) + F_{m-1}(x)\right\}\]
\[= x \frac{d F_m(x)}{dx} + F_m(x) + \frac{d F_{m-1}(x)}{dx}\]

Now \[\sum_{k=0}^{m+1} F_k(x) F_{m-k+1}(x) = \sum_{k=0}^{m+1} F_k(x) \left\{xF_{m-k}(x) + F_{m-k-1}(x)\right\}\]
\[= x \sum_{k=0}^{m+1} F_k(x) F_{m-k}(x) + \sum_{k=0}^{m+1} F_k(x) F_{m-k-1}(x)\]
\[= x \sum_{k=0}^{m} F_k(x) F_{m-k}(x) + x F_{m+1}(x) F_{-1}(x) + \sum_{k=0}^{m-1} F_k(x) F_{m-k-1}(x)\]
\[+ F_m(x) F_{-1}(x) + F_{m+1}(x) F_{-2}(x)\]
\[= x \frac{d F_m(x)}{dx} + \frac{d F_{m-1}(x)}{dx} + F_m(x)\]

by induction for the theorem works for \(n = 1, 2, \ldots, m\) and \(F_{-1}(x) = 1, F_{-2}(x) = -x\).

\[\frac{d F_{m+1}(x)}{dx} = \sum_{k=0}^{m+1} F_k(x) F_{m-k+1}(x).\]

Hence the theorem is true for \(n = m+1\). Thus by mathematical induction it is true for all integral values of \(n\).

Note: Define \(f_n(x) = \sum_{k=0}^{n} F_k(x) F_{n+k}(x)\).

It is clear that \(f_n(x) = (-1)^n f_n(x) = (-1)^n \frac{d F_n(x)}{dx}\).

THEOREM 2. Define the \(r\)th convolution sequence of polynomials by
\[ f_{n}^{n}(x) = \sum_{k=0}^{n} f_{k}^{n-1}(x) F_{n-k}(x) \]  
\[ \left[ f_{n}(x) = f'_{n}(x) \right] \]

Then \[ f_{n}(x) = \frac{d}{dx} F_{n}(x) = x \frac{1}{n!} . \]

**Proof.** The proof of theorem 2 follows from a more general theorem on \( F_{n}(x,y) \) given below.

**Generalisation:** We want a generalisation of \( F_{n}(x) \) to \( F_{n}(x,y) \) such that the convolution property in Theorems I and II hold. It is given as follows.

**DEFINITION.** Define \( F_{0}(x,y) = 0, \ F_{1}(x,y) = 1, \) and \( F_{n}(x,y) = x F_{n-1}(x,y) + y F_{n-2}(x,y). \)

The following properties can be deduced easily.

a) \( F_{n}(x,1) = F_{n}(x). \)
b) \( F_{-n}(x,y) = \left( -1 \right)^{n} \frac{F_{n}(x,y)}{y^{n}}. \)

We shall discuss some properties of \( F_{n}(x,y) \)

**THEOREM 2.** \[ \left[ \frac{\partial F_{n}(x,y)}{\partial y} \right] \bigg|_{y=1} = \frac{F_{n-1}(x)}{2}. \]

**Proof.** \( F_{n}(x,y) = x F_{n-1}(x,y) + y F_{n-2}(x,y). \)

Therefore \[ \frac{\partial F_{n}(x,y)}{\partial y} = x \frac{\partial F_{n-1}(x,y)}{\partial y} + F_{n-2}(x,y) + y \frac{\partial F_{n-2}(x,y)}{\partial y} \]

Let the theorem hold for \( n^{0} = 1, 2, \ldots, m-1. \) Now
\[
\frac{\partial F_m(x,y)}{\partial y} = x \frac{\partial F_{m-1}(x,y)}{\partial y} + F_{m-2}(x,y) + y \frac{\partial F_{m-2}(x,y)}{\partial y}
\]

Therefore
\[
\left[ \frac{\partial F_m(x,y)}{\partial y} \right]_{y=1} = x \frac{\partial F_{m-2}(x)}{\partial x} + F_{m-2}(x) + \frac{\partial F_{m-2}(x)}{\partial x}
\]

Thus the theorem is true by mathematical induction for positive integral values of \( n \).

**THEOREM 4.**
\[
\frac{\partial F_{n-1}(x,y)}{\partial x} = \frac{\partial F_n(x,y)}{\partial y}
\]

**Proof.** Again use induction. Let the theorem hold for 
\( n = 1, 2, \ldots m-1 \). By the definition of \( F_n(x,y) \),
\[
\frac{\partial F_m(x,y)}{\partial y} = x \frac{\partial F_{m-1}(x,y)}{\partial y} + F_{m-2}(x,y) + y \frac{\partial F_{m-2}(x,y)}{\partial y}
\]

\[
\frac{\partial F_{m-1}(x,y)}{\partial x} = x \frac{\partial F_{m-2}(x,y)}{\partial x} + F_{m-2}(x,y) + y \frac{\partial F_{m-2}(x,y)}{\partial x}
\]

Clearly \( \frac{\partial F_m(x,y)}{\partial y} = \frac{\partial F_{m-1}(x,y)}{\partial x} \).

Thus by induction the result holds for all positive integral values of \( n \).

**THEOREM 5.**
\[
\frac{\partial F_n(x,y)}{\partial x} = \frac{\partial F_{n+1}(x,y)}{\partial y} = \sum_{k=0}^{n} F_k(x,y)F_{n-k}(x,y).
\]

**Proof.** Let the theorem hold for \( n = 0, 1, \ldots m \), i.e.
i.e. \[
\frac{\partial F_{m-1}(x,y)}{\partial x} = \sum_{k=0}^{m-1} F_k(x,y) F_{m-k-1}(x,y)
\]
and \[
\frac{\partial F_m(x,y)}{\partial x} = \sum_{k=0}^{m} F_k(x,y) F_{m-k}(x,y). \]

Now \[
\frac{\partial F_{m+1}(x,y)}{\partial x} = x \frac{\partial F_m(x,y)}{\partial x} + F_m(x,y) + y \frac{\partial F_{m-1}(x,y)}{\partial x},
\]

since the theorem is true for \(n = 1, 2, \ldots, m\), and \(F_{-1}(x,y) = \frac{1}{y}\)
y \(F_{-2}(x,y) + F_{-1}(x,y) x = 0\). Hence

\[
\frac{\partial F_{m+1}(x,y)}{\partial x} = \sum_{k=0}^{m+1} F_k(x,y) F_{m-k+1}(x,y).
\]

The theorem holds for \(n = 0, 1\). Hence by induction it is true for all positive integral values of \(n\).
THEOREM 6. Define $f_n^r(x, y) = \sum_{k=0}^{n} f_{k}^{r-1}(x, y) F_{n-k}(x, y)$

where $f_n(x, y) = f_n^1(x, y) = \sum_{k=0}^{n} F_k(x, y) F_{n-k}(x, y)$, $r \geq 1$.

Then $f_n^r(x, y) = \frac{\partial F_n(x, y)}{\partial x^r} \times \frac{1}{r!}$.

Proof. Let the theorem hold for $n = 0, 1, 2, \ldots, m$ for a fixed 'r'. That is

$\frac{\partial F_m(x, y)}{\partial x^r} = r! \sum_{k=0}^{m} f_{k}^{r-1}(x, y) F_{m-k}(x, y)$

and

$\frac{\partial F_{m-1}(x, y)}{\partial x^r} = r! \sum_{k=0}^{m-1} f_{k}^{r-1}(x, y) F_{m-k-1}(x, y)$.

Now

$\frac{\partial F_{m+1}(x, y)}{\partial x^r} = x \frac{\partial F_n(x, y)}{\partial x^r} + r \frac{\partial F_n(x, y)}{\partial x^{r-1}} + y \frac{\partial F_{n-1}(x, y)}{\partial x^r}$

and

$r! \sum_{k=0}^{m+1} f_{k}^{r-1}(x, y) F_{m-k+1}(x, y) = r! \sum_{k=0}^{m+1} f_{k}^{r-1}(x, y) x F_{m-k}(x, y)$

$+ y F_{m-k}(x)$

$= r! \sum_{k=0}^{m} f_{k}^{r-1}(x, y) F_{m-k}(x, y) + r! y \sum_{k=0}^{m-1} f_{k}^{r-1}(x, y) F_{m-k-1}(x, y)$

$+ r! x f_{m+1}^{r-1}(x, y) F_{m-1}(x, y) + r! y f_{n+1}^{r-1}(x, y) F_{n+1}(x, y)$

$+ r! y f_{n+1}(x, y) F_{n+2}(x, y)$.
Thus the theorem is true by induction for all positive integral
subscript (n) for each up to 'r'. But it's true for (r+1) when
n = 0,1. Thus by mathematical induction it's true for all r = 1, and
n 0.

NOTE: Theorem 2 follows by substituting y = 1.

We shall conclude by giving a generator matrix for F_n(x,y).

Let \( Q' = \begin{bmatrix} x & y \\ 1 & 0 \end{bmatrix} \)

and \( Q = \begin{bmatrix} x & 1 \\ 1 & 0 \end{bmatrix} \) the famous matrix.

**THEOREM 7.** \((Q')^{n-1}\). 

\[ Q = \begin{bmatrix} F_{n+1}(x,y) & F_n(x,y) \\ F_n(x,y) & F_{n-1}(x,y) \end{bmatrix} \]

The proof is given by induction.

since \( \{\text{Det} (Q')\}^n = \text{Det} \{ (Q')^n \} \) we have

**THEOREM 8.** \( F_{n+1}(x,y) F_{n-1}(x,y) - \{F_n(x,y)\}^2 = (-1) (-y)^{n-1}. \)
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Suppose we have a sequence of sets \( \mathcal{A}_n \) where \( \mathcal{A}_n \) contains \( \left\lfloor \frac{n+1}{2} \right\rfloor \) elements where \( \left\lfloor x \right\rfloor \) stands for the largest integer \( x \). Hence \( \mathcal{A}_n \) can be written as

\[
\mathcal{A}_n = \left\{ a_n, 1, a_n, 2, \ldots, a_n, \left\lfloor \frac{n+1}{2} \right\rfloor \right\}
\]

These members of \( \mathcal{A}_n \) can be successively written on a rising diagonals on a triangle which has the shape of the Pascal triangle

\[
\begin{array}{cccccc}
& & & a_3 & & \\
& & a_2 & & a_4 & \\
& a_1 & & a_5 & & a_6 \\
\end{array}
\]

It can be seen easily that \( f_n^r(x) \) is of the Fibonacci Polynomial type in the sense that if the coefficient of \( x^r \) is positive, that of \( x^{r-1} \) is zero, and \( x^{r-2} \) is non-zero. Hence if \( f_n^r(x) \) is written in the form \( a_0 x^k + a_1 x^{k-2} + \cdots \), then the set \( \{ a_0, a_1, \ldots \} \) is of the type \( \mathcal{A}_n \). Let us form a sequence of such sets from the first non-zero values of \( f_n^r(x) \).
We call this as the \( r \)th convolution triangle of Fibonacci Polynomials, represented thus:

**THEOREM.** Take the \( n \)th row of the \( r \)th convolution triangle.

Let the elements in order be

\[
b_{n,0}, b_{n,1}, b_{n,2}, \ldots, b_{n,n}.
\]

Then

\[
b_{n,i} = \binom{n+r}{r} \cdot \binom{n}{i} \quad \text{where} \quad \binom{n}{k} = \frac{n!}{k!(n-k)!}.
\]

**Proof.** The first non-zero value of \( r_n(x) \) is when \( n = 1 \).

Moreover, the \( x \) members of \( n \) rising diagonal of the \( r \)th convolution triangle, are the successive coefficients of \( r_{n+r+1}(x) \). The theorem follow immediately from the following result:

\[
r_{n+r+1}(x) = \frac{d}{dx} r_{n+r+1}(x) = \frac{1}{r!} \int_0^1 (n+r-j) \frac{j^{n-r}}{(n-1)!} \cdot 2-2j.
\]

This proves the theorem.

**Example:** The 1st convolution triangle is:

\[
\begin{array}{ccccccc}
1 \\
2 & 2 \\
3 & 6 & 3 \\
4 & 13 & 12 & 4 \\
5 & 20 & 30 & 20 & 5 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

Note 2, 2 = 2(1, 1), 3, 6, 3, = 2(1, 2, 1), 4, 1 12, 4 = 4(1, 3, 1).

Each row has a common factor.

**Reference.**

A primer for the Fibonacci Numbers, Fibonacci Association of America edited by Majorie Bicknell and V.K.Hoggatt Jr.
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**FIBONACCI NUMBERS AND HOGGATT'S ARRAYS**

Krishnaswami Alladi  
Vivekananda College, Madras, INDIA.

Hoggatt [1], [2] proposed two arrays of numbers given below in connection with problem on Fibonacci numbers, and stated that the row sums in each array was a Fibonacci number.

1) Hoggatt Steps

<p>| | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>22</td>
<td>7</td>
<td>11</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>56</td>
<td>16</td>
<td>27</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>89</td>
<td>145</td>
<td>33</td>
<td>65</td>
<td>122</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2) Array of hope

<p>| | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>22</td>
<td>16</td>
<td>11</td>
<td>5</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

...
Let \( n_{S_{r}} \) represent the \( n \)th row \( r \)th column element in the first array and \( n_{h_{r}} \) the corresponding element in the second. The Hoggatt steps is formed by the relation

\[
(1) \quad n_{S_{r+1}} = n_{S_{r}} + n_{-1}S_{r+1}
\]

and

\[
(2) \quad n_{S_{r}} = n_{h_{r}+1} \quad \text{if } r \text{ is odd}
\]
\[
(3) \quad n_{S_{r}} = n_{h_{r}+1} \quad \text{if } r \text{ is even}
\]

The Array of Hope is formed with the relation

\[
(3) \quad n_{h_{r}} = n_{-1}h_{r} + n_{-1}h_{r-1}
\]

We shall now state a number of identities which give various methods of forming Fibonacci numbers with the above arrays.

As stated by Hoggatt

\[
(4) \quad n_{h_{1}} + n_{h_{2}} + n_{h_{3}} + \ldots + F_{2n-1}
\]
\[
\text{and}
\]
\[
(5) \quad n_{S_{1}} + n_{S_{2}} + n_{S_{3}} + \ldots + F_{2n}
\]
It is indeed remarkable, that we get Fibonacci numbers inspite of the transformation given in (2). We may strengthen (4) by setting

\[ n_{h_1} + n_{h_3} + n_{h_5} + \cdots = F_{2n-2} \]

\[ n_{h_2} + n_{h_4} + n_{h_6} + \cdots = F_{2n-3} \]

and

\[ n_{s_1} + n_{s_3} + n_{s_5} + \cdots = F_{2n-2} \]

\[ n_{s_2} + n_{s_4} + n_{s_6} + \cdots = F_{2n-1} \]

(5) and (6) clearly \( \Rightarrow 4 \).

Consider the Pascal triangle given \( \gamma \)

\[
\binom{n}{\gamma} = \binom{n-1}{\gamma} + \binom{n-1}{\gamma-1}, \quad \binom{n}{\gamma} = \frac{\lambda^n}{\gamma!(n-\gamma)!}, \quad n, \gamma \geq 0, \quad n, \gamma
\]

<table>
<thead>
<tr>
<th>n</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>3</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>5</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td></td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
</tbody>
</table>
We find that the following 5 identities hold

(7) \( n_2 \times 0_5 = F_2 \times n-2 \quad \eta > 1 \)

(8) \( n_3 \times 0_2 = F_2 \times n-5 \quad \eta > 3 \)

(9) \( n_4 \times 0_3 = F_2 \times n-4 \quad \eta > 4 \)

(10) \( n_5 \times 0_4 = F_2 \times n-7 \quad \eta > 5 \)

(11) \( n_6 \times 0_5 = F_2 \times n-6 \times (\eta-3) \quad \eta > 6 \)

Identities 7, 8, 9, 10, 11, also hold for \( n_{ht} \) with the transformation (2) being introduced.

We first note that both in Hoggatt's steps and in the Array of Hope the first column contained Fibonacci numbers

\( F_{-1, F_3, F_5, F_7, \ldots} \)

We here form two new arrays with the first column having

\( F_2, F_4, F_6, F_8, F_{10}, \ldots \) We call these arrays as Hoggatt step (2) and array of Hope (2).

Let us denote the rth column, nth row elements by \( n_{s, \gamma} \) and \( n_{h, \gamma} \) respectively.
Hoggatt Steps (2)

\[
\begin{array}{cccc}
1 & 1 \\
3 & 4 \\
8 & 12 & 1 & 1 \\
21 & 33 & 5 & 6 \\
55 & 88 & 17 & 23 & 1 & 1 \\
144 & 232 & 50 & 73 & 7 & 8 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

Array of Hope (2)

\[
\begin{array}{cccc}
1 \\
3 & 1 \\
8 & 1 & 1 \\
21 & 12 & 5 & 1 \\
55 & 5 & 17 & 6 & 1 \\
144 & 72 & 50 & 23 & 7 & 1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

Relation (2) holds here

\[(2') \quad n_0^r = n_{h_1}^r \quad \text{if } r \text{ is odd} \]
\[n_0^r = n_{h_1}^{r+1} \quad \text{if } r \text{ is even} \]

We have the Pascal identities for these arrays also.

\[(12) \quad n_{h_2}^1 + n_{c_0}^0 = F_{2n-1} \quad n > 2 \]
\[(13) \quad n_{h_3}^1 + n_{c_1}^0 = F_{2n-2} \quad n > 3 \]
(14) consider the sequence of numbers which when added to give Fibonacci numbers

\[ 4H'_4 + 5 = F_5 \quad 5H'_5 + 7 = F_7 \quad 6H'_6 + 11 = F_9 \ldots \]

In general

\[ nH'_4 + U_n = F_{2n-3} \quad \text{where } U_n \text{ is the } n\text{th term of } 4, 7, 11, 16, 22, \ldots. \]

It is interesting that \( V_n = U_n - U_{n-1} \) is the sequence 3, 4, 4, 5, 7, 8, ..... .

Identities 12, 13, and 14 hold for \( s \), also, with the transformation introduced by (2)'.

It is true that in the two arrays introduced by us the row sums are not Fibonacci numbers. But we could get Fibonacci numbers by another method.

Let \( H_n = nH'_1 + nH'_2 + \cdots + nH'_n \).

Then

\[ H_n - 2H_{n-1} = F_{2n-1} \quad n > 1 \]

In fact if \( H_n = nH'_1 + nH'_3 + nH'_5 + \cdots \quad \text{and} \quad H_n = nH'_2 + nH'_4 + nH'_6 + \cdots \quad \text{we get } \]

\[ (15) \quad H_n - 2H_{n-2} = F_{2n-2} \quad n > 2 \]

\[ (16) \quad H_n - 2H_{n-3} = F_{2n-3} \quad n > 3 \]
which is similar to (5) and (6).

Further if
\[ S_n = n S'_i + n S'_2 + n S'_3 + \ldots n S'_{n-1} + \ldots \]
\[ S'_n = n S'_i + n S'_2 + n S'_3 + \ldots \]
\[ S'^c_n = n S'_2 + n S'_4 + n S'_6 + \ldots \]

(17) \[ S_n - 2 S_{n-1} = F_{2n} \]
\[ S'_n - 2 S'_{n-1} = F_{2n-2} \quad n \geq 1 \]
\[ S'^c_n - 2 S'^c_{n-1} = F_{2n-1} \]

Let us now extend the Array of Hope (2) in a two dimensional plane and produce values of \( n_{h',v}, n_{h,v} \) being integers

\[
\begin{array}{cccccccc}
5 & -8 & 12 & -17 & 3 & 30 & 38 \\
-2 & -3 & 4 & -5 & 6 & -7 & 3 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 & 0 & 0 & 0 \\
5 & 3 & 1 & 0 & 0 & 0 & 0 \\
13 & 2 & 1 & 0 & 0 & 0 & 0 \\
34 & 21 & 12 & 5 & 1 & 0 & 0 \\
89 & 55 & 33 & 17 & 6 & 1 & 0 \\
233 & 144 & 88 & 50 & 3 & 7 & 1 \\
\end{array}
\]
It is evident that

\[(18) \quad \eta h_1^{\prime} + \eta + h_2^{\prime} + \eta + h_3^{\prime} + \ldots + \eta + h_{\gamma + 1}^{\prime} = h_{\gamma + 1}^{\prime} - \eta h_D^{\prime} \]

If \( \eta < 0 \), and \( \gamma = -\eta \), then (18) implies that the sum of numbers in every descending diagonal of the first quadrant is a Fibonacci Numbers. But surprisingly these numbers the descending diagonals are the numbers on the rows of the Array Hope (2) with alternate (-) signs. Hence transforming the numbers in the first quadrant a triangle we get

\[
\begin{array}{cccccc}
-1 & & & & & \\
-3 & 1 & & & & \\
-3 & 4 & -1 & & & \\
-21 & 12 & -5 & 1 & & \\
-55 & 33 & -17 & 6 & -1 & \\
\end{array}
\]

This gives us the following result

\[
| \eta h_1^{\prime} - \eta h_2^{\prime} + \eta h_3^{\prime} - \eta h_4^{\prime} + \ldots | = h_{\gamma - 1}^{\prime} \quad \eta > 0
\]

This is analogous to (4).
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INTRODUCTION

Magic squares have been a sort of mathematical recreation and for centuries people have known its mystic properties. In this paper we shall give a mathematical transformation which shall transform the normal \((n \times n)\) array of consecutive integers into a magic square. In the second part of this paper we shall study this transformation on matrices. Throughout we consider 'n' as an odd positive integer.

Part I. (Magic squares)

DEFINITION 1.1. We define \(N\) to be the \(n \times n\) matrix (square

\[
\begin{bmatrix}
1 & 2 & 3 & \ldots & n \\
(n+1) & (n+2) & \ldots & 2n \\
\vdots & \vdots & \ddots & \vdots \\
(n(n-1)+1) & \ldots & \ldots & n^2
\end{bmatrix}
\]

DEFINITION 1.2. An element of the \(i\)th row \(j\)th column of a matrix \(A\) is denoted by \((i,j) \in A\).

DEFINITION 1.3. If \((x_1, x_2, \ldots, x_n)\) is an 'tuple' we define the operator \(\tau\) as

\[
\tau(x_1, x_2, \ldots, x_n) = (x_n, x_1, \ldots, x_{n-1})
\]

\[
\tau^k(x) = \tau(\tau \cdots \tau(x^2) \cdots) \text{ \& times.}
\]
DEFINITION 1.4. Consider the square $N(n \times n)$. Take the row elements, i.e. $(1,1, (1,2) \ldots (1,n)$

Let $\mathcal{T}^k (x_1, x_2, \ldots x_n) = (x'_1, x'_2, \ldots x'_n)$

and $\mathcal{T}^{-k} (i, 2, 3, \ldots n) = (x'_1, x'_2, \ldots x'_n)$

Form a new matrix under the mapping

$$(i, j) \rightarrow (x'_j, x'_j)$$

and call it $\mu, N = M$. We say $M$ is a magic square of order $(n : n)$

THEOREM 1.1. The matrix $M$ has the same elements of rearranged.

Proof. Since every element of $N$ has been mapped in $M$, our theorem is proved if we show that no two elements of $M$ are mapped to the same element in $N$. Let $(i_1, j_1)$ and $(i_2, j_2) \in N$ be mapped to $(i^*, j^*) \in M$. Then by Definition 1.4 we have

$$j_1 - \left( \frac{n+1}{2} - i_1 \right) \equiv i^* \pmod{n} \quad (1.)$$

$$j_1 + \left( \frac{n+1}{2} - i_1 \right) \equiv j^* \pmod{n} \quad (1.)$$

$$j_2 - \left( \frac{n+1}{2} - i_2 \right) \equiv i^* \pmod{n} \quad (1.)$$

$$j_2 + \left( \frac{n+1}{2} - i_2 \right) \equiv j^* \pmod{n} \quad (1.)$$

Now $(11 + (1,2)$ gives

$$2j_1 \equiv i^* + j^* \pmod{n} \quad (1.)$$
and $(1.3) + (1.4)$ gives

\[2j_2 \equiv i^* + j^* \pmod{n} \tag{1.3}\]

\[2j_1 \equiv 2j_2 \pmod{n} \text{ or } j_1 \equiv j_2 \pmod{n} \text{ for } n \text{ is odd} \tag{1.7}\]

\[i_1 \equiv i_2 \pmod{n} \tag{1.8}\]

But $i_1, i_2, j_1, j_2$ are all $\leq n$ and $n$ is odd. Hence $i_1 = i_2$ and $j_1 = j_2$. This means the theorem is true.

**THEOREM 1.2.** The elements of the $i$th row of $M$ form a set of incongruent residues modulo $n$.

The elements of the $i$th column of $M$ form a set of incongruent residues modulo $n$.

**Proof.** Let $(i, j_1)$ and $(i, j_2)$ in $M$ and let them belong to the same residue class modulo $n$. Let $(i_3, j_3), (i_4, j_4) \in M$ be mapped to $(i, j_1) (i, j_2) \in M$ respectively. Then

\[j_3 - \left(\frac{n+1}{2} - i_3\right) \equiv i \pmod{n} \tag{1.9}\]

\[j_3 + \left(\frac{n+1}{2} - i_3\right) \equiv j_1 \pmod{n} \tag{1.10}\]

\[j_4 - \left(\frac{n+1}{2} - i_4\right) \equiv i \pmod{n} \tag{1.11}\]

\[j_4 + \left(\frac{n+1}{2} - i_4\right) \equiv j_2 \pmod{n} \tag{1.12}\]

Since $(i, j_1)$ and $(i, j_2)$ belong to the same residue class $j_2 = n$. Hence $(1.9) - (1.11)$ gives

\[i_3 - i_4 \equiv 0 \pmod{n} \text{ and } i_3, i_4 \leq n \tag{1.13}\]
so \( i_3 = i_4 \) and \( j_3 = j_4 \). This implies that the same element of \( M \) is mapped to two elements of \( N \). This is a contradiction. Hence the first statement of Theorem 1.2 is correct.

The second statement might be proved by replacing \((i_1, j_1)\) and \((i_2, j_2)\) by \((i_1, j)\) and \((i_2, j)\) respectively. Hence the theorem proved.

**THEOREM 1.3.** No two elements of the same row in \( M \) belong to the same row in \( N \).

No two elements of the same column of \( N \) belong to the same row in \( N \).

**Proof.** Let \((i_3, j_3), (i_4, j_4) \in N \) be mapped to \((i_1, j_1)\) and \((i_2, j_2) \in M \). This gives rise to equation (3), (1.10), (1.11) and (1.12). If \((i_1, j_1)\) and \((i_2, j_2)\) belong to the same row in \( N \). Then \( i_3 = i_4 \). Now (1.9) - (1.11) gives

\[ j_3 \equiv j_4 \pmod{n} \quad \text{and} \quad j_3j_4 \leq n \tag{1.14} \]

which is again a contradiction. Hence the theorem.

**THEOREM 1.4.** The sum of the numbers in any row, column or diagonal of \( M \) is the constant \( \frac{n(n^2 + 1)}{2} \).

**Proof.** Take the \( i \)th row of \( N \) consisting of elements

\((i, 1) \quad (i, 2) \ldots \quad (i, n)\)

Let \((i, j) = a_j n + b_j \quad \text{where} \quad b_j < n \).
Theorem (1.2) says that the b's are 1, 2, 3, ..., n in some order, and Theorem 1.3 says that the j's are 0, 1, 2, ..., n- in some order.

Hence \[ \sum_{j=1}^{n} a_j n + b_j = \frac{n(n^2 - 1)}{2} \]

The same result holds for the columns also. As far as the diagonals of \( N \) are concerned, they are the elements of the middle row and middle column of \( N \). Hence the sum here is also \( \frac{n(n^2 - 1)}{2} \), which proves the theorem.

**DEFINITION 1.5.** Let \((i, j)\) and \((i^*, j^*)\) be elements of an \((n \times n)\) matrix. If \( i + i^* = j + j^* = n \) we say they are corresponding elements.

**THEOREM 1.5.** Let \((i, j), (i^*, j^*) \in N\) and let them be corresponding. If \((i, j)\) and \((i^*, j^*)\) are mapped to \((p, q)\) and \((p^*, q^*)\) in \( N \) then \((p, q)\) and \((p^*, q^*)\) are corresponding elements and conversely.

**Proof.** We have the following 2 congruences:

\[ j - \left( \frac{n+1}{2} - i \right) \equiv p \pmod{n} \]  \hspace{1cm} (1.5)

\[ j + \left( \frac{n+1}{2} - i \right) \equiv q \pmod{n} \]  \hspace{1cm} (1.3)

\[ j^* - \left( \frac{n+1}{2} - i^* \right) \equiv p^* \pmod{n} \]  \hspace{1cm} (1.7)

\[ j^* + \left( \frac{n+1}{2} - i^* \right) \equiv q^* \pmod{n} \]  \hspace{1cm} (1.9)

Now (1.15) + (1.17) gives

\[ (j+j^*) + (i+i^*) - (n+1) \equiv p+p^* \pmod{n} \]  \hspace{1cm} (1.10)
But \( i+i^* = j+j^* = n+1 \). Hence \( p+p^* = n \). This implies \( q+q^* = n+1 \).

Hence \((p,q)\) and \((p^*,q^*)\) are corresponding elements in \( M \). The converse is also true since there are a many corresponding elements in \( M \) as in \( N \).

**Theorem 1.6.** Let \((i,j)\) and \(i^*,j^*\) be elements of \( M \). Let \((p,q)\) and \((p^*,q^*)\) be their corresponding elements. Then

\[
(i,j) - (p,q) = (p^*,q^*) - (i,j^*)
\]
or

\[
(i,j) + (i^*,j^*) = (p,q) + (p^*,q^*) = n^2 + 1.
\]

**Proof.** Let \((i_1,j_1)\) \((i_1^*,j_1^*)\) \((p_1,q_1)\) \((p_1^*,q_1^*)\) be any elements of \( M \) be matched to \((i,j)\) \((i^*,j^*)\) \((p,q)\) \((p^*,q^*)\) respectively. Then \((i_1,j_1)\) and \((p_1,q_1)\) are corresponding elements. Further \((i_1,j_1)\) and \((p_1,q_1)\) are corresponding elements. Similarly \((i_1^*,j_1^*)\) and \((p_1^*,q_1^*)\) are also corresponding elements. Finally, let

\[
(i_1,j_1) + (p_1,q_1) = n^2 + 1
\]

and

\[
(i_1^*,j_1^*) + (p_1^*,q_1^*) = n^2 + 1.
\]

Thus

\[
(i,j) + (p,q) = (i^*,j^*) + (p^*,q^*) = n^2 + 1,
\]

which proves Theor 1.6.

**Definition 1.6.** If \( 0 < k < n \), we define \( D_k \) to be the Kth off diagonal of \( M \) consisting of elements \((1,k+1)\) \((2,k+2)\) \((n-k,n)\) \((n-k+1,1)\) \((n-k-1,2,3)\) \((n,k)\) We call these \( D_{k,1}, D_{k,2}, \ldots, D_{k,n} \) respectively.
THEOREM 2. If the residues mod n of $D_{k,1}, \ldots, D_{k,n}$ are taken in order they are

$$v^k(1,2,\ldots,n) \text{ where } n' = 1 \text{ or } 2n' + 1 = n.$$  

Proof. Let $j > n-k$ and take the element $D_{k,j} = (i+j) \in N$. We would have to show that

$$D_{k,j} \equiv j-n'k \pmod{n}.$$  

Let $(i_1,j_1)$ be the element mapped to $1$, $j$. We have

$$j_1 - \left(\frac{n+1}{2} - i_1\right) \equiv j \pmod{n}.$$  

$$j_1 + \left(\frac{n+1}{2} - i_1\right) \equiv k+j \pmod{n}.$$  

giving

$$2j_1 \equiv (n+1)-k \pmod{n}.$$  

$$2j_1 \equiv 2j+k \pmod{n}.$$  

Now $2D_{k,j} = n(i_1-1) + 2j + k \equiv 2(n'k) \pmod{n}$ where $n = \frac{n-1}{2}$.

Hence $D_{k,j} \equiv j-n'k \pmod{n}$ for $n$ odd. As for the case $n > j > n-k$ the proof is similar. Hence the theorem.

THEOREM 1.2. In the $k$th off diagonal $D_k \in N$ all the elements belong to the same row in $N$.

We know that $D_{k,1}, D_{k,2}, \ldots, D_{k,n}$ are the elements $(1, 1)$, $(2, k+2)$, ..., $(n-k, k)$, $(n-k+1, 1)$, ..., $(n, j)$. It can be shown that if $(i,j) \in N$ is mapped to $(1,k+1)$ then $(i,j+1)$ is mapped to $(2, 2)$, $(i,j+2)$ to $(3,k+3)$, ..., where the $j+p'$s are reduced modulo $n$, since
the following congruences are simultaneously satisfies

\[ j + k - \left( \frac{n+1}{2} - 1 \right) \equiv k + 1 \pmod{d \cdot n} \]

\[ j + k + \left( \frac{n+1}{2} - 1 \right) \equiv k + 1 \pmod{d \cdot n} \quad k = 1, 2, 3, \ldots \]

**COROLLARY.** As a corollary to the above theorem we may deduce the following result. If we define \( D_k^c \) be the centre of the \( k \)th off diagonal if \( t \) lies on \( D_k \) and on the diagonal \((1,n),(n,1)\), then

\[
(1,k+1) + (n-k,k) = 2D_k^c
\]

\[
(2,k+2) + (n-k-1,k-1) = 2D_k^c
\]

\[
\ldots \ldots \ldots \quad \text{for one part of } D_k \text{ and}
\]

\[
(n-k+1,1) + (n,k) = 2D_k^c
\]

\[
(n-k+2) + (n-k,k-1) = 2D_k^c
\]

\[
\ldots \ldots \quad \text{in the other part}
\]

**Proof.** The proof of this corollary is given by combining the statements of Theorem 1.8 and 1.9.

**Part II: MATRIX TRANSFORMATIONS**

We shall now investigate some interesting invariants under the transformation on \( N \), generalised now to any matrix. Hence given a matrix \( A \) of dimension \((n \times n)\) \( n \) being \( d \) we form \( \mu \cdot A \).
DEFINITION 2.1. Four members $i_2, j_3$ and $(i_4, j_4)$ preserve symmetry if

\[ i_1 - i_3 \equiv j_2 - j_4 \pmod{n} \]  
\[ i_2 - i_4 \equiv j_3 - j_1 \pmod{n} \]

THEOREM 2.1. If four elements when mapped to $\mu(A)$, they still satisfy $S_1$ and vice versa.

Proof. We prove the converse first. Let $(i_k, j_k)$ be mapped to $(i_k, j_k)$ such that $k = 1, 2, 3, 4 \in \mu(A)$. Further let $(i_k, j_k)$, $k = 1, 2, 3, 4$, preserve $S_1$. Then we have

\[ j_k^* - \left( \frac{R + 1}{2} - i_k^* \right) \equiv i_k \pmod{n} \] (3)
\[ j_k^* + \left( \frac{R + 1}{2} - j_k^* \right) \equiv i_k \pmod{n} \] (4)

Now

\[ i_1 - i_3 \equiv j_1^* + i_1^* - j_3^* \pmod{n} \] (5)
\[ j_2 - j_4 \equiv j_2^* + i_2^* - j_4^* \pmod{n} \] (6)

But (2.1) we have

\[ (j_1^* - j_3^*) + (i_1^* - i_3^*) \equiv (j_2^* - j_4^*) - (-i_2^*) \pmod{n} \] (7)

Now (2.7) and (2.3) give

\[ 2(i_1^* - i_3^*) \equiv 2(j_2^* - j_4^*) \pmod{n} \]
\[ 2(i_2^* - i_4^*) \equiv 2(j_3^* - j_1^*) \pmod{n} \]
for 'n' is odd. Hence \( S_1 \) is preserved. The statement of Theorem 2.1 is true for there are just as many elements in \( \mu \) preserving \( S_1 \) as there are in \( A \).

**DEFINITION 2.2.** Four elements \((i_k, j_k)\) \( k = 1, 2, 3, 4 \), in matrix \( A(n \times n) \) are said to preserve \( S \) if

\[
\begin{align*}
i_1 + i_3 &\equiv i_2 + i_4 \pmod{1} \\
j_1 + j_3 &\equiv j_2 + j_4 \pmod{r}
\end{align*}
\]

**THEOREM 2.2.** If four elements of a Matrix \( A \) satisfy \( S \) then when mapped to \( \mu A \) they still satisfy \( S_2 \) and vice versa.

**Proof.** Let \((i^*_k, j^*_k)\) \( k = 1, 2, 3, 4 \) \( A \) be mapped respect ely to \((i^*_k, j^*_k) \in \mu A \). Further let \((i_k, j_k)\) \( k = 1, 2, 3, 4 \) preserve \( S \). Then

\[
\begin{align*}
j^*_k - (\frac{r+1}{2} - i^*_k) &\equiv i^*_k \pmod{1} \\
j^*_k + (\frac{r+1}{2} - i^*_k) &\equiv j^*_k \pmod{r}
\end{align*}
\]

Now (2.11) and (2.13) together with (2.9) give

\[
(i^*_1 + i^*_3) + (j^*_1 + j^*_3) \equiv (i^*_2 + i^*_4) + (j^*_2 + j^*_4) \pmod{n} \quad (2.4)
\]

and (2.11) and (2.12) together with (2.10) give

\[
(i^*_1 + i^*_3) - (j^*_1 + j^*_3) \equiv (i^*_2 + i^*_4) - (j^*_2 + j^*_4) \pmod{n} \quad (2.5)
\]

which is

\[
\begin{align*}
i_1 + i_3 &\equiv i_2 + i_4 \pmod{1} \\
j_1 + j_3 &\equiv j_2 + j_4 \pmod{r}
\end{align*}
\]
This is precisely $S_2$. The statement of Theorem 2.3 is obviously true for there are just as many elements in $u.A$ preserving as there are in $H$.

**DEFINITION 3.3.** Four elements of a matrix $A(n \times n)$ $(i_k, j_k)$ $k = 1, 2, 3, 4$ preserve $S_3$ if

$$i_1 - i_3 \equiv i_2 - i_4 \pmod{m} \quad (2.3)$$

$$j_1 - j_3 \equiv j_2 - j_4 \pmod{m} \quad (2.3)$$

**THEOREM 2.3.** If four elements of a matrix $A$ preserve $S_3$, then when mapped to $u.A$, they still preserve $S_3$ and conversely.

**Remark.** Let us conceive of a figure inside a matrix. Let us say four elements of a matrix $(i_k, j_k)$ for a figure (quadrilateral or rhombus) if their corresponding positions on a lattice form a quadrilateral or rhombus. Squares with vertices $(i_k, j_k)$ $k = 1, 3, 4$, satisfy the relation

$$i_1 - i_3 = j_2 - j_4$$

$$i_2 - i_4 = j_3 - j_1$$

which $S_1$. \quad (2.1)

A parallelogram satisfies

$$i_1 + i_3 = i_1 + i_4$$

$$j_1 + j_3 = j_2 + j_4$$

which $S_2$ \quad (2.1)

In general we may say that our transformation maps mostly parallelograms to parallelograms, squares to squares etc.

**DEFINITION 2.5.** An alternative definition for corresponding elements could be given.
Let $\Delta$ be the distance function such that

$$\Delta \left( (i_1, j_1), (i_2, j_2) \right) = \langle i_1, j_1 \rangle - \langle i_2, j_2 \rangle$$

where $\langle a, b \rangle = (a-1)n+b$

We say two elements $(i_1, j_1), (i_2, j_2) \in A$ are corresponding if

$$\Delta \left( (i_1, j_1), \left( \frac{n+1}{2}, \frac{n+1}{2} \right) \right) = \Delta \left( \left( \frac{n+1}{2}, \frac{n+1}{2} \right), (i_2, j_2) \right). \quad (2. \ )$$

**Theorem 2.5.** Definition 1.5 $\iff$ Definition 2.5.

**Proof.**

$$\Delta \left( (i_1, j_1), \left( \frac{n+1}{2}, \frac{n+1}{2} \right) \right) = \left( \frac{n+1}{2} - j_1 \right) + \left( \frac{n+1}{2} - i_2 \right) - (i_1 - j_1).$$

Clearly equation (2.19) holds if $i_1 + j_1 = n+1$.

Hence Definition 1.5 $\Rightarrow$ Definition 2.5.

Now let equation (2.19) hold, so that

$$n(i_1 + i_2 - 2) + j_1 + j_2 = n^2 + 1 \quad (2. \ )$$

let $i_1 + i_2 \neq n+1$ but $i_1 + i_2 = n + \delta$, $\delta > 0$.

This implies that (2.30) reduces to

$$n(n-1-\delta) + j_1 + j_2 = \delta + 1 \quad (2. \ )$$

This is false for $j_1 + j_2 > 1$ and $n(n-1+\delta) > n^2$ since $\delta > 0$.

Now let $i_1 + i_2 = n + 1 - \delta$, $\delta > 0$.

Now $j_1 + j_2 < 2n-1$ and $\delta < 1$, which implies that the left hand side $< n^2 - 1$. Hence $\delta = 0$ and $i_1 + i_2 = n + 1$.

Hence $j_1 + j_2 = n + 1$.

Thus Definition 2.5 $\Rightarrow$ Definition 1.5, and the theorem is proved.
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The Euler \( \phi \) function is the first function antrant to number theory comes across. In this paper we study a generalisation of the Euler function and discuss some interesting properties of 'error functions' defined through this generalisation.

**DEFINITION 1.** Let \( \phi(n, x) \) represent the number of \( m \leq x, (m,n) = 1 \quad m,n \in \mathbb{Z}^+ \). This implies that

\[
\phi(n, x) = \phi(n) \left[ x \right] = \sum_{m \leq x \atop (m,n) = 1} 1 \tag{1}
\]

where \( \left[ x \right] \) stands for the largest integer \( \leq x \).

Further if \( n \in \mathbb{Z}^+ \) and \( n = \prod_{i=1}^{r} p_i^{\alpha_i} \) where the \( p_i \)'s are distinct primes and \( \alpha_i \in \mathbb{Z}^+ \) then

\[
\phi(n, x) = \left[ x \right] - \sum_{0 \leq i \leq y} \left[ \frac{x}{p_i^{\alpha_i}} \right] + \sum_{0 \leq i < j \leq y} \left[ \frac{x}{p_i^{\alpha_i} p_j^{\alpha_j}} \right] \ldots \left( -1 \right)^{y} \sum_{i=1}^{r} \left[ \frac{x}{p_i^{\alpha_i}} \right] \tag{2}
\]

**DEFINITION 2.** If \( n = \prod_{i=1}^{r} p_i^{\alpha_i}, \quad n = 2^r, \quad \phi(n) = 1 \Rightarrow n = 1. \) Definition 2 together with (2) gives

\[
\left[ \frac{x}{n} \right] \phi(n) - \psi(n) < \phi(n, x) < \left[ \frac{x}{n} \right] \phi(n) + \psi(n) \tag{3}
\]

and \( \psi(n) \leq \tau(n) = 0 \quad (n \in \mathbb{N}) \quad \forall \varepsilon > 0 \quad [1] \tag{3a}

* Work done, while the author participated in the International Summer Institute in Number Theory (1977) at Ann Arbor, Michigan.

** the generalisation in Definition 1 is attributed to Cesaro, but the considerations of this paper are different.
Further, it is clear from (2) and (3) that

$$\lim_{x \to \infty} \frac{\phi(n, x)}{n} \to 1$$

We shall now need two more properties of $\phi(n, x)$ to prove the theorems that follow. Since $(m, n) = 1$ implies $(n-m, n) = 1$ we have

$$\phi(n, x) + \phi(n, n-x) = \phi(n) + 1 \text{ if } (n, x) = 1$$

(5)

and

$$\phi(n, x) + \phi(n, n-x) = \phi(n) \text{ otherwise}$$

(6)

Let us now define the error function. Since (4) holds one may get a rough estimate of $\phi(n, x)$ by assuming $\phi(n, x) = \frac{x}{n} \phi(n)$. Let us make an estimate of the error made in the assumption, by the following definition.

**DEFINITION 2.**

$$e(n, x) = \frac{x}{n} \phi(n) - \phi(n, x)$$

**THEOREM 1.**

a) $$\sum_{x=0}^{n-1} e(n, x) = -\frac{\phi(n)}{2} \text{ if } n \geq 2$$

b) $$\sum_{x=0}^{n-1} e(n, x) = -\frac{\phi(n)}{2} \times \frac{n}{n} + O(n^{1/2}) \text{ if } x \to 0$$

where $[x]$ stands for the greatest integer $\leq x$.

**Proof.** For $x \in \mathbb{Z}^+$ and $x \leq n$ we have

$$e(n, x) + e(n, n-x) = \frac{x}{n} \phi(n) - \phi(n, x) - \frac{n-x}{n} \phi(n) - \phi(n, n-x)$$

$$= \phi(n) \cdot \phi(n, x) - \phi(n, n-x)$$

$$= 0 \text{ if } (x, n) > 1$$

$$= -1 \text{ if } (x, n) = 1.$$
Now it is clear that
\[
\sum_{x=1}^{n} \sigma(n, x) = \sum_{x \leq n} \sigma(n, x) = \Phi(n) - \frac{\Phi(n)}{2}
\]

Part b can be proved using (3) and the property
\[
\sigma(n, n + x) = \sigma(n, x) \text{ if } x \in \mathbb{Z}^+
\]

**Theorem 2.**

a) \( \int_{0}^{n} \sigma(n, x) \, dx = 0 \)

b) \( \int_{0}^{n} \sigma(n, x) \, dx = 0(n^{1+\varepsilon}) \forall \varepsilon > 0 \)

**Proof.**

\[
\int_{0}^{n} \sigma(n, x) \, dx = \int_{0}^{n} \Phi(n) - \phi(n, x) \, dx
\]

\[
= \int_{0}^{n} \Phi(n) \, dx - \int_{0}^{n} \phi(n, x) \, dx
\]

\[= S_1 - S_2 \text{ respectively.} \]

Clearly \( S_1 = \frac{n \Phi(n)}{2} \). We need an estimate of \( S_2 \). Since \( (n, x) \) is a step function with jumps at every \( x < n, (m, n) = 1 \). We have

\[
\int_{0}^{n} (n, x) \, dx = \sum_{r=1}^{n} (n_r - n_{r-1}) \phi(n, n_{r-1})
\]

where \( n_0, n_1, \ldots, n_{\phi(n)-1} \) are the integers \( \leq n \) coprime to \( n \), (in ascending order) and \( n_{\phi(n)} = n \).
Hence $S_1 - S_2 = 0$ which proves theorem \( a \). Part \( b \) follows from (3). A.

We shall now use the error function to show

**Theorem 3.** \( \lim_{m \to \infty} \frac{1}{m} \sum_{n=1}^{m} \frac{\phi(n)}{n} \to \frac{6}{\pi^2} \)

**Proof.** \( e(n,m) = \frac{m}{n} \phi(n) - \phi(n) \)

Hence
\[
\frac{m}{n} \sum_{n=1}^{m} \frac{\phi(n)}{n} = \sum_{n=1}^{m} e(n,m) + \frac{m}{n} \phi(n,m)
\]
\[
= S_3 + S_4
\]

We shall first evaluate $S_4$. If $N$ represents the number of fractions in a Farey sequence of order $m$ then it is a classical result that
\[
F_m = \sum_{n=1}^{m} \phi(n)
\]
If we denote by $\phi(n,a,b)$ the number of $a < m < b$ such that $(m,n) = 1$ then
\[ \phi(n, m) = \phi(n) + \phi(n, n), \]  

The \( S_2 \) is

\[ S_2 = \sum_{n=1}^{m} \phi(n) + \sum_{n=1}^{m} \phi(n, n, m) = F_m + \sum_{n=1}^{m} \phi(n, n, m). \]

Now \( \phi(n, n, m) \) counts the number of \( n < m^i < n (m^i, n + 1) \)

Or \( \frac{n}{m}, < 1 \) and is in its lowest order. This is a Farey fraction of order \( \leq m \). Now every Farey fraction \( \frac{a}{b}, \ b \equiv m \) is counted by \( \phi(a, a, n) \). This clearly implies that

\[ \sum_{n=1}^{m} \phi(n, n, m) = F_m \]

Hence \( S_2 = 2 F_m + 6 m^2 \pi^{-2} + (m \log m) \) \[ [1] \]

Let us now estimate \( S_5 \). Since \( |e(n, m)| \leq \psi(n) \) and \( \psi(m) \leq m \)

by Definition (2), we have that

\[ |e(n, m)| = O(n^\varepsilon) \] for every \( \varepsilon > 0 \) since

\[ t(m) = O(n^\varepsilon) \] for every \( \varepsilon > 0 \) \[ [1] \]

Hence \( S_5 = \sum_{n=1}^{m} e(n, m) = O(m^{1+\varepsilon}) + \varepsilon > 0 \).

Thus

\[ m \sum_{n=1}^{m} \frac{\phi(n)}{n} = O(m^{1+\varepsilon}) + \frac{6m}{\pi^2} + O(m \log m) \cdot \]

or

\[ \frac{1}{m} \sum_{n=1}^{m} \frac{\phi(n)}{n} = O(m^{1+\varepsilon}) + \frac{6}{\pi^2} + O \left( \frac{\log m}{m} \right) \]

Hence

\[ \lim_{m \to \infty} \frac{1}{m} \sum_{n=1}^{m} \frac{\phi(n)}{n} = \frac{6}{\pi^2} \]

(Note \( \frac{6}{\pi^2} \) is the famous limit \( \frac{1}{\sum_{n=1}^{\infty} \frac{1}{n^2}} \) ).
Let us now consider an error function on of three variables.

From (2) it is evident that

\[ \lim_{a \to \infty} \frac{\phi(n, a + b)}{\phi(n, a) + \phi(n, b)} = n \in \mathbb{Z}^+ \]

or \( b \to \infty \)

Thus an approximate estimate of \( \phi(n, a) \) would be \( \phi(n, a + b) = \phi(n, a) + \phi(n, b) \). The following error function gives us an estimate of this error.

**DEFINITION 4.** Let \( e(n, m, i) = \phi(n, m + i) - \phi(n, m) - \phi(n, i) \) \( n, m, i \in \mathbb{Z}^+ \)

**THEOREM 4.**

a) \( \sum_{i=0}^{n-1} e(n, m, i) = n e(n, m) + O(1) \)

b) \( \sum_{i=0}^{n-1} e(n, m, i) = \left[ \frac{n}{n} \right] ne(n, m) + O(1) \)

**Proof.**
a) \( \sum_{i=0}^{n-1} e(n, m, i) = \sum_{i=0}^{n-1} e(n, m, i) \) since

\( e(n, m, n) = 0 \), for \( (n', n) = 1 \) \( n' \times n \) gives \( (n'+n,n) = 1 \).

Now \( e(n, m, i) = \sum_{i=0}^{n-1} \phi(n, m + i) - \phi(n, m) - \phi(n, i) \)

\[ \sum_{i=0}^{n-1} \phi(n, i) + m \phi(n) - n \phi(n, m) - \sum_{i=0}^{n-1} \phi(n, i) \]

\[ = n \left\{ \frac{\phi(n)}{n} \phi(n) - \phi(n, i) \right\} = n e(n, m) \)

Part b follows from (A) for \( e(n, m, i) = o(n) + e(n, i) - e(n, m + i) \)
THEOREM 5. \[ \int_{n}^{N} e(n,m,x) \, dx = ne(n,m) \]

b) \[ \int_{0}^{n} e(n,m,x) \, dx = \left[ \frac{N}{n} \right] ne(n,m) + o(n) \]

where \( e(n,m,x) = \phi(n,m,x) - \phi(n,m) - \phi(n,x), m \in \mathbb{Z}^+ \).

Proof. \[ \int_{0}^{n} e(n,m,x) \, dx = \int_{0}^{n} \phi(n,m+x) - \phi(n,m) - \phi(n,x) \, dx. \]

\[ = S_5 - S_6 - S_7. \]

Since \( \phi(n,m+x) = \phi(n) + \phi(n,x) \) we have

\[ S_4 = \int_{0}^{n} (n,m+x) \, dx = \int_{0}^{n} \phi(n,x) \, dx + \int_{0}^{n} \phi(n) \, dx = S_7 + m \phi(n) \]

\[ S_6 = \int_{0}^{n} \phi(n,m) \, dx = n \phi(n,m). \]

Hence \( S_5 - S_6 - S_7 = n \phi(n) - n \phi(n,m) = n e(n,m). \)

Note that the summation over the discrete as well as over the continuous variable of \( e(n,m,x) \) gives the same quantity. That is

\[ \sum_{i=0}^{n} e(n,m,i) = \int_{0}^{n} e(n,m,x) \, dx = ne(n,m). \]

Let us now find upper and lower bounds for the average value of the error functions, \( e(n,m,x) \) and \( e(n,x) \) where \( x \) is fixed.

THEOREM 6. \[ \lim_{m \to \infty} \sup_{m} \frac{1}{m} \sum_{l=1}^{m} e(n,m,i) < i - \frac{1}{2} \phi(i) (i+1). \]

\[ \lim_{m \to \infty} \inf_{m} \frac{1}{m} \sum_{l=1}^{m} e(n,m,i) > -i + \frac{1}{2} \left[ \frac{1}{2} \right] \]
Proof. We have

\[
\sum_{n=1}^{m+1} e(n,m,i) = \sum_{n=1}^{m+1} \left( \phi(n,m+1) - \phi(n,m) - \phi(n,i) \right)
\]

\[
= \sum_{n=1}^{m+1} \phi(n,m+1) - \sum_{n=1}^{m+1} \phi(n,m) - \sum_{n=1}^{m+1} \phi(n,i)
\]

\[
= 2 F_{m+1} - 2 F_m - \sum_{n=m+1}^{m+1} \phi(n,m) - \sum_{n=m+1}^{m+1} \phi(n,i)
\]

since \( \sum_{n=1}^{\infty} \phi(n,n') = 2 F_n = 2 \sum_{n=1}^{\infty} \phi(n) \)

By (7) and by (5,6) we have

\[
\sum_{n=m+1}^{m+1} \phi(n,m) = \sum_{n=m+1}^{m+1} \phi(n) - \sum_{n=m+1}^{m+1} \phi(n,m,n)
\]

\[
= F_{m+1} - F_m - C_m \text{ where } C_m = o(1)
\]

Hence

\[
\sum_{n=1}^{m+1} e(n,m,i) = F_{m+1} - F_m - C_m - \sum_{n=1}^{m+1} \phi(n,i)
\]

\[
= F_{m+1} - F_m - C_m - \phi(n,m,i)
\]

Let us find bounds for \( f(n,m,i) \)

\[
f(n,m,i) = \sum_{n=1}^{m+1} (n,i) = \sum_{n=1}^{m+1} \phi(n,i) - \sum_{n=1}^{m+1} (n,i)
\]

\[
\leq (m+1) \left( i - \left\lfloor \frac{i}{2} \right\rfloor \right).
\]
Now $\phi(n, i) = 1$ if $(n, i!) = 1$. The number of $1 \leq n \leq m$ as $m \to \infty$ such that $(n, i!) = 1$ is asymptotically equal to $\frac{\phi(i!)}{i}$.

Hence $\lim_{m \to \infty} \frac{\sum_{n=1}^{\lfloor \log m \rfloor} n^i}{n^{i+1}} \geq \frac{c_m}{m} - \frac{m+1}{m} \cdot \frac{1}{2} \left[ \frac{\delta}{2} \right] \geq 1 + \frac{1}{2} \left[ \frac{\delta}{2} \right]$

and

$$\lim \sup_{m \to \infty} \frac{1}{m} \sum_{n=1}^{m^{i+1}} e(n, i, i) \leq \sum_{n=1}^{m^{i+1}} + \frac{c_m}{m} \cdot \frac{\phi(i!) m}{i} \leq \frac{m^{i+1}}{m} \cdot \frac{\phi(i!) m}{i}$$

This completes the theorem.

**THEOREM 7.** $\lim \sup_{m \to \infty} \frac{1}{m} \sum_{n=1}^{m+1} e(n, i, i) \leq \frac{\delta}{m^{i+1}} - \frac{\phi(i!) m}{i}$

Proof. $e(n, i) = \frac{i}{n} \phi(n) - \phi(n, i)$. 


Thus \[ \sum_{\eta=1}^{m+1} e(n,i) = i \phi(n) \sum_{\eta=1}^{m+1} \frac{\phi(n)}{n} - \sum_{\eta=1}^{m+1} \phi(n,i) \]

This gives
\[ \frac{1}{m} \sum_{n=1}^{m+1} e(n,i) = \frac{i}{m} \sum_{\eta=1}^{m+1} \frac{\phi(n)}{n} - \frac{f(n,m,i)}{m} \]

Thus
\[ \lim_{m \to \infty} \sup \frac{1}{m} \sum_{n=1}^{m+1} e(n,i) \leq \frac{i}{r} - \frac{i \phi(i)}{i} \]

and
\[ \lim_{m \to \infty} \sup \frac{1}{m} \sum_{n=1}^{m+1} e(n,i) \geq \frac{e}{r} - 1 - \frac{1}{2} \left[ \frac{1}{2} \right] \]

Using the bounds of \( f(n,m,i) \) and theorem 3.

Let us now conclude by considering the final question.

Do there exist numbers \( n \) such that

\[ e(n,a,b) \leq 0 \text{ or } e(n,a,b) > 0 \forall a,b \in \mathbb{Z}^+? \]

**Theorem 3.** A necessary and sufficient condition for

\[ \phi(n,a+b) \leq \phi(n,a) + \phi(n,b) \forall a,b \in \mathbb{Z}^+ \]

which is the same as saying

\[ e(n,a,b) \leq 0 \forall a,b \in \mathbb{Z}^+ \] is that \( n \) should be a power of a prime \( p^k \).

**Proof.** We prove necessity first.

Let \( e(n,a,b) \leq 0 \forall a,b \in \mathbb{Z}^+ \) and let \( n = \prod_{i=1}^{\gamma} p_i^{\alpha_i} \) \( \alpha_i \geq 1 \).

If \( \gamma \leq 3 \) and \( \alpha_i \geq 1 \) for \( 1 \leq i \leq 3 \), then \( n \) cannot be divisible by the product of distinct primes \( 2p_1^s \) distinct primes. For any \( i,j,i \neq j,i,j \) s.
since \((p_i,p_j) = 1\) we have a solution to the equation
\[
| p_i^x - p_j^y | = 1 \quad \text{in } x,y \in \mathbb{Z}^+
\]

Let us assume without loss of generality that \(p_i^x < p_j^y\). Clearly \(p_i^x, p_j^y\) are consecutive and not coprime to \(n\).

Now consider any \(m \in \mathbb{Z}^+\)
\[
m \equiv 0 \pmod{p_1p_2\cdots p_t} \tag{9}
\]
and the two intervals \((0,p_j^y), (m-2,m+p_j^y-2)\).

Clearly for any \(0 < \varepsilon < p_j^y-2(\varepsilon , n) = 1\) there exist an \(m < m + \varepsilon < m + p_j^y-2(m+\varepsilon) = 1\) by (3). Moreover \((n,m-1) = 1\).

This implies that
\[
\Phi(n,p_j^y) \Phi(n,m-2, m+p_j^y-2)
\]
If \(e(n,a,b) \neq 0\) then
\[
e(n,a,b) = \Phi(n,a+b) - \Phi(n,a) - \Phi(n,b) = 0 \quad \text{or} \quad \Phi(n,a,a+b) > 0
\]
Now for \(a = m-2, b = p_j^y\), we have seen that this is true. Hence \(e(n,a,b) > 0\) for some \(a,b \in \mathbb{Z}^+\) (and hence infinitely many times since the solutions to (10) are infinite). This is a contradiction and so necessity is proved.

Now let \(n = p^m\) \(p\) being a prime
\[
\Phi(n,a+b) = a + b - \left[ \frac{a + b}{p} \right]
\]
\[
\Phi(n,a) = a - \left[ \frac{a}{p} \right]
\]
\[
\Phi(n,b) = b - \left[ \frac{b}{p} \right]
\]
Clearly $e(n, a, b) < 0$ for $a, b \in \mathbb{Z}^+$ since \( \left\lfloor \frac{a+b}{p} \right\rfloor > \left\lfloor \frac{a}{p} \right\rfloor + \left\lfloor \frac{b}{p} \right\rfloor \).

This completes the proof.
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$$\sup_{\chi \leq 1} \left| \frac{A(K)}{\varphi(K)} - \chi \right| = O(K^{-\epsilon}) \quad \forall \epsilon > 0$$

where $A^\alpha_K$ represents the number of Farey fractions in $[0, \alpha)$ with denominator $\leq K$.

On discussing with him we observed that his result is the same as

$$e(n, N, x_\alpha) = O(n^\epsilon) \quad \forall \epsilon > 0 \quad \text{where } x_\alpha = n \alpha$$
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ABSTRACT: The purpose of this contribution is to introduce a new function in number theory and to discuss properties of numbers defined through this function. Our definition could be extended to all rationals but we confine ourselves to natural numbers. Our function is closely linked with the number of partitions of an integer into primes and we hope that this would prove such a study interesting.

Notations:

I - set of positive integers
P - set of primes
C - set of composite integers.

We shall use the word 'Result', for minor theorems, and Lemma for results used for the proof of theorems.
A NEW LOGARITHMIC FUNCTION

Krishnaswami Alladi
Vivekananda College, Madras-600004, INDIA.

INTRODUCTION: In this contribution we introduce a new function in number theory associated with the canonical representation of an integer as a product of primes and study its properties.

DEFINITION 1. If \( n \in \mathbb{I} \), and \( n = \prod p_1^\alpha_1 p_2^\alpha_2 \cdots p_r^\alpha_r \), where \( p_1 \neq p_j \), and \( p_i \in P \), then \( A(n) = \alpha_1 p_1 + \alpha_2 p_2 + \cdots \alpha_r p_r \), and \( A(n) = n - A(n) \).

Result 1. (i) If \( n \in \mathbb{I} \), \( A(n) \leq n \); (ii) \( p \in P \), \( A(n) = p \); \( A(n) = n \).

The proofs for the above are quite easy.

DEFINITION 2. If \( n \in \mathbb{I} \), then 'n' is said to be highly logarithmic if \( A(n) > A(m) \), for all \( m < n, m \in \mathbb{I} \).

THEOREM 1. If \( p \in P \), then \( p \), and \( 2p \), are highly logarithmic.

If \( n \in \mathbb{I} \), and 'n' is not of the form \( r \), or \( 2p \), \( p \in P \), then 'n' is not highly logarithmic, for all \( n \in \mathbb{I} \).

Proof. Let \( p \in P \), and \( m \in \mathbb{I} \), and \( m < p \). Then \( A(m) < m < p = A(p) \). Hence 'n' is highly logarithmic.

Now consider \( 2p \). Let \( m \in \mathbb{I} \), and \( m < 2p \). Let \( m = \lambda q \), where \( \lambda, m \in \mathbb{I} \), and \( q \in P \).
Now $A(m) = A(\lambda) + \varrho \leq \lambda + \varrho < 2 + \varrho$ for $\lambda \varrho < 2p$.

Therefore $2p$ is highly logarithmic.

We shall now prove the converse for the case $n = 3p$. The proof for other canonical representations proceeds on similar lines.

Let $n = 3p$, where $p \in P$. Now consider a $q \in P$ such that $A(2q) > A(3p) \Rightarrow 2q > 3p$ or $q < p + 1$.

Now if we prove that $2q < 3p$, for some $q \in P$, our theorem is proved. This implies that we would have to produce a $q \in P$ satisfying $\frac{p + 1}{2} < \frac{3p}{2}$ which is true for all $n > N$. Hence our theorem is proved.

**Definition 3.** If $n \in I$, let $\omega(n)$ represent the number of $m < n, m \in C$ such that $A(m) < A(n)$.

**Result 2.** Let $\omega(n)$ if $n \in I$.

**Proof.** Let $c(n)$ represent the number of composite integers < $m$.

Therefore for all $m < A(m), m \in C, A(m) < m < A(n)$.

This implies that $\omega(n) > c \left( A(n) \right)$ Hence $\omega(n) = \infty$ for $\omega(n) = \infty$.

**Result 3.** If 'n' is highly logarithmic $n \in I$, i.e.

$A(n) > A(m)$ for all $m < n, m \in C$; then

$\omega(n) > \omega(m)$ for all $m < n, m \in C$.

**Proof.** Since 'n' is highly logarithmic we have

$A(n) > A(m)$ for all $m < n, m \in C \Rightarrow A(n) = c(n)$. But if
m \in C, \text{ then } \omega(m) \leq c(m) \leq c(n), \text{ for } m < n, \text{ and } m \in C. 

Therefore \omega(m) \leq c(n) = (n), \text{ for all } n < n, m \in I. \text{ This proves our result. }

**Theorem 2.** If \omega(n) > \omega(n'), \text{ for all } m' \in C, n' < n, n \in I, 
then \omega(m', n) > A(m'), \text{ for all } m' \in C, m' < n, n \in I, \text{ at least for all } n > N.

**Proof.** Let 'n' be not highly logarithmic. We prove for the case \( n = 3p \). The proof for other canonical representations is similar.

Let \( q \) be the largest prime such that \( 2q < 3p \). If \( p \) represents the \( n \)th prime. Turán has shown that

\[ p_{n+1} - p_n = O(n^{7/12}) \]

This implies that

\[ 3p - 2q = O(q^{7/12}) \]

(1)

\[ c(n, n') \leq |n - n'| \]

(2)

Now let \( q' \in I \) such that \( 2q' < 3p \) and \( q' + 2 > 3 + p \)

\[ p + 1 < q' < 3p/2 \]

(3)

We shall need an estimate of the number of such \( q' \). Since

\[ \pi(x) \sim \frac{x}{\log x} \]

we have the following two conditions satisfied:

(a) If \( 0 < C < 1 \), then there exists an \( N' \in I \), such that

for all \( n > N' \), \( \pi(n) \geq C \frac{n}{\log n} \), and

(b) If \( C > L \), there exists an \( N'' \in I \) such that \( \pi(n) \leq C \frac{n}{\log n} \) for
all \( x > N' \). Let now \( C \), and \( C' \) be such that \( 1 < \frac{c}{C} < 1.25 \).

Now if \( p + 1, \) and \( 3p \) are made greater than the maximum of \( N' \) and \( P'' \) then the number \( q' \) satisfying (2) will be

\[
> C \frac{3p}{2 \log (3p/2)} - C' \frac{p}{\log p} > C_1 \frac{p}{2 \log p}
\]

where \( C_1 > 0 \)

Therefore there exist \( C_1 \frac{p}{2 \log p} \) composite integers \( < 3p \), whose \('A'\) functions are greater than \( p + 3 \).

Now clearly \( \omega (3p) < c(3p) - \frac{C_1 p}{2 \log p} < c(2q) + C(2q, 3p) \)

\[
- C_1 \frac{p}{2 \log p} < c(2q) + |2q - 3p| - \frac{C_1 p}{2 \log p}.
\]

Therefore \( \omega (3p) - c(2q) < 3p - 2q - C_1 \frac{p}{2 \log p} \).

But

\( c(2q) = \omega (2q) \). So \( \omega (3p) - \omega (2q) < 3p - 2q - C_1 \frac{p}{2 \log p} \).

It can be shown from (1) that \( 3p - 2q < c_1 \frac{p}{2 \log p} \) for all \( n^* > N \).
Therefore we have \( \omega(2q) < (2q) \) which is a contradiction. Hence the theorem is true.

**Result 4.** If \( n \in I \), and \( n > 2 \), there exist at least one \( m \in I \), such that \( A(m) = n \). If \( F(n) \) represents the number of such integers then \( F(n) \) is the number of partitions of 'n' into primes.

**Proof.** Now for all \( n > 2 \), 'n' can be written as

\[
 n = \alpha_1 p_1 + \cdots + \alpha_r p_r ,
\]

where the \( p_i \) are distinct primes. This implies that \( m = \prod p_i^{\alpha_i} \), satisfies the condition \( A(m) = n \). Further the number of representations of 'n' as

\[
 n = \alpha_1 p_1 + \cdots + \alpha_r p_r ,
\]

is \( F(n) \) and it is the number of partitions of 'n' into primes. In this context we would like to mention that an estimate of \( F(n) \) has been made by Roth and Szakaras \[3\]. They have proved that

\[
 F(n) \sim \exp \left( \sqrt{\frac{2n}{3\log n}} \pi \left( 1 + O \left( \frac{\log \log n}{\log n} \right) \right) \right) \quad \text{as } n \to \infty \quad (4)
\]

**Definition 4.** If \( n \in I \), then \( n \) is said to be a logarithmic number if \( n = K \cdot A(n) \) and \( K \in \mathbb{I} \).

**Theorem 3.** There exist infinitely many logarithmic numbers.

**Proof.** Let \( n \) be a logarithmic number, \( \Rightarrow n = K \cdot A(n) \), \( K \in I \Rightarrow A(K) = \overline{A}(A(n)) \ldots \quad (5) \) \( \overline{A}(A(n)) \)

Now let \( m \in I \), and consider the number

\[
 m \cdot A^{-1}(\pi(n)) = m \quad (6)
\]
A(n') = m, and \( m \mid m' \Rightarrow m' \) is a logarithmic number, where "m" is composite. We hence call, m' as the logarithmic number obtained through m \( \Rightarrow \) that A(m') = m.

Further equation (5), is similar to equation (6) with the change A(n) = m, or n = m'. This implies that a logarithmic number n' obtained through 'n' say, has A(n) = A(n'). But the logarithmic numbers obtained through n', m' are different, for the 'A' function for any integer is unique.

Lastly the logarithmic number obtained through a prime 'p' is \( \rho \cdot A^{-1}(\overline{A'(p)}) = \overline{A'(0)} = \) itself! Hence in our definition we considered 'n' to be composite \( \Rightarrow \) A(n) is composite. But since the number of composite integers is infinite, the number of logarithmic numbers is infinite.

Result 5. If \( f(n) \) represents the number of logarithmic numbers obtained through 'n', \( n \in \mathbb{C} \) then \( f(n) = F(\overline{A(n)}) \), and

\[
\begin{align*}
\lim_{n \to \infty} f(n) = \infty \quad \Rightarrow \quad \text{Theorem 3.}
\end{align*}
\]

Proof. A logarithmic number obtained through 'n' is of the form \( n \cdot A^{-1}(\overline{A(n)}) \). Therefore the number of such logarithmic numbers will be equal to the number of integers \( m = A^{-1}(\overline{A(m)}) \) or \( A(m) = \overline{A(n)} \), which is precisely \( F(\overline{A(n)}) \). Therefore

\[
\begin{align*}
f(n) = F(\overline{A(n)}) \quad \Rightarrow \quad F(\left\lfloor \frac{n}{2} \right\rfloor) \quad \text{where} \quad \left\lfloor \right\rfloor \text{stands for the greatest integer function.}
\end{align*}
\]

Further \( f(n) = F(\overline{A(n)}) \Rightarrow F(\left\lfloor \frac{n}{2} \right\rfloor) \) where \( \left\lfloor \right\rfloor \) stands for the greatest integer function. We know by the theorem of Roth and Szekeres that \( \lim_{n \to \infty} F(\left\lfloor \frac{n}{\log_2} \right\rfloor) = \infty \Rightarrow \lim_{n \to \infty} f(n) = \infty \quad \Rightarrow \quad \text{Theorem 3}.
\]

(for \( \overline{A(n)} \geq \frac{n}{2} - 2 \) \( \Rightarrow \) Theorem 4).
**Lemma 1.** If $a \in I$, then for all $n > N$, there exist at least one $n_i \in \mathcal{L}_n$ such that $n_i \equiv 1 \pmod{a}$.

**Proof.** There exist infinitely many primes $\{p_j\}_{j=1}^\infty$ such that $p_j \equiv 1 \pmod{a}$. Let $p_1$ and $p_2$ be the smallest of them. We now see that for all $n > N$, $n$ can be partitioned as

$$n = \lambda_1 p_1 + \lambda_2 p_2.$$  

For if $n \equiv k \pmod{p_2}$, we need a $\lambda_1$ to satisfy the congruence $\lambda_1 p_1 \equiv k \pmod{p_2}$. Now the above congruence has a solution if $(p_1, p_2) = 1$.

But $(p_1, p_2) = 1$ and $1 \mid k \Rightarrow n = \lambda_1 p_1 + \lambda_2 p_2$. For consider

$$n_1 = p_1 \lambda_1 p_2 \lambda_2 A(n_1) = n \Rightarrow n_1 \in \mathcal{L}_n.$$  

Further $n_1 \equiv 1 \pmod{a}$. Hence the lemma.

**Lemma 2.** If $(a, b) = 1$, $a, b \in I$. Then for all $n > N$ there exists an $m_i \in \mathcal{L}_n$ such that $m_i \equiv 1 \pmod{a}$.

**Proof.** Lemma 1 shows that for all $m > M$, there exists an $m_j \in \mathcal{L}_m$ such that $m_j \equiv 1 \pmod{a}$. Now consider $n_i = m_j \times b$ where

$$n_i \equiv b \pmod{a}.$$  

Now Lemma 2 is true where $n = m + A(b)$ and $M = N + A(b)$.

**Proof of Theorem A.** Any logarithmic number is of the form $m \overline{A(m)}$ where $m \in C$. Now choose $m \equiv 1 \pmod{a}$. There exist infinitely many such $m$.

Now consider $\mathcal{L}_{A(m)}$, since $A(m) \geq \frac{m}{2}$, we have that...
\[ A(m) > m', \text{ for all } m > M \Rightarrow \text{there exists an } m' \in \mathcal{A}(m) \]

such that \( m' \equiv b \pmod{a} \). Therefore \( mm' = n \equiv b \pmod{a} \), and \( m' \) is a logarithmic number. Further \( m' m' \in \mathcal{L}_m \) and \( \mathcal{L}_m \cap \mathcal{L}_n = \emptyset \) if \( n \neq m \). Hence the theorem.

**Theorem 5.** Let \( \{ \ln \} \) denote the sequence of logarithmic numbers. Then \( \lim_{n \to \infty} \ln n/\ln n' = 1 \).

**Proof.** The theorem is proved if we produce a subsequence \( \ln_i \) such that \( \lim_{i \to \infty} \ln_i = 1 \). Consider the sequence \( 2\pi(n-2) p \in \mathbb{P}, p-2 \in \mathbb{P} \). For this we assume the following. The number of pairs \( n, p-2 \in \mathbb{P} \) is infinite. Further if \( \Pi(x, 2) \) represents the number of such pairs \( \leq \infty \)

\[
\Pi(x, 2) \sim \frac{cx}{(\log x)^2}
\]

where \( c \) is a constant [3].

This implies that
\[
\lim_{i \to \infty} \frac{p_i}{p_i-1} = 1
\]

where \( p_i \) represents the \( i \)th prime of such primes.

Now \( 2p_i (p_i-2) \) is a logarithmic number. Clearly if
\[
\eta_i = 2p_i (p_i-2)
\]

then
\[
\lim_{i \to \infty} \frac{\eta_i}{\eta_i-1} \rightarrow 1
\]
Normally the limit \( \frac{A(n)}{n} \) does not exist as \( n \to \infty \). But we shall give below a result in the case when 'n' is a logarithmic number.

Result 6. If 'n' is a logarithmic number

\[
\lim_{n \to \infty} \frac{A(n)}{n} = 0
\]

**Proof.** Since \( n \) is logarithmic, \( n = K_{n}(n) \), where\[ A(n) = A\left( A(n) \right) .\]

Therefore \[ \frac{A(n)}{n} = \frac{1}{1} = \frac{1}{A^{-1}(A(n))} \quad \text{and} \quad \frac{A(A(n))}{A(n)} \geq \frac{A(n)}{2} . \]

Therefore \[ 0 \leq \lim_{n \to \infty} \frac{A(n)}{n} \leq \lim_{n \to \infty} \frac{1}{A(n)} \leq \lim_{n \to \infty} \frac{1}{A(n)} . \]

Hence the result.

**Definition 5.** If \( n \in I \), we define \( \mathcal{L}_n \) to be the set of all \( n_i \in \mathcal{L}_n \) such that \( A(n_i) = n_i \), \( i = 1, 2, 3, \ldots, F(n) \), arranged in ascending order.

**Definition.** \( \mathcal{L}_n \) if \( \mathcal{L}_m = \emptyset \) if \( n \neq m \). This shall be used in the proof of the theorem given below.

**Theorem 4.** If \( a, b \in I \), \( a > b \), and \( (a, b) = 1 \) then an arithmetical progression with first term \( a \) and common difference 'd' contains infinitely many logarithmic numbers.

We need two lemmas to prove our theorem.
This means the theorem is proved.

**Definition:** If \( n_i \in \mathcal{N} \), let \( m(n_i) = i \cdot 1 \) or \( m(n_i) \) represents the number of \( m < m' \) such that \( A(m) = A(m') \).

**Theorem:** If we take the sequence \( n, m + \in \mathcal{N} \) then

\[
\sum \frac{1}{n^{m+1}} < \infty.
\]

**Proof.** We shall show that \( n, m + > n \cdot (\log n)^2 \) as \( n \to \infty \), thus proving our theorem.

Let \( A(n, m+1) = n = p_1 + p_2 + \cdots \). Now if one of the primes say \( p_1 < n, (\log n)^2 \), then \( p_2, p_3 \cdots > p_2 + p_3 + \cdots > (\log n)^2 \)

Therefore \( n, m + > n, (\log n)^2 \).

Now let \( p_1 > n, (\log n)^2 \), so that we do not know whether \( p_1, p_2 \cdots > n, (\log n)^2 \) or not. Clearly the number of \( n, m \in \mathcal{N} \), such that \( A(n, m) = p_1 + \cdots \), will be the number of partitions into primes of \( (n, p_1) \) for the \( n, (\log n)^2 < p_1 , n \). It can be easily computed that the number of such \( p_1 \) is \( (\log n)^2 \).

Now the total number of integers obtained by partitioning \( (n, p_1) \) is

\[
F(n, p_1) < F( (\log n)^2 ) \sim \exp \left( \frac{\sqrt{(\log n)^2}}{6 \log \log n} \mathcal{P} \left( 1 + \frac{\log \log \log n}{2 \log \log n} \right) \right)
\]

Further the number of such \( p_1 = (\log n) \). Therefore the maximum number of \( n, m \), such that \( m = p_1, p_2 + \cdots \) is

\[
(\log n) \exp \left( \frac{\sqrt{2(\log n)^2}}{6 \log \log n} \mathcal{P} \left( 1 + O \frac{\log \log \log n}{\log \log n} \right) \right) = \mathcal{O}
\]
Clearly the number of \( \eta_i \) such that \( \eta_i > \eta (\log \eta)^2 \) is taken, we clearly see that \( n + 1 > 0 \)
for \( n+1 = 2^{\exp (\log (n+1)} \cdot \eta \) \( n+1 > \eta (\log \eta)^2 \) if \( n \to \infty \).
Therefore
\[
\sum \frac{1}{\eta \eta_{n+1}} < \infty
\]

Remark. In fact we have proved not only for the case
but \( \eta \) where \( \eta > \lambda \cdot \eta \), \( \lambda > 0 \). Hence the following theorem.

**THEOREM 6.** If \( \eta m \in \mathbb{L}_m \), then \( \sum \frac{1}{\eta \eta m} < \infty \) if
\( m > \lambda \cdot \eta \), \( \lambda > 0 \)

Proof is the same.

**Result 7.** If \( n \in \mathbb{I} \), then \( \eta F(n) \) is as follows:

\[
\eta F(n) = \begin{cases} 
3^{m/3} & \text{if } n \equiv 0 \pmod{3} \\
2^{(m-3)/3} & \text{if } n \equiv 3 \pmod{3} \\
2^{(m-4)/3} & \text{if } n \equiv 1 \pmod{3}
\end{cases}
\]
Proof. If \( n = p_1 + p_2 + \ldots \) then \( n_i = p_1 p_2 \ldots \). If any one of the \( P_i \) is partitioned as \( P_i = \lambda_1 \cdot 3 + \lambda_2 \cdot 2 \) then \( \gamma_i = p_1 p_2 \ldots 3^{\lambda_1} 2^{\lambda_2} \gamma_i \) and \( \gamma_i \subseteq \gamma_i \).

Further \( 3 + 3 = 6 = 2 + 2 + 2 \), and \( 3^2 > \frac{2^2}{2} \). This implies all the statements of Result 7.
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Introduction

The purpose of this contribution is to introduce a concept called "Duality" among functions defined on integers and to study the class of functions which possess "Duality". We are led to this concept of "Duality" which is applicable to a wide class of functions, by initially considering a relation between \( A(n) \) and \( \omega(n) \) two functions introduced by the author earlier.

If \( n \) is an integer \( > 0 \), and \( n = \prod_{i=1}^{\infty} p_i^{r_i} \), then

\[
A(n) = \sum_{l=1}^{\infty} \alpha l^{r_i}.
\]

We defined 'n' to be a highly logarithmic number if \( A(n) > A(m) \), for all \( m < n \), \( n \) and \( m \) being integers and \( m \) being composite. We also defined \( (n) \) to be the number of \( m < n \), \( n, m \) being integers, \( m \) being composite such that \( A(m) < A(n) \).

It was then shown by the author that

\[
(1) \quad A(n) > A(m) \ \forall \ m < n, \ m, n \in \mathbb{I}, \ m, \text{being composite}
\]

\[
\omega(n) > \omega(m)
\]

and

\[
(2) \quad \omega(n) > \omega(m)
\]

\[
A(n) > A(m)
\]

\forall \ n > N. \] That is, the numbers satisfying (1) (highly logarithmic) coincide with the numbers satisfying (2) after a certain stage 'N', where inequalities (1) and (2) are defined over the same
set of Integers - composite integers.

\textbf{NOTE:} \textbf{I} is the set of positive integers.

\textbf{DUALITY}

\textbf{DEFINITION 1.} We define $\mathcal{C}$ to be the class of all functions, such that if $\phi \in \mathcal{C}$ then

\begin{enumerate}
  \item $\phi(n) > 0$, $n \in \textbf{I}$, $n \geq 0$ \hspace{1mm} \phi: \textbf{I} \rightarrow \mathbb{R}^+ \\
  \item There exists an infinite sequence of integers in increasing order $A = \{a_1, a_2, a_3, \ldots\}$ so that
  \begin{align*}
    \phi(a_1) > \phi(a_2) > \phi(a_3) > \cdots \\
    \text{and} \quad \sum_{n=1}^{\infty} \phi(n) < \infty
  \end{align*}
  \item If $\sum_{j=1}^{\infty} \psi(n)$ in increasing order are all the integers satisfying $\phi(n_j) > \phi(a_i)$ for all $a_i < n_j$
  \item If $\psi(n)$ equals the number of $a_i < n_j$ such that $\phi(n) > \phi(a_i)$ then
    \begin{align*}
      \psi(n_j) > \psi(a_i) \forall a_i < n_j \quad \Rightarrow \quad \phi(n_j) > \phi(a_i) \forall a_i < n_j
    \end{align*}
  \item and
    \begin{align*}
      \psi(n_j) > \psi(a_i) \forall a_i < n_j \quad \Rightarrow \quad \phi(n_j) > \phi(a_i) \forall a_i < n_j
    \end{align*}
\end{enumerate}

at least \begin{align*}
  \forall \; n_j > N. \quad \text{and} \quad \phi(n_j) > \phi(a_i) \forall a_i < n_j
\end{align*}
and the sequence $\{n_j\}$ and $\{n_{i,j}\}$ do not coincide even after a certain stage.

\textbf{DEFINITION 2.} The integers $n_1, n_2, n_3; \cdots$ are said to be 'highly $\phi$ like', and $\psi$ is said to be the dual of $\phi$, said to possess the property of 'duality'.


NOTE: 1) In the case of \( A(n) \), \( \phi \) was equal to \( A \), \( \psi = \omega \) and \( a_1, a_2, \ldots \) the set of composite integers, and \( n_1, n_2, \ldots \) 'highly \( A \) like' i.e. highly logarithmic numbers.

2) Whenever we refer to a sequence of integers, it is always positive and in increasing order \( \rightarrow \) to infinity.

DEFINITION 3. If \( \phi \) and \( \psi \) are functions \( \psi \) is said to be a dual of \( \phi \) if \( \psi(n) \) represents the number of \( a_1 < n \) such that \( \phi(a_1) < \phi(n) \) for some sequence \( \{a_1\} \). The sequence \( \{a_1\} \) is called an associated (integers) sequence. We also use the notation \( \phi^* \) instead of \( \psi \).

THEOREM 1. If \( \phi \) is a \( \sim n^{1/\phi} \) function such that \( \phi(n) > 0 \) for all \( n > 0 \), \( n \in \mathbb{N} \), and there exists an infinite sequence of integers \( m_1, m_2, \ldots \) for which \( \phi(m_1) < \phi(m_2) \)< \( \ldots < \phi(m_i) < \phi(m_{i+1}) < \ldots \) and \( \phi(n_i) \not\rightarrow \infty \) for

**Proof:**

We shall now show how to form the highly \( A \)-like numbers and the associated sequence. Choose an integer \( m_1 \) such that \( \phi(1): \phi(m_1) \not\rightarrow \infty \) \( \not\rightarrow \infty \) for

\[ m < m_1 \]. We here choose \( m_2 \) as the integer next to \( m_1 \) for
which \( \phi(m_4) > \phi(m_1) \), and \( m_3 \) in a similar manner, ... to \( m_k, ... \). This is possible for \( \phi(m_1), \phi(m_2), \ldots \) that there exists integers 'n' satisfying \( \phi(n) > \phi(m) \) for all \( m < n \).

**Case I:** Let the \( m_i \)'s be not all consecutive. This implies that there exists an interval \((m_k, m_{k+1})\) for which \( m_{k+1} \neq m_k + 1 \). In this interval denote by \( b_i \), the greatest value of the \( \phi \) function, less than \( \phi(m_k) \). If there exists more than one \( b_i \)'s in every other interval whose distance is not one unit. If \( m_p \), and \( m_{p+1} \) consecutive for some \( p < k \) choose \( m_p \). Now if \( \phi(b_1) > \phi(b_j) \) \( \forall j < i \), then choose \( m_k \) itself as \( b_{i-1} \) call the \( b_i \)'s and the \( m_p \)'s as the sequence \( \{a_i \} \), and let the value of \( a_i \) in \((m_k, m_{k+1})\) be \( a_i \). Clearly the \( \{a_i \}_{i=1}^\infty \) satisfy the inequality \( \phi(m_i) > \phi(a_i) \forall a_i < m_i \). This implies that \( \psi(m_i) > \psi(a_i) \forall a_i < m_i \), where \( \psi \) is the dual of \( \phi \) with the associated sequence \( \{a_i \} \). Now let the sequence of integers \( n_q \) be all the integers which satisfy the inequality

\[ \psi(n_q) > \psi(a_k) \theta a_k < n_q \] \( \forall n_q > 0 \) and \( a_k \in \mathbb{I} \) and let this sequence \( \{n_q \} \) not coincide with \( \{m_i \} \).
Then let \( m_k < n_q < m_{k+1} \). But we know that since
\[
m_k < a_j < m_{k+1}, \quad \psi(n_q) < j-2 \quad \text{for there exist } j=2, \ a_i < a_{j-1} \quad \text{and}
\phi(a_j) \geq \phi(n_q). \quad \text{But } \phi(m_k) > \phi(a_i) \quad \forall \ a_i < m_k \Rightarrow \psi(m_k) = j-2.
\]

But we know \( \psi(n_q) > \psi(a_i) \) for all \( a_i < a_j \), but when
\[
a_i = a_{j-1}, \psi(n_q) < \psi(a_{j-1}) = \min \{ m_k \}.
\]

This is a contradiction. Therefore \( n_q \) coincides with the \( m_k \)'s. Further the sequence \( \{a_i\} \) does not coincide with \( m_i \). Therefore where the \( m_k \)'s are not consecutive integers.

**Case 2:** If the \( m_k \)'s are consecutive integers, then choose any arbitrary sequence of integers \( a_1, a_2, a_3, \ldots \). Since \( \mathcal{N} \),
\[
\phi(a_k) < \phi(a_{k+1}) \quad \text{(where } b_1, b_2, b_3, \ldots \text{ are the integers 1, 2, 3, \ldots) are the integers satisfying \( \psi(n) > \psi(a_1) \text{ for } a_1 < n \text{ then they also satisfy the inequality of the dual of } \phi. \quad \text{Hence}
\]

**Theorem 3.** If \( f(n) > 0, n > 0 \text{ for } n \in \mathcal{N} \), and if for \( m_1, m_2, m_3, \ldots \) an infinite sequence of integers, \( f(m_1) < f(m_2) \ldots \) then \( f \in \mathcal{C} \).

**Proof:** There exists three cases. If we consider the sequence of intervals \( (m_1, m_2) (m_2, m_3) \ldots \) then one the three conditions must be satisfied.

1) There exist no interval \( (m_i, m_{i+1}) \) in which the functional value at \( n \) \( (m_i, m_{i+1}) \) i.e. \( f(n) \geq f(m_i) \).
2) There exist a finite number of intervals \((m_i, m_{i+1})\) which the functional value at \(n \in (m_i, m_{i+1})\) i.e.
\[ f(n) > f(m_i). \]

3) There exist infinitely many intervals \((m_i, m_{i+1})\) in which the functional value of \(n \in (m_i, m_{i+1})\) i.e.
\[ f(n) > f(m_i). \]

**Case 1:** This is the same as the condition (1) in Theorem 1. Hence \(f \in C\).

**Case 2:** If we now leave these finite number of intervals and start with some \((m_j, m_{j+1})\), and rename \(m_j, m_{j+1}, m_{j+2}, \ldots\)
as \(n_1, n_2, \ldots\) then it falls now under the same condition (1) as Theorem 1. Hence \(f \in C\).

**Case 3:** There now exist infinitely many \(m_i\), such that for at least one \(n \in (m_i, m_{i+1})\) \(f(n) > f(m_i)\). This shows that it is possible to choose a subsequence \(m_1\), such that there exists at least one \(n \in (m_{i_1}, m_{i_1+1})\) such that \(f(n) > f(m_{i_1})\). We now choose an \(n_j\), where \(n_j\) is the first integer for which \(f(n_j) > f(m_{i_j})\).

It can now be seen that the \(\{n_j\}_{j=1}^{\infty}\) are the highly 'f' like numbers and \(f \in C\) (for the \(n_j\), and \(m_{i_j}\) not coincide). The other conditions for duality are also satisfied. Hence \(f \in C\). What are the types of functions that do not belong to \(C\)?
THEOREM 3a: If \( f(n) \geq 0, \ n \geq 0, \ n \in I, \) and
\[ f(n) = C, \ \text{for all} \ n > m, \] then \( f \notin \mathbb{C} \)

Proof: If \( f \in \mathbb{C} \) then there exist an infinite sequence
of integers \( a_i \), such that \( f(n) > f(a_i) \ \forall \ a_i < n \), is
satisfied by an infinitude of 'highly' \( f \) like' numbers. But since
the \( a_i \)'s are integers, \( f(a_i) = c, \ \forall \ i > k. \) Therefore
if \( n > m, \) then for all \( n > N \) \( f(n) = f(a_i) \). Hence there
cannot exist an infinite of 'highly 'f' like' numbers. Hence

THEOREM 3b: (Analogous). If \( f(n) \geq 0, \ n \geq 0, \ n \in I, \) and
\( f(n) \) is a strictly decreasing sequence for all \( n > m, \) then

THEOREM 4a: If \( f \in \mathbb{C} \) then \( f^* \in \mathbb{C} \) where \( f^* \) is the
dual of \( f \).

Proof: Since \( f \in \mathbb{C} \), there exists an infinite sequence
of integers \( \{a_i\}_{i=1}^{\infty} \) and \( \{n_j\}_{j=1}^{\infty} \) such that \( f(n_j) > f(a_i) \) for
all \( a_i < n_j \)

Let \( a_k \) be the last of the \( a_i < n_j \). This implies that
\( f^*(n_j) = K. \) But \( n_j \rightarrow \infty \Rightarrow n_j \rightarrow \infty, \) and so \( f^*(n_1) = K \rightarrow \infty \)
since \( a_i \rightarrow \infty \) as \( i \rightarrow \infty. \) Therefore \( f^*(n_j) \) for
the increasing subsequence. Hence by theorem 1 \( f^* \in \mathbb{C}. \)

THEOREM 5: If \( f \in \mathbb{C} \) \( f: \mathbb{R} \rightarrow \mathbb{R} \) and if \( f^* \) is the dual of
\( f \) then \( f^*(n) \leq n, \) and \( f^*(n) \neq n \) for infinitely many values.

Proof: Let \( f^*(n) \neq n \) for all \( n. \) Then the sequence
\( a_i = 1, 2, 3, \ldots, \) and the highly \( f \) like numbers are also
1, 2, 3, \ldots. Since the two sequence coincide \( f \notin \mathbb{C}. \) Hence
\( f^*(n) \) is not equal to 'n' for every \( n. \)
Let \( f^*(n) \neq n \) for a finite \( n \). This implies that the associated sequence \( a_1 \) is not the sequence \( 1, 2, 3, \ldots \) and so \( f^*(n+1) \neq n+1 \). Hence by induction the \( f^*(n) \neq n \) for infinitely many \( n \).

**Theorem 6:** If \( f \) is a function \( f : I \rightarrow I \) that \( f(n) \leq n \) then there exists a \( g \in I \) such that \( g^* = f \), where \( g^* \) is a dual of \( g \).

**Proof:** We shall construct the function '\( g \)' as follows.

Take any arbitrary value for \( g(0) \) say \( k \). We know that \( f(1) = 0, \) or \( f(1) = 0 \). If \( f(1) = 0 \), take \( g(1) = k' \leq k \).

\[
\text{If } f(1) = 1, \text{ then } g(1) = k' > k. \]

If \( f(1) = 1 \), then \( g(1) = k' > k \). If general let us have \( n \) values for which \( g^*(n) \) is precisely \( f(n) \), where \( g^*(n) \) represents the number of \( m \leq n, m \in I \) such that \( g(m) < g(n) \). We take values of \( g^* \) in such a way that \( g^*(n) \neq g^*(n') \) when \( n \neq n' \).

Now let \( f(n+1) = \ell \) where \( \ell \in I \). Now take among \( g(0), g(1), \ldots, g(n) \), the '1' smallest values and let \( g(M) \) be the greatest of these. Let \( g(L) \) be the least of the remaining values. This implies that \( g(L) < g(L) \) and there exist no \( 0 < M' < n \) satisfying \( g(M') < g(M) < g(L) \). Now put \( g(n+1) = \frac{g(M) + g(L)}{2} \).

This will imply that \( g^*(n+1) = 1 \) if \( f(n+1) = 1 \), and \( g(n+1) \neq g(m) \) for any \( m < n \). We have formed the functional value at \( (n+1) \) when \( f(n+1) = 1 < n+1 \). If \( f(n+1) = n+1 \), then put \( g(n+1) = g(M)+1 \) where \( g(M) \) is maximum of \( g(0), g(1), \ldots, g(n) \).
Hence by induction we have formed the functional value at \((n+1)\). But we have formed the functional value at 0, and 1. Hence \(g^* = f\).

**Theorem 7**: If \(f : I \rightarrow I \quad f(n) < n, f(n) \neq n\) for infinitely many and \(f\) contains an increasing subsequence then there exists a \(g \in \mathbb{C}\) such that \(g^* = f\).

**Proof**: Form the function \(g\) as in theorem 6. Since \(g(n) \neq g(n')\) when \(n' = n\), and \(g^* = f\), and \(f\) contains an increasing subsequence. Hence by theorem 2 \(g \in \mathbb{C}\), for the associated sequence is 1, 2, 3, ... and this does not coincide with the highly \(g\) like numbers since \(f(n) \neq n\) for infinitely many \(n\).

**Theorem 8**: If \(f \in \mathbb{C}\) then \(f^*\) satisfies the following inequality: \(n - m \geq f^*(n) - f^*(m)\) where \(n > m\), \(f(n) > f(m)\) for infinitely many pairs \(n, m\) \((f^*\) is the dual of \(f\)).

**Proof**: Since \(f \in \mathbb{C}\), there exists an infinite sequence of integers \(a_1, a_2, ..., a_i, \ldots\) in increasing order, which is the associated sequence for \(f^*\), and another infinite sequence of integers \(n_1, n_2, n_3, ..., n_j, \ldots\) in ascending order such that \(f(n_j) > f(a_i)\) for all \(a_i, n_j\).

Now take two numbers in the sequence \(n_j\) namely \(n_{j_1}, n_{j_2}\) where \(n_{j_2} > n_{j_1}\). Let \(a_{i_1}\) be the greatest of the \(a_i\)'s < \(n_{j_1}\), and \(a_{i_2}\) be the greatest of the \(a_i\)'s less than \(n_{j_2}\).
Now \( f^*(n_{j_2}) = i_2 \), and \( f^*(n_{j_1}) = i_1 \).

\[ \therefore n_{j_2} - n_{j_1} > i_2 - i_1 = f^*(n_{j_2}) - f^*(n_{j_1}) \geq 0 \]

for the \( a_i \)s are a sequence of integers, and \( n_{j_2} > n_{j_1} \). Since the sequence \( n_j \) is infinite, the number of pairs \( n_{j_1}, n_{j_2} \) is also infinite.

**REMARK:** 1) In Definition 1, we stated that the sequence \( a_1, a_2, \ldots \) and \( m_1, m_2, \ldots \) should not coincide even after a certain stage. If we permit this coincidence we can easily that a function has an increasing subsequence \( m_1, m_2, \ldots \) then \( m_1, m_2, \ldots \) become the 'highly \( \phi \) like' numbers for

\[ A = \left\{ m_1, m_2, \ldots \right\} \] where the \( m_i \)'s satisfy

\[ \phi(m_i) > \phi(m) \quad \forall \ m < m_i, \ m \in \mathbb{I}. \]
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ERRATA

1. In the paper 'Fibonacci Polynomials and their generalization' the \( r \)th derivatives and partial derivatives are represented by

\[
\frac{d}{d\chi^r} \quad \text{and} \quad \frac{\partial}{\partial \chi^r}
\]

respectively.

Please change them to \( \frac{d^r}{d\chi^r} \) and \( \frac{\partial^r}{\partial \chi^r} \) respectively.

2. Also change the subscript 'n' to 'm' in the first few lines of Page 7 in the same paper.