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Abstract

We study the complexity of graph isomorphism problem for restricted classes of graphs and investigate the complexity of group theoretic problems related to graph isomorphism. More specifically,

- We classify several problems closely related to the graph isomorphism problem in algorithmic group theory in the classes PZK and SZK (problems with perfect/statistical zero-knowledge proofs respectively). Prior to this, these problems were known to be in AM \cap coAM. As PZK \subseteq SZK \subseteq AM \cap coAM, we have a tighter upper bound for these problems.

- We give a constant round perfect zero knowledge proof for the group isomorphism problem when the groups are given by their multiplication tables. The prover and the verifier in this proof system use only polylogarithmically many random bits. Motivated by this, we study honest verifier statistical zero knowledge (HVSZK) proof where the prover, verifier and the simulator use polylogarithmic randomness and the protocol has polylogarithmically many rounds. We show that any language having such a proof system also has an HVSZK proof where not only the prover, verifier and the simulator use polylogarithmic randomness but also has polylogarithmic message size and only 2 rounds.

- We give a polynomial-time oracle algorithm for Tournament Canonization that accesses oracles for Tournament Isomorphism and Rigid-Tournament Canonization. Extending the Babai-Luks Tournament Canonization algorithm [30], we give an \( n^{O(k^2 + \log n)} \) algorithm for canonization and isomorphism testing of \( k \)-hypertournaments, where \( n \) is the number of vertices and \( k \) is the size of hyperedges.

- We give an FPT algorithm for the bounded color class hypergraph isomorphism problem which has run-time \( b!2^{O(b)}N^{O(1)} \) where \( b \) is the size of the largest color class and \( N \) is the input size.

- We prove that the isomorphism and canonization problem for \( k \)-tree is in the class StUL which is contained in UL. We also prove that the isomorphism problem for \( k \)-path is complete for L under disjunctive truth-table reductions computable in uniform \( AC^0 \).
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Two graphs $X_1 = (V_1, E_1)$ and $X_2 = (V_2, E_2)$ are isomorphic if there is a bijection from the vertex set $V_1$ of the graph $X_1$ to the vertex set $V_2$ of the graph $X_2$ that preserves the edge relation. Given two graphs $X_1$ and $X_2$ the problem of deciding if the two graphs are isomorphic or not is known as graph isomorphism problem or GRAPH-ISO.

Graph isomorphism problem holds a unique place in the study of computational complexity. The exact complexity status of GRAPH-ISO is still unresolved. We do not know if GRAPH-ISO has a polynomial-time algorithm. On the other hand GRAPH-ISO is very unlikely to be NP-complete\(^1\). In practice graph isomorphism is not considered hard. Indeed, there are several algorithms that performs very well in many instances of graphs [84]. A theoretical justification of this fact comes from the result of Babai, Erdös and Selkow [26]. They proved that graph isomorphism can be tested in ‘linear time’ for random graphs. GRAPH-ISO is in the class $\oplus P$, in fact it is low for the class $\oplus P$ [18]. This means that even if we provide GRAPH-ISO as an oracle to the complexity class $\oplus P$ it does not help to increase the computational power of the class. It was shown in [18] that GRAPH-ISO is in the class SPP, which might be a much smaller class than $\oplus P$. GRAPH-ISO is not known to be hard for P. We only know that GRAPH-ISO is hard for the complexity class DET with respect to logspace computable reductions [105]. The complexity class DET consists of all problems that are logspace reducible to the problem of computing determinant of a $n \times n$ integer matrix.

Apart from its elusive complexity status, GRAPH-ISO is also remarkable in one more respect. It has generated several new concepts in complexity theory and it has been used as non-trivial example of several ideas in complexity theory. For example graph

\[^1\text{If GRAPH-ISO is NP-complete then the polynomial hierarchy collapses to the second level [35].}\]
isomorphism problem was one of the first concrete examples that demonstrated the ideas behind Arthur-Merlin games, interactive protocol, zero knowledge proof, lowness etc.

In the late 70’s and early 80’s Babai and Luks started applying results from permutation group theory and classification of finite groups to study the graph isomorphism problem. Soon the effectiveness of this process became evident when Luks [80] came up with his celebrated polynomial-time algorithm for bounded degree graphs. The group theoretic analogue of GRAPH-ISO is the set transporter problem (see [82]). In fact there are several computational problems in permutation group theory which resemble the graph isomorphism problem e.g., coset intersection, group factorization, group conjugacy in permutation groups etc. These problems often share a similar complexity status as GRAPH-ISO. For example, we do not know if there is a polynomial-time algorithm for solving these problems and they are unlikely to be NP-complete. Moreover, solving any of these problems would solve the GRAPH-ISO problem.

The study of computational aspects of group theory started very early. For example computing a list of primitive and transitive permutation groups of low order started during the nineteenth century [97]. Examples of classical results in computational group theory include Dehn’s algorithm [42] for solving word problem for certain groups, Todd-Coxeter algorithm [104] for coset enumeration, Knuth-Bendix term-rewriting procedure [73] etc. Any group can be represented as a permutation group by specifying its action on a set. Computational aspects of permutation groups have been studied extensively as a result of which it is one of the most developed area in computational group theory. Indeed, algorithmic permutation group theory is rich with its inventory of efficient algorithms. A permutation group $G$ is a subgroup of $\text{Sym}(\Omega)$, where $\text{Sym}(\Omega)$ is the group of all permutations of a finite set $\Omega$ with $n$ elements. Any subgroup $G$ of $\text{Sym}(\Omega)$ can be specified by a set of generators of size $O(n)$. For example only two generators can generate the whole group $\text{Sym}(\Omega)$. This compactness of representation makes the task of algorithm design even more challenging. Let $G \leq \text{Sym}(\Omega)$ be generated by a set $S$. The runtime of an algorithm whose input $G$ is given by the generating set $S$ is typically measured in terms of $|S|$ and $n$, where $n = |\Omega|$. The Schreier-Sims algorithm [99] provided a basic building block in the design of algorithm for permutation groups. With the help of this algorithm membership testing, finding the order of a permutation can be performed in polynomial time.

The main surge in the study of complexity of permutation group problems came after Luks’s polynomial-time algorithm for bounded degree graphs. Problems like coset
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intersection, group conjugacy, permutation group isomorphism has been put in the class $\text{NP} \cap \text{coAM}$ [23]. The problem of finding lexicographic leader in double coset was shown to be NP-complete. Several restricted versions of the above problems have polynomial-time algorithms [82].

One of the most beautiful concepts in complexity theory is zero knowledge proofs. Zero knowledge proofs are interactive proof systems which involve two parties, a prover and a verifier. The prover wants to prove the validity of some assertion. In doing so both parties interact by sending messages. If the assertion is really valid the the prover succeeds to convince the verifier with high probability. On the other hand if the assertion is false then the verifier will be able to detect it with high probability. Moreover when the assertion is true, the verifier learns nothing more than what it can know without the interaction with the prover. This, seemingly puzzling, condition is known as the zero knowledge condition. This condition is formalized by requiring a randomised polynomial-time algorithm known as the simulator. The simulator can mimic the interaction between the prover and verifier. Depending on how well the simulator “mimics” the interaction, zero knowledge protocols can be of different types, e.g., perfect zero knowledge, statistical zero knowledge and computational zero knowledge. Though the zero knowledge condition initially seems strange, Goldwasser, Micali and Rackoff exhibited perfect zero knowledge proofs for Quadratic Residuosity, Graph Isomorphism [58].

By exhibiting a statistical zero knowledge proof for a computational problem one can infer several interesting results about the complexity of the problem. For example, a problem possessing statistical zero knowledge proofs is in $\text{AM} \cap \text{coAM}$ and thus is unlikely to be NP-complete (see [4, 51, 94]).

Goldreich, Sahai and Vadhan [94, 57] have shown that two natural promise problems, Statistical Difference (SD) and Entropy Difference (ED) are complete for the class $\text{SZK}$ of languages possessing statistical zero knowledge proofs. In Chapter 2 we show that several problems in permutation group theory have statistical zero knowledge proofs. We exhibit the zero knowledge proofs by a unified argument, by showing that these problems are polynomial-time many-one reducible to Statistical Difference (SD).

An ingenious valence reduction technique due to Zemlyachanko [117] led to a moderately exponential $\exp(c \sqrt{n \log n})$ time algorithm for the general graph isomorphism problem (see [21]). To understand GRAPH-ISO more clearly researchers have restricted the problem to various special classes of graphs. Very efficient algorithms have been
designed for restricted classes of graphs. The linear time algorithm for isomorphism of trees is the first nontrivial example of such algorithm (see [3]). Hopcroft and Wong [67] gave a linear algorithm for planar graph isomorphism in 1974. Miller gave a polynomial-time algorithm for testing isomorphism of bounded genus graphs. Babai, Grigoryev and Mount gave a polynomial-time algorithm for bounded eigenvalue multiplicity graphs [28]. Luks’s celebrated result for bounded degree graph isomorphism came in 1982 [80]. Apart from time complexity, space complexity and parallelizability of GRAPH-ISO for restricted classes of graphs have also been considered over the years. For example, Lindell gave a logspace algorithm for tree isomorphism [79], Miller and Reif gave an \(AC^1\) algorithm for planar graph isomorphism [89], Grohe and Verbitsky gave a \(TC^1\) algorithm for isomorphism of bounded tree width graphs [60]. In Chapter 6 we study the space complexity of \(k\)-tree isomorphism and canonization and show that \(k\)-tree isomorphism is in a class \(StUL\) which is contained in the class \(UL\).

It is often the case that the input for a computational problem comes with a parameter. For example, the vertex cover problem: Given a graph \(G\) and an integer \(k\) decide if \(G\) has vertex cover of size \(k\). The natural parameter for this problem is the integer \(k\). The vertex cover problem has a simple \(O(n^k)\) algorithm. However, this problem has better algorithm with runtime \(2^k n^{O(1)}\). If \(k\) is “small” this algorithm outperforms the \(O(n^k)\) algorithm. The goal of parameterized complexity is to study the feasibility and intractability of parameterized problem. Developed by Downey and Fellows [44, 45] it is a thriving field of research. A parameterized problem is a language \(L \subseteq \Sigma \times \mathbb{N}\). A parameterized problem \(L\) is fixed parameter tractable (FPT) if given input \((x, k)\) there is an \(f(k)n^{O(1)}\) algorithm to decide if \((x, k) \in L\), where \(f\) is some fixed function. Toda presented an FPT-algorithm for chordal graphs where the parameter is the maximum size of the simplicial components [103]. Based on Toda’s approach, in Chapter 5 we present an FPT-algorithm for bounded color class hypergraph isomorphism with runtime \(b!2^{O(b)}N^{O(1)}\) where the parameter \(b\) is the size of the largest color class and \(N\) is the input size.

Canonization or computing the canonical form of a graph is a problem closely related to the graph isomorphism problem. Let \(G\) be a graph class. A function \(f\) is said to be complete invariant for the class \(G\) if for all graphs \(X\) and \(Y\) in \(G\), \(f(X) = f(Y)\) if and only if \(X \cong Y\). A complete invariant \(f\) is a canonizing function if \(f(X) \cong X\). Gurevich proved that given a polynomial-time computable complete invariant, a canonical form can be computed in polynomial time [62].
Several algorithms for graph isomorphism for restricted classes of graphs work actually by computing a canonical form or sometimes a complete invariant. For example the linear-time tree isomorphism algorithm (see [3]) works by computing a complete invariant. This algorithm for tree isomorphism is basically a variant of a more general procedure called Weisfeiler-Lehmann algorithm\(^2\) [111, 112]. The Weisfeiler-Lehmann algorithm has been remarkably successful for solving the graph isomorphism for several classes of graphs. Babai, Erdös and Selkow [26] result on isomorphism of random graphs works by finding the canonical form of the graphs. They showed that one dimensional Weisfeiler-Lehman can produce canonical form for all but \(n^{-1/7}\) fraction of graphs on \(n\) vertices. Sometimes a process known as individualization followed by Weisfeiler-Lehman method can produce the canonical form of graphs, e.g., Zemlyachenko’s \(exp(c\sqrt{n\log n})\) algorithm for graph canonization algorithm [117]. Grohe and Verbitsky’s [60] TC\(^1\) algorithm for isomorphism of bounded tree width graphs also works with the help of Weisfeiler-Lehman algorithm. Spielman’s \(n^{O(n^{1/3}\log n)}\) algorithm for isomorphism of strongly regular graphs also works by actually computing a canonical form. Babai and Luks’s \(n^{\log n}\) algorithm for tournament isomorphism is an example where the canonization not only exploits the combinatorial properties of the graph but also heavily uses the structure of the automorphism group of the graph.

In mathematics canonical forms are important objects. Canonical forms are important tools to recognize if two mathematical structures are “similar” under some transformation. For example Jordan canonical form for similar matrices, Hermite normal form for unimodular transformations, Smith normal form for matrices over principal ideal domains etc. It is clear that any polynomial-time computable canonizing function \(f\) for graphs would give a polynomial-time algorithm for graph isomorphism: Given two graphs \(X\) and \(Y\), computing \(f(X)\) and \(f(Y)\) would be sufficient as by definition \(f(X) = f(Y)\) if and only if \(X \cong Y\). It is an interesting open question if the other direction is true, i.e., if canonical forms for graph can be computed in polynomial time with the help of the \texttt{GRAPH-ISO} oracle. In Chapter 4 we study the relative complexity of isomorphism and canonization for tournaments.

\(^2\)Actually this more general procedure is called \(k\)-dimensional Weisfeiler-Lehmann algorithm (see [38])
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1.1 Overview of the Thesis

Chapter 2 – SZK Proofs For Black Box Group Problems. In this chapter we classify several algorithmic problems in group theory in the classes PZK and SZK (problems with perfect/statistical zero-knowledge proofs respectively). Prior to this, these problems were known to be in AM \cap coAM. As PZK \subseteq SZK \subseteq AM \cap coAM, we have a tighter upper bound for these problems. Specifically:

- We show that the permutation group problems Coset Intersection, Double Coset Membership, Group Conjugacy are in PZK. Further, the complements of these problems also have perfect zero knowledge proofs (in the liberal sense). We also show that permutation group isomorphism for solvable groups is in PZK. As an ingredient of this protocol, we design a randomised algorithm for sampling short presentations of solvable permutation groups.

- We show that the complement of all the above problems have concurrent zero knowledge proofs.

- We prove that the above problems for \textit{black-box groups} are in SZK.

- Finally, we also show that some of the problems have SZK protocols with efficient provers in the sense of [86].

The results are reported in [10].

Chapter 3 – Limited Randomness Zero Knowledge. Arvind and Tóran [19] showed that group isomorphism problem where the groups are given by their multiplication tables have public coin, constant round interactive proof where the random bits used by the prover and verifier and the message size is polylogarithmic in the size of the input. In this chapter we note that this problem actually has perfect zero knowledge proofs where the prover and verifier use polylogarithmically many random bits and has constant number of rounds. This motivates us to study statistical zero knowledge proofs where the prover and verifier use polylogarithmic randomness and have polylogarithmically many rounds. We analyze the proofs of Goldreich, Sahai and Vadhan [94, 57] in this setting. They found two complete promise problems SD and ED for the class statistical zero knowledge and proved that any problem having statistical zero knowledge proof also has a honest verifier statistical zero knowledge proof with only two rounds. We
show that similar results can be shown for statistical zero knowledge proofs which uses polylogarithmic randomness and has polylogarithmically many rounds. For example every problem having such statistical zero knowledge proof is polynomial-time many one reducible to a problem $\beta SD(c)$ which has a two round honest verifier statistical zero knowledge protocol where the randomness required is still polylogarithmic. We also prove that the protocol can be designed in such a way that the total length of message passed between the prover and the verifier is also polylogarithmic. We exhibit an honest verifier statistical zero knowledge proof with small randomness and 2 rounds for group isomorphism problem for groups given by their multiplication table as a corollary of this general treatment.

Chapter 4 – Isomorphism and Canonization of Tournaments and Hypertournaments

In this chapter we study the relative complexity of tournament isomorphism and tournament canonization. We give a polynomial-time oracle algorithm for Tournament Canonization that accesses oracles for Tournament Isomorphism and Rigid-Tournament Canonization. Extending the Babai-Luks Tournament Canonization algorithm [30], we give an $n^{O(k^2+\log n)}$ algorithm for canonization and isomorphism testing of $k$-hypertournaments, where $n$ is the number of vertices and $k$ is the size of hyperedges.

These results are reported in [15].

Chapter 5 – An FPT Algorithm for Bounded Color Class Hypergraph Isomorphism.

In this chapter we present an FPT algorithm for testing isomorphism of two colored hypergraphs $X_1$ and $X_2$ where the parameter is the size of the maximum color class. The run-time of our algorithm is $b!2^{O(b)}N^{O(1)}$ where $b$ is the size of the largest color class and $N$ is the input size. The algorithm uses coset intersection of groups whose orbits are bounded. Based on Luks’s algorithm [83], we present an FPT algorithm for finding the coset intersection of groups whose orbits are bounded by parameter $b$.

The results of this chapter are based on [14].

Chapter 6 – Space Complexity of $k$-tree Isomorphism and Canonization.

$K$-trees are natural generalization of trees [72]. A subgraph of a $k$-tree is a partial $k$-tree. The class of partial $k$-tree coincides with the class of graphs with treewidth bounded by $k$. In this chapter we look at the problem of (full) $k$-tree isomorphism. In this chapter we show that isomorphism testing of $k$-trees is in the class $\text{StUL}(\log n)$ (strongly unambiguous logspace). This bound follows from a deterministic logspace algorithm that
accesses a strongly unambiguous logspace oracle for canonizing $k$-trees. Further we give a logspace canonization algorithm for $k$-paths.

These results are reported in [12].
2

SZK Proofs for Black Box Group Problems

2.1 Introduction

In this chapter and the next we study the complexity of several group theoretic problems that are related to graph isomorphism. More specifically we prove that these problems have zero knowledge proof system.

Motivated by cryptography, zero knowledge proof systems were introduced by Goldwasser et al [58]. Zero knowledge protocols are a special kind of interactive proof systems in which the verifier gets no information other than the validity of the assertion claimed by the prover. The notion of zero knowledge is formalized by stipulating the existence of a randomized polynomial time simulator for a given protocol. The simulator, given some input of the protocol, outputs strings following a probability distribution indistinguishable from the verifier’s view of the interaction between prover and verifier for the given input. The notion of indistinguishability can be further qualified. This leads to different notions of zero knowledge protocols. The protocol is perfect zero knowledge if the distribution produced by the simulator is identical to the verifier’s view for all inputs. It is statistical zero knowledge if the two distributions have negligible statistical difference. Finally, the most liberal notion is computational indistinguishability where the simulator’s output distribution cannot be distinguished from the verifier’s view by polynomial-size circuits.

Natural problems like Quadratic Residuosity and Graph Isomorphism (GRAPH-ISO), their complements, a version of the discrete log problem are all known to have perfect
zero-knowledge protocols. Some of these protocols have found cryptographic applications. For example, the Fiat-Shamir-Feige identification scheme is based on the ZK protocol for quadratic residuosity.

As a complexity class SZK is quite intriguing. It is closed under complement and is contained in AM∩coAM. It is open if SZK coincides with AM∩coAM. One approach to studying SZK is to explore for new natural problems that it contains. Goldreich, Vadhan, and Sahai [94, 57], investigating SZK, have shown that two natural promise problems, Statistical Difference (SD) and Entropy Difference (ED) are complete for SZK. We use these to exhibit several natural group-theoretic problems in SZK (and PZK) from the area of black-box groups studied by Babai and Szemerédi [23, 32]. It is shown in those papers that most of these black-box group problems are in NP∩coAM (some are in AM∩coAM).

In this chapter we put several group-theoretic problems for permutation groups in PZK, and for general black-box groups in SZK. The results of this chapter is based on [10]1. We exhibit the zero knowledge proofs by a unified argument, showing that an appropriately defined group equivalence problem is reducible to Statistical Difference. One problem that requires a different technique is solvable permutation group isomorphism. Except for this problem all the other problems we consider in permutation group setting are harder than graph isomorphism problem and in the context of zero knowledge proof they share similar properties with graph isomorphism problem. In fact, as we will later see, that the properties of graph isomorphism problem that are essential for its zero knowledge proof is ‘captured’ by the group equivalence problem.

We further prove that the complement of some of the above problems has zero knowledge proofs in liberal sense and also has concurrent zero knowledge proofs.

Additionally, the group-theoretic NP problems that we consider also have zero-knowledge protocols with efficient provers (in the sense of Micciancio and Vadhan [86]). They have efficient proofs of knowledge as they are reducible to SD^{1/2}.

### 2.2 Preliminaries

We first recall some of the definitions about interactive protocol, zero knowledge etc. There are few minor variants of these definitions available in the literature. We use the

---

1 After the publication of the conference version of [10], it was brought to our attention that related work on some permutation group problems was done in [107, 108].
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definitions of interactive protocol, interactive proofs etc. from [106].

**Definition 2.2.1 (Interactive Protocol)** An interactive protocol is a pair of functions 
\((P, V)\). On input \(x\), the interaction between \(P\) and \(V\) is the following random process 
\((P, V)(x)\):

1. Uniformly choose random coins \(r_P\) and \(r_V\) (infinite binary strings) for \(P\) and \(V\) respectively.
2. Repeat the following for \(i = 1, 2, \cdots\)
   (a) If \(i\) is odd let \(m_i = P(x, m_1, \cdots, m_{i-1}; r_P)\).
   (b) If \(i\) is even let \(m_i = V(x, m_1, \cdots, m_{i-1}; r_V)\).
   (c) If \(m_i \in \{\text{accept, reject, halt}\}\) then exit the loop.

The string \(m_i\) is called the \(i\)th message. If the last message form \(P\) is accept (resp. reject), we say that \(P\) accepts (resp. rejects), and similarly for \(V\). We say that the protocol is polynomially bounded if there is a polynomial \(p(\cdot)\) such that, on common input \(x\), at most \(p(|x|)\) messages are exchanged and each is of length at most \(p(|x|)\) (with probability 1 over the choice of \(r_P\) and \(r_B\)).

**Definition 2.2.2** A promise problem \(\Pi\) is a pair \((\Pi_Y, \Pi_N)\) of two disjoint sets \(\Pi_Y\) and \(\Pi_N\). The set \(\Pi_Y\) is the set of “yes instances” and \(\Pi_N\) is the set of “no instances”.

A language \(L\) can be viewed as the promise problem \(\Pi_L = (L, \Sigma^* - L)\), where \(\Sigma\) is the alphabet.

**Definition 2.2.3 (Interactive Proofs IP)** Let \((P, V)\) be an interactive protocol and let 
\(\Pi = (\Pi_Y, \Pi_N)\) be a promise problem. \((P, V)\) is said to be an interactive proof system 
for \(\Pi\) with completeness error \(c: \mathbb{N} \rightarrow [0, 1]\) and soundness error \(s: \mathbb{N} \rightarrow [0, 1]\) if 
the following conditions hold:

1. (Efficiency) \((P, V)\) is polynomially bounded and \(V\) is polynomial-time computable.
2. (Completeness) If \(x \in \Pi_Y\), then \(V\) accepts with probability at least \(1 - c(k)\) in 
\((P, V)(x, 1^k)\).
3. (Soundness) If $x \in \Pi_N$, then for any $P^*, V$ rejects with probability at least $1 - s(k)$ in $(P^*, V)(x, 1^k)$.

We require that $c(k)$ and $s(k)$ be computable in time $\text{poly}(k)$ and that $1 - c(k) > s(k) + 1/\text{poly}(k)$. If $c(k) = 0$ for all $k$ then we say that the system has perfect completeness. IP is the class of all problems possessing interactive proofs.

**Definition 2.2.4** Let $(P, V)$ be an interactive protocol. Let $m_1, \ldots, m_t$ be all the messages exchanged between $P$ and $V$ on input $x$ and let $r$ be the substring of $r_V$ containing all the random bits that $V$ read during the interaction.

- $V$’s view on common input $x$ is the random variable $(P, V)(x) = (m_1, \ldots, m_t; r)$.
- The number of rounds is $t$.
- The message size is $\sum_{i=1}^{t} |m_i|$.

**Definition 2.2.5 (Statistical Difference)** Let $X$ and $Y$ be two distributions on a finite set $S$. The statistical difference between $X$ and $Y$ is

$$\text{StatDiff}(X, Y) = \frac{1}{2} \sum_{s \in S} |\text{Pr}(X = s) - \text{Pr}(Y = s)|.$$  

A distribution $X$ on a finite set $S$ is said to be $\varepsilon$-uniform if $\frac{1}{|S|}(1 - \varepsilon) \leq \text{Pr}[X = s] \leq \frac{1}{|S|}(1 + \varepsilon)$. If $X$ is $\varepsilon$-uniform on $S$ then $\text{StatDiff}(X, U_S) \leq \varepsilon/2$, where $U_S$ is the uniform distribution on $S$.

**Definition 2.2.6** A function $f : \mathbb{N} \to \mathbb{N}$ is negligible if for all polynomial $p : \mathbb{N} \to \mathbb{N}$ there exists $n_0$ such that for all $n > n_0$ $f(n) < \frac{1}{p(n)}$.

**Definition 2.2.7** An interactive proof system $(P, V)$ for a promise problem $\Pi = (\Pi_Y, \Pi_N)$ is said to be statistical zero-knowledge SZK if for every randomized polynomial-time interactive machine $V^*$, there is a probabilistic polynomial-time algorithm $M^*$ and a negligible function $\mu$ such that for all $x \in L$ and $k > 0$ the following two conditions hold:

1. The machine $M^*$ is useful, i.e., on input $(x, 1^k)$, $M^*$ fails (and outputs fail) with probability at most $\frac{1}{2}$. 

2. Let \( m^*(x, 1^k) \) be the random variable describing the distribution of \( M^*(x, 1^k) \) conditioned on \( M^*(x, 1^k) \neq \text{fail} \). Let \( \langle P, V \rangle(x, 1^k) \) be the view i.e., the messages passed between \( P \) and \( V \) during the execution of the protocol and \( V \)'s random bits. Then
\[
\lambda = \text{StatDiff}(m^*(x, 1^k), \langle P, V \rangle(x, 1^k)) \leq \mu(k).
\]

When \( \lambda = 0 \) for all \( x \in L \) then the protocol is perfect zero-knowledge PZK.

**Definition 2.2.8** A promise problem \( \Pi = (\Pi_Y, \Pi_N) \) is in the class honest verifier statistical zero knowledge HVSZK if there is an interactive proof system \((P, V)\) such that there is a negligible function \( \mu \) and a useful polynomial-time randomized algorithm \( S \) such that if \( x \in \Pi_Y \) then on input \((x, 1^k)\),
\[
\text{StatDiff}(S(x, 1^k), \langle P, V \rangle(x, 1^k)) \leq \mu(k),
\]
where \( S(x, 1^k) \) is the output distribution of \( S \) on input \((x, 1^k)\) conditioned on \( S(x, 1^k) \neq \text{fail} \).

If \( \mu(k) = 0 \) for all \( k \) then \( \Pi \) is said to be in the class honest verifier perfect zero knowledge HVPZK.

A boolean circuit \( X : \{0, 1\}^m \to \{0, 1\}^n \) induces a distribution on \( \{0, 1\}^n \) by the evaluation \( X(x) \) where \( x \in \{0, 1\}^m \) is picked uniformly at random. We use \( X \) to denote this distribution encoded by circuit \( X \).

**Definition 2.2.9** (SD\( \alpha,\beta \)) For constants \( 0 \leq \beta < \alpha \leq 1 \), the promise problem \( \text{SD}^{\alpha,\beta} = (\text{SD}^{\alpha,\beta}_Y, \text{SD}^{\alpha,\beta}_N) \) takes as input distributions \( X \) and \( Y \) given by circuits, and has “yes instances” \( \text{SD}^{\alpha,\beta}_Y \) and “no instances” \( \text{SD}^{\alpha,\beta}_N \) defined as follows.
\[
\text{SD}^{\alpha,\beta}_Y = \{(X_1, X_2) \mid \text{StatDiff}(X_1, X_2) \geq \alpha\},
\]
\[
\text{SD}^{\alpha,\beta}_N = \{(X_1, X_2) \mid \text{StatDiff}(X_1, X_2) \leq \beta\}.
\]

The problem \( \text{SD}^{2/3,1/3} \) is called the statistical difference problem and will be often denoted as SD.

The above problem is defined in terms of statistical difference. The *entropy difference problem* is a similar problem defined in terms of entropy difference [57]. We recall the definition of entropy below.
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**Definition 2.2.10 (Entropy/Shannon Entropy)** Let $X$ be a distribution on a finite set $S$. The entropy of $X$, denoted $H(X)$, is defined as

$$H(X) = \sum_{s \in S} Pr[X = s] \log \frac{1}{Pr[X = s]}.$$  

**Definition 2.2.11 (ED)** The promise problem $\text{ED} = (\text{ED}_Y, \text{ED}_N)$ takes two distributions $X$ and $Y$ encoded by boolean circuits as input and has “yes instances” $\text{ED}_Y$ and “no instances” $\text{ED}_N$ defined as follows:

$$\text{ED}_Y = \{(X_1, X_2) \mid H(X_1) \geq H(X_2) + 1\}.$$  

$$\text{ED}_N = \{(X_1, X_2) \mid H(X_2) \geq H(X_1) + 1\}.$$  

We recall some important results from [94, 56, 57, 106].

**Theorem 2.2.12 (Goldreich-Sahai-Vadhan) [94, 57]**

(i) $\text{SD}^{2/3, 1/3}$ and $\text{ED}$ are complete for $\text{SZK}$.

(ii) $\text{SZK}$ is closed under complement.

(iii) $\text{HVSZK} = \text{SZK}$.

(iv) The complement of the problem $\text{SD}^{1,0}$, i.e., $\overline{\text{SD}^{1,0}}$ is in $\text{PZK}$.

We recall some basic group theory. Let $G$ be a finite group and $\Omega$ a finite nonempty set. The action of the group $G$ on the set $\Omega$ is defined by a map $\alpha : \Omega \times G \rightarrow \Omega$ such that for all $x \in \Omega$ (i) $\alpha(x, \text{id}) = x$, i.e., the identity $\text{id} \in G$ fixes each $x \in \Omega$, and (ii) $\alpha(\alpha(x, g_1), g_2) = \alpha(x, g_1 g_2)$ for $g_1, g_2 \in G$. We write $x^g$ instead of $\alpha(x, g)$ when the group action is clear from the context.

**Definition 2.2.13** Let $G$ be a finite group acting on a finite set $\Omega$. For $x \in \Omega$, its $G$-orbit $x^G$ is the set

$$\{y \mid y \in X, y = x^g \text{ for some } g \in G\}.$$  

Notice that $\Omega$ is partitioned into orbits. When the group is clear from the context $x^G$ is called the orbit of $x$. 
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We write \( H \leq G \) when \( H \) is a subgroup of \( G \). The symmetric group on a finite set \( \Omega \) consisting of all permutations on \( \Omega \) is denoted by \( \text{Sym}(\Omega) \). If \( \Omega = [n] = \{1, \ldots, n\} \) we write \( S_n \) instead of \( \text{Sym}([n]) \). A finite permutation group \( G \) is a subgroup of \( \text{Sym}(\Omega) \) for some \( \Omega \).

The permutation group generated by a subset \( S \subseteq \text{Sym}(\Omega) \) is the smallest subgroup of \( \text{Sym}(\Omega) \) containing \( S \) and is denoted by \( \langle S \rangle \). Each element of the group \( \langle S \rangle \) is expressible as a product of elements of \( S \).

The subgroup \( G^{(i)} \) of \( G \leq S_n \) that fixes each of \( \{1, \ldots, i\} \) is a pointwise stabilizer subgroup. We have a tower of subgroups for \( G \)

\[
G = G^{(0)} \geq G^{(1)} \geq G^{(2)} \geq \cdots \geq G^{(n-1)} = \{id\}.
\]

It is not difficult to see that the index \( [G^{(i-1)} : G^{(i)}] \) is at most \( n \). Let \( R_i \) be a set of complete and distinct coset representatives of \( G^{(i)} \) in \( G^{(i-1)} \) for each \( i \). Then \( \bigcup_{i=1}^{n-1} R_i \) generates \( G \) and is known as a strong generating set for \( G \). Given a permutation \( \pi \in G \) it is easy to check if \( \pi \in G^{(i)} \). It is also easy to check if two permutations \( \pi, \sigma \in G^{(i)} \) are in the same coset of \( G^{(i+1)} \) in \( G^{(i)} \). We just have to check if \( \pi^{-1} \sigma \in G^{(i+1)} \).

These observations yield a polynomial-time algorithm [98, 99, 53] to compute a strong generating set of a permutation group \( G \) which can be used to test in polynomial time if \( g \in S_n \) is in the group \( \langle S \rangle \leq S_n \). Finally, it is sometimes the case that there is an efficient algorithm for testing membership in a subgroup \( H \) of \( G \) where \( G \leq S_n \) is given by a generating set, but no generating set for \( H \) is given. By [98, 99, 53] we can efficiently compute a generating set for \( H \) if its index in \( G \) is polynomially bounded.

**Theorem 2.2.14 (Schreier Generators)** Let \( G = \langle S \rangle \leq S_n, H \leq G \). Let \( R \) be a set of coset representatives of \( H \) in \( G \). Then

\[
B = \{r'r^{-1} \mid r, r' \in R, x \in S\} \cap H
\]

generates \( H \). The generators in \( B \) are called Schreier generators.

The algorithm in the above theorem computes a set of coset representatives \( R \) for the subgroup \( H \) of \( G = \langle S \rangle \). The algorithm makes \( m^2 |S| \) tests of membership in \( H \) where \( m = [G : H] \). The set \( B \) of Schreier generators for \( H \) can be of size polynomial in \( m \). We can convert it to an \( O(n^2) \) size generating set [98, 99, 53].
A subgroup $H$ of $G$ is normal in $G$, denoted $H \triangleleft G$, if for all $g \in G$ and $h \in H$, $g^{-1}hg \in H$. The identity subgroup and $G$ are both trivial normal subgroups of $G$. A group $G$ is simple if it has no nontrivial normal subgroup. The subgroup generated by \( \{ xyx^{-1}y^{-1} \mid x, y \in G \} \) is the commutator subgroup $G'$ of $G$. Recall that $G'$ is the unique smallest normal subgroup of $G$ such that $G/G'$ is commutative. The derived series of $G$ is $G \triangleright G' \triangleright G'' \triangleright \cdots$. We say $G$ is solvable if this series terminates in \( \{ id \} \). There are polynomial-time algorithms to compute the derived series and to test solvability for permutation groups $G$ given by generating sets (see e.g. [82]).

A composition series of $G$ is a tower of subgroups \( \{ id \} = G_1 \triangleleft G_2 \triangleleft \cdots \triangleleft G_m = G \) such that $G_i/G_{i+1}$ is simple for each $i$. Recall that $G$ is solvable iff $G_i/G_{i+1}$ is cyclic of prime order for each $i$ in any composition series for $G$.

### 2.3 Chapter Overview

1. In Section 2.4 we
   - Define a problem PGE.
   - Prove that PGE polynomial-time many-one reduces to $SD^{1,0}$.
   
   \[
   \text{PGE} \leq_{m} \text{SD}^{1,0}.
   \]

   - Define permutation group problems SUBSP-TRANS and CONJ-GROUP. Prove that they are polynomial-time reducible to PGE.
   
   \[
   \text{SUBSP-TRANS} \leq_{m} \text{PGE},
   \]
   \[
   \text{CONJ-GROUP} \leq_{m} \text{PGE}.
   \]

   Since several permutation group problems are reducible to either SUBSP-TRANS or CONJ-GROUP the above reductions imply that they are in PZK.

2. In Section 2.5 we prove PGE has perfect zero knowledge proof in liberal sense.

3. In Section 2.6 we prove that the solvable permutation group isomorphism problem is polynomial-time many-one reducible to $SD^{1,0}$.
4. In Section 2.7 we define the black box group problem $GE$. Prove

$$GE \leq^P SD^{1,1/3}.$$ 

We show that several black box group problems are polynomial-time many-one reducible to $GE$. As a consequence we deduce that they are in $SZK$.

5. In Section 2.8 we prove that several permutation group problems have concurrent zero knowledge proofs.

6. In Section 2.9 we prove that several black box group problems have $SZK$ proofs with efficient prover.

Figure 2.1 we schematically represent the reductions among several problems. For the reductions among the permutation group problems see [82]. The problem of deciding if two groups given by their multiplication tables are isomorphic or not is denoted as $GrIso$. We will study this problem in the next chapter.

## 2.4 Group Problems in PZK

In this section we show that various permutation group problems (not known to be in P) are in PZK. Examples of such problems are Coset Intersection, Double Coset Membership, Conjugate Subgroups etc. We define these problems below (see [82] for more details). These are all problems known to be harder than $GRAPH$-ISO.

We prove the membership of all these problems in PZK by one general result. We define a generic problem called *Permutation Group Equivalence* $PGE$ and show that $PGE$ is polynomial-time many-one reducible to $SD^{1,0}$. As $SD^{1,0} \in PZK$ it follows that $PGE \in PZK$. The problem $PGE$ is generic in the sense that all considered problems, except the isomorphism problem, about permutation groups are polynomial-time many-one reducible to $PGE$. Thus, it follows as a corollary that all these problems are in PZK.

Permutation group isomorphism problem requires a different approach. In fact, in this chapter we show only for solvable groups that this problem is in PZK.

Recall that instances of $SD^{1,0}$ are pairs of circuits $(X_0, X_1)$, where $X_i : \{0, 1\}^n \rightarrow \{0, 1\}^m$ defines a probability distribution on $\{0, 1\}^m$, for uniformly distributed input in
Figure 2.1: Schematic Diagram of Reductions.
In $\{0, 1\}^n$. The promise is that the statistical difference between $X_0$ and $X_1$ is 0 or 1 and the problem is to determine which is the case. This is known to be in PZK [106].

**Definition 2.4.1** The Permutation Group Equivalence Problem PGE has inputs consisting of 4-tuples $(x, y, T, \tau)$. Here $T \subset S_n$. Let $G = \langle T \rangle$. Then $\tau : G \times S \rightarrow S$ is a polynomial-time computable group action of $G$ on $S$, for some $S \subseteq \{0, 1\}^m$, where $m = n^{O(1)}$. More precisely, given $g \in G$ and $s \in S$, the image $s^{\tau(g)}$ of $s$ under $g$ (which we denote simply by $s^g$) is polynomial-time computable. Finally, $x, y \in S$.

The PGE problem is the following promise problem: given an input 4-tuple $(x, y, T, \tau)$ with the promise that $x, y \in S$ and that $\tau$ defines a group action of $\langle T \rangle$ on $S$, the problem is to decide if $x$ and $y$ are in the same $G$-orbit. I.e. is $x^g = y$ for some $g \in G$?

**Theorem 2.4.2** PGE is polynomial-time many-one reducible to SD$^{1.0}$.

**Proof.** Let $(x, y, T, \tau)$ be an input instance of PGE such that $x, y \in S$ and $S \subseteq \{0, 1\}^m$. Define two circuits $X_{x,T}, X_{y,T} : \{0, 1\}^k \rightarrow \{0, 1\}^m$, where $k$ is polynomial in $n$ to be fixed later. In the sequel we assume that it is possible to uniformly pick a random element from the set $[i]$ for each positive integer $i$ given in unary.\(^2\) The circuit $X_{x,T}$ on input which is a random string $r \in \{0, 1\}^k$ will use $r$ to randomly sample an element from the group $G = \langle T \rangle$. This is a polynomial-time procedure based on the Schreier-Sims algorithm for computing a strong generating set $\bigcup_{i=1}^{n-1} R_i$ for $G$, where $R_i$ is a complete set of distinct coset representatives of $G^{(i)}$ in $G^{(i-1)}$ for each $i$. Then we can sample from $G$ uniformly at random by picking $x_i \in R_i$ uniformly at random and computing their product $g_r = x_1 x_2 \cdots x_{n-1}$. The circuit $X_{x,T}$ then outputs $x^{g_r}$. By construction, $x^{g_r}$ is uniformly distributed in the $G$-orbit of $x$. Likewise the other circuit $X_{y,T}$ will output a uniformly distributed element of the $G$-orbit of $y$. Since $G$ defines a group action on $S$, the two orbits are either disjoint or identical. In particular, the orbits are identical if and only if $x = y^g$ for some $g \in G$. Thus, the statistical difference between $X_{x,T}$ and $X_{y,T}$ is 0 or 1 depending on whether $x = y^g$ for some $g \in G$ or not. This proves the theorem.

We show that several permutation group problems are reducible to PGE. There is a table of reductions for permutation group problems in Luks’ article [82]. It suffices to show that the following two “hardest” problems from that table are reducible to PGE (apart from permutation group isomorphism which we consider in the next section).

\(^2\)This assumption is required even for the PZK protocol for GRAPH-ISO.
Definition 2.4.3 The Subspace Transporter Problem SUBSP-TRANS has input consisting of a subgroup $G$ of $S_n$ given by generating set $T$, a representation $\tau : G \to GL(F_q^m)$, and subspaces $W_1, W_2 \subseteq F_q^m$ given by spanning sets. The question is whether $W_1^g = W_2$ for some $g \in G$. Here the size $q$ of the finite field is a constant.

Notice here that by $W_1^g$ we mean the image of the subspace $W_1$ under the matrix $\tau(g)$.

Definition 2.4.4 The Conjugacy of Groups Problem CONJ-GROUP has inputs consisting of three permutation groups $G, H_1, H_2$ in $S_n$, given by generating sets. The question is whether there is a $g \in G$ such that $H_1^g = H_2$ (where $H_1^g = g^{-1}H_1g$).

Lemma 2.4.5

(a) Let $F_q$ be a fixed finite field. Given as input $X \subset F_q^n$, there is a polynomial-time algorithm $A$ that computes a canonical basis $B$ of the subspace $W$ spanned by $X$. The output is canonical in the following sense: if $A$ is given any spanning set of $W$ as input, the output of $A$ will be $B$.

(b) Given as input $X \subset S_n$, there is a polynomial-time algorithm $A$ that computes a canonical generating set $B$ of the subgroup $G$ generated by $X$. The output is canonical in the sense that $A$ will output $B$, given any generating set $X'$ of $G$ as input.

Proof. First we prove (a). Order the elements of $F_q$ lexicographically. First, we search for the least $i$ such that there is a vector $(v_1, \ldots, v_n) \in W$ with $v_i = 1$ (Notice that $v_1, \ldots, v_{i-1}$ have to be zero for all elements of $W$). For this we can use a polynomial-time algorithm for testing feasibility of linear equations over $F_q$. Having found $i$, we search for the least $v_{i+1} \in F_q$ such that $v_i = 1$. Since $q$ is a constant we can do this search with a constant number of similar feasibility tests. After finding the least $v_{i+1}$ we fix it and search similarly for the least $v_{i+2}$ and so on. Continuing thus, we can compute the lex least nonzero element $u_1$ in $W$. Next, in order to find a basis we look for the least index $j > i$ such that there is a nonzero vector $(v_1, \ldots, v_n) \in W$ with $v_1 = v_2 = \ldots = v_{j-1} = 0$ and $v_j = 1$ again by $O(n)$ feasibility tests. After finding $j$, we can again pick the lex least nonzero vector $u_2$ with the property that the $j$th index is the least nonzero coordinate in $u_2$. Continuing in this manner, we will clearly obtain a basis $\{u_1, u_2, \ldots, u_k\}$ of $W$. By our construction this basis is canonical.
Now we prove (b). The algorithm $A$ will compute a strong generating set from $X$ for the group $G$ using the Schreier-Sims algorithm [82]. Then using the fact that the lex least element of a coset $xH$ (where $x \in S_n$ and $H \leq S_n$) can be computed in polynomial time [18] we can replace each coset representative in the strong generating set by the lex least coset representative. This generating set is canonical by construction.

**Theorem 2.4.6** The problems SUBSP-TRANS and CONJ-GROUP are polynomial-time many-one reducible to PGE.

**Proof.** We first consider SUBSP-TRANS. Let $(T, S_1, S_2, \pi)$ be an input. Let $G = \langle T \rangle$ and $S_1, S_2 \subset \mathbb{F}_q^m$ be spanning sets of $W_1$ and $W_2$ respectively. The representation is given by $\pi : G \rightarrow GL(\mathbb{F}_q^m)$. The reduction from SUBSP-TRANS to PGE maps $(T, S_1, S_2, \pi)$ to $(x, y, T, \tau)$ where $x$ and $y$ are the canonical bases for $W_1$ and $W_2$ respectively, in the sense of lemma 2.4.5. The set $S$ in definition 2.4.1 corresponds to the set of canonical bases of all possible subspaces of $\mathbb{F}_q^m$. The group action $\tau$ is the algorithm that given $B \in S$ and $g \in G$, first computes the set of vectors $\pi(g)(B)$. Next, using the algorithm in Lemma 2.4.5, $\tau$ computes the canonical basis of subspace spanned by $\pi(g)(B)$.

The reduction is similar for CONJ-GROUP. Let $(T, S_1, S_2)$ be an instance of CONJ-GROUP, where $T, S_1$ and $S_2$ generate $G, H_1$, and $H_2$ respectively. The reduction maps $(T, S_1, S_2)$ to $(x, y, T, \tau)$ where $x$ and $y$ are the canonical strong generating sets for $H_1$ and $H_2$ respectively in the sense of Lemma 2.4.5. The set $S$ in definition 2.4.1 is the set of canonical strong generating sets for all subgroups of $S_n$. The group action $\tau$ is the algorithm that given $B \in S$ and $g \in G$, applies the algorithm $A$ in lemma 2.4.5 to compute the canonical generating set for the subgroup generated by $\{g^{-1}xg \mid x \in B\}$.

Since SUBSP-TRANS and CONJ-GROUP are harder than several permutation group problems w.r.t. polynomial time many-one reductions [82] we have the following.

**Corollary 2.4.7** The problems of Set Transporter, Coset Intersection, Double Coset Membership, Double Coset Equality, Conjugacy of Elements, Vector Transporter etc are all in PZK.
2.5 Group Nonequivalence and PZK in liberal sense

It is not known (to the best of our knowledge) if $SD^{1,0}$ is in PZK. However, we observe here that we need the following liberal definition of PZK, because only such PZK protocols are known for even problems like GRAPH-NONISO and Quadratic Nonresiduosity.

We show that Permutation Group Nonequivalence $\text{PGE}$ is in PZK in the liberal sense. Consequently, the complement of problems considered in Corollary 2.4.7 and Theorem 2.4.6 are also in PZK (liberal sense).

**Definition 2.5.1 (PZK (liberal sense))** [58] An interactive protocol $(P, V)$ is perfect zero knowledge if for every probabilistic polynomial time interactive machine $V^*$ there exists an expected polynomial-time algorithm $M^*$ such that for every $x \in L$ the random variable $(P, V^*)(x)$ and $M^*(x)$ are identically distributed.

Notice that in this definition [58] of PZK the simulator is required to be an expected polynomial time algorithm that always outputs some legal transcript. The definition we used in Section 2.4 is more stringent. It requires the simulator to be worst case polynomial time though it may sometimes fail.

A common generalization of several problems in PZK (liberal sense) is $\text{PGE}$.

**Theorem 2.5.2** $\text{PGE}$ is in PZK in liberal sense.

The proof of this theorem is similar to [55] and some of the techniques are from [54]. We first describe the PZK protocol.

**2.5.1 Protocol**

**Input** $(x_0, x_1, T, \tau)$, where $T \subseteq S_n$ generates the group $G$, $x_0, x_1 \in S$ and $\tau$ is a polynomial time computable group action of $G$ on $S$.

**V1** The verifier chooses $b$ randomly from $\{0, 1\}$, $g$ randomly from $G = \langle T \rangle$. Let $s = x^g_b$. The prover is supposed to tell $b$ given $s$. The verifier also chooses $g_j^{(i)}$ randomly from $G$ and $b_i \in \{0, 1\}$ for $j = 0, 1$ and $i = 1, 2, \cdots, k$. Calculate $s_0^{(i)} = x_0^{g_0^{(i)}}$ and $s_1^{(i)} = x_1^{g_1^{(i)}}$. The verifier sends $s$ and the pairs $(s_0^{(i)}, s_1^{(i)})$ for $i = 1, 2, \cdots, k$. The prover uses these pairs to check that the verifier is not cheating. We will later fix $k$. 
\textbf{P1} The prover chooses a random subset $I$ of $[k]$ and sends it to the verifier.

\textbf{V2} The verifier supplies $g_j^{(i)}$ and $b_i$ for all $i \in I$ and $j = 0, 1$. For all $i \in \overline{I}$, he sends $(d_i, h_i)$ where $d_i = b \oplus b_i$ and $h_i = g^{-1}g_{b \oplus b_i}^{(i)}$. Thus, for an honest verifier $s_{d_i} = s^{h_i}$. (Note that $x^{g_1g_2} = (x^{g_1})^{g_2}$)

\textbf{P2} If $s_0^{(i)} \neq x_b^{g_0^{(i)}}$ or $s_1^{(i)} \neq x_1^{g_1^{(i)}}$ for any $i \in I$ or $s_{d_i} \neq s^{h_i}$ for any $i \in \overline{I}$ then reject the input. Otherwise send $\beta$ such that there exists $g''$ such that $s = x_\beta^{g''}$. If no such $\beta$ exists, then send $\beta = 0$.

\textbf{V3} If $b = \beta$ accept, else reject.

\textbf{Lemma 2.5.3} The above protocol is an interactive protocol with completeness error 0 and soundness error less than or equal to $1/2$.

If $(x_0, x_1, G, S) \in \text{PGE}$ then $x_0$ and $x_1$ are in different orbits. Thus, if $s$ is in the orbit of one of them then it cannot be in the orbit of the other element. Hence, the prover will be able to tell from which distribution $s$ comes. Thus the verifier will accept.

If $(x_0, x_1, G, S) \in \text{PGE}$ then the two $x_0$ and $x_1$ are in the same orbit. Thus, if $s$ can come from one of the elements it can come from the other element as well. Thus any prover can at best guess $b$. We prove this formally as follows.

Let $B$ be a random variable that takes values randomly and uniformly from $\{0, 1\}$. Let $E$ be a random variable that takes values randomly and uniformly from $G \times (G \times G \times \{0, 1\})^k$. Let $f$ be a function whose domain is $\{0, 1\} \times G \times (G \times G \times \{0, 1\})^k \times \mathcal{P}([k])$, where $\mathcal{P}([k])$ is the power set of $[k]$. The function on the value $(b, g, \{(g_0^{(i)}, g_1^{(i)}, b_i)\}_{i=1}^k, I)$ produces the value

\[
x_b^g, \{(x_{b_i'}, x_{1\oplus b_i'})\}_{i=1}^k, \quad [(g_0^{(i_1)}, g_1^{(i_1)}, b_{i_1}), (g_0^{(i_2)}, g_1^{(i_2)}, b_{i_2}), \ldots, (g_0^{(i_p)}, g_1^{(i_p)}, b_{i_1})],
\]

\[
[(b \oplus b_{j_1}, g^{-1}g_{b \oplus b_{j_1}}^{(i_1)}), (b \oplus b_{j_2}, g^{-1}g_{b \oplus b_{j_2}}^{(i_2)}), \ldots, (b \oplus b_{j_q}, g^{-1}g_{b \oplus b_{j_q}}^{(i_p)})]
\]

where $I = \{i_1, i_2, \ldots, i_p\}$ and $\overline{I} = \{j_1, j_2, \ldots, j_q\}$. So, $f(B, E, I)$ is a random variable which behaves in the same manner as the verifier $V$ would have done on its random coins $(b, g, \{(g_0^{(i)}, g_1^{(i)}, b_i)\}_{i=1}^k)$ and index set $I \subseteq [k]$ sent by the prover.
Claim 2.5.4

\[ Pr[B = 0 | f(B, E, I) = Tr] = Pr[B = 1 | f(B, E, I) = Tr] \]

where

\[ Tr = [s, \{(s_0^{(i)}, s_1^{(i)})\}_{i=1}^k, \]
\[ \{(h_0^{(i_0)}, h_1^{(i_0)}, e_{i_0}), (h_0^{(i_2)}, h_1^{(i_2)}, e_{i_2}), \ldots, (h_0^{(i_p)}, h_1^{(i_p)}, e_{i_p})\} \]
\[ \{(d_{j_1}, h_{j_1}), (d_{j_2}, h_{j_2}), \ldots, (d_{j_q}, h_{j_q})\} \]

is in the range of the \( f, I = \{i_1, i_2, \ldots, i_p\} \) and \( \mathcal{T} = \{j_1, j_2, \ldots, j_q\} \). (Here the probability is taken over \( B \) and \( E \) and not on the index set \( I \). The claim is true of any index set \( I \).)

**Proof.** Let \( A_{0,I} = \{(g, \{(g_0^{(i)}, g_1^{(i)}, b_i)\}_{i=1}^k) | f(0, g, \{(g_0^{(i)}, g_1^{(i)}, b_i)\}_{i=1}^k, I) = Tr \} \)
and \( A_{1,I} = \{(g, \{(g_0^{(i)}, g_1^{(i)}, b_i)\}_{i=1}^k) | f(1, g, \{(g_0^{(i)}, g_1^{(i)}, b_i)\}_{i=1}^k, I) = Tr \} \). We will prove that \( |A_{0,I}| = |A_{1,I}| \). Assuming this,

\[ Pr[f(B, E, I) = Tr | B = 0] = Pr[f(0, E, I) = Tr] \]
\[ = Pr[E \in A_{0,I}] \]
\[ = Pr[E \in A_{1,I}] \]
\[ = Pr[f(B, E, I) = Tr | B = 1]. \]

Now applying Bayes’ theorem, we get the claim.

Now we prove that \( |A_{0,I}| = |A_{1,I}| \). As \( x_0 \) and \( x_1 \) are in the same orbit, there exists \( \gamma \in G \) such that \( x_0^\gamma = x_0 \). We note that \( g \mapsto \gamma g, (g_0^{(i)}, g_1^{(i)}, b_i) \mapsto (g_0^{(i)}, g_1^{(i)}, b_i) \) for all \( i \in I \) and for all \( j \in \mathcal{T} \)

\[ (g_0^{(j)}, g_1^{(j)}, 0) \mapsto (\gamma g_0^{(j)}, g_1^{(j)}, 1) \]
\[ (g_0^{(j)}, g_1^{(j)}, 1) \mapsto (\gamma^{-1} g_0^{(j)}, g_1^{(j)}, 0) \]

is a bijection from \( A_{0,I} \) to \( A_{1,I} \). □

Let \( \mathcal{R} \) be a random process that on input some \( f(B, E, I) = Tr \) produces a number. \( \mathcal{R} \) acts as a prover \( P^* \). As the prover tries to find \( b \) from \( Tr \), \( \mathcal{R} \) does so, too. The verifier
accepts if the prover can correctly supply him the \( b \) that he chooses in step \( \text{V1} \). This corresponds to the event \( \mathcal{R}(f(B, E, I)) = B \). Hence, we calculate \( \Pr[\mathcal{R}(f(B, E, I)) = B] \).

\[
\Pr[\mathcal{R}(f(B, E, I)) = B] = \sum_{Tr} \Pr[\mathcal{R}(Tr) = B | f(B, E, I) = Tr] \cdot \Pr[f(B, E, I) = Tr].
\]

Now,

\[
\Pr[\mathcal{R}(Tr) = B | f(B, E, I) = Tr] = \sum_{b} \Pr[\mathcal{R}(Tr) = b \wedge B = b | f(B, E, I) = Tr]
\]

\[
= \sum_{b} \Pr[\mathcal{R}(Tr) = b] \Pr[B = b | f(B, E, I) = Tr]
\]

\[
\leq \frac{1}{2} \sum_{b} \Pr[\mathcal{R}(f(B, Tr, I)) = b]
\]

Thus, \( \Pr[\mathcal{R}(f(B, E, I)) = B] \leq 1/2 \). This proves that the soundness error is \( \leq 1/2 \) completing Lemma 2.5.3.

### 2.5.2 Simulator

We will prove that for any probabilistic polynomial time verifier \( V^* \) there exists an expected time simulator \( M_{V^*} \) that produces the same distribution as the protocol does. Let the input length be \( n \). Let \( q(n) \) be a polynomial bound on the running time of \( V^* \).

**S1** Choose \( w \) randomly from \( \{0, 1\}^{q(n)} \). Simulate \( V^* \) on the \((x_0, x_1, G, S)\) using the random coins \( w \). Let \( V^* \) send \((g, \{(s_0^{(i)}, s_1^{(i)})\}_{i=1}^{k})\) to the prover.

**S2** Choose a random subset \( I \) of \([k]\). Use it as the verifier’s next input. Suppose the verifier sends \( \{(g_0^{(i)}, g_1^{(i)}, b_i)\}_{i\in I} \) and \( \{(d_i, h_i)\}_{i\in \overline{I}} \). The simulator checks if \( s_0^{(i)} = x_{b_i}^{g_0^{(i)}} \) or \( s_1^{(i)} = x_{1-b_i}^{g_1^{(i)}} \) for all \( i \in I \) or \( s_d^{(i)} = s^{h_i} \) for all \( i \in \overline{I} \). If any of these conditions is violated then the simulator rejects and produces an output accordingly. Else step S3.

**S3** Choose a random subset \( K \) of \([k]\). Again simulate \( V^* \) with the same random coin \( w \). But now as the next input (i.e., corresponding to step \( \text{P1} \)), send \( K \) to \( V^* \). Suppose now, \( V^* \) outputs \( \{(\tilde{g}_0^{(i)}, \tilde{g}_1^{(i)}, \tilde{b}_i)\}_{i\in K} \) and \( \{(\tilde{d}_i, \tilde{h}_i)\}_{i\in \overline{K}} \).
S3.1 In this step $M_{V^*}$ tries to find the correct orbit of $s$.

Let for some $i \in I \cap K$, $\hat{d}_i = 0$ and $s^{\hat{h}_i} = s_0^{(i)}$. But as $s_0^{(i)} = x_{b_i}^0$ (because $M_{V^*}$ has passed step S2), we must have $s \sim x_{b_i}$. So, $M_{V^*}$ sets $\beta = b_i$.

Similarly, if $\hat{d}_i = 1$ and $s^{\hat{h}_i} = s_1^{(i)}$, $M_{V^*}$ sets $\beta = b_i$. The case for $i \in \overline{I} \cap K$ and analogous conditions can also be dealt with similarly.

If no $\beta$ is found go to step S3 otherwise go to step S4.

S3.2 In parallel find the correct orbit of $s$ using brute force algorithm. We can assume that the brute force algorithm runs in time $2^{\Lambda(n)}$, where $\Lambda(n)$ is a polynomial. If no correct $\beta$ could be found set $\beta = 0$.

S4 Output the transcript.

Claim 2.5.5 The simulator $M_{V^*}$ runs in expected polynomial time.

Proof. It is sufficient to prove that the expected number of times $V^*$ is called is polynomial. Let $w$ be the random coins $V^*$ uses. Let $N_w$ be the number of subsets $I$ on which the simulator has to go to step S3, i.e., these are the index set on which the conditions checked by $M_{V^*}$ on step S2 are true. Let us call these subsets good. Clearly, $0 \leq N_w \leq 2^k$.

Case 1: $N_w \geq 2$.

In this case $Pr[A randomly chosen subset K is good and K \neq I] = \frac{N_w - 1}{2^k}$.

Thus, expected number of times $V^*$ is called is

$$1 + \frac{N_w}{2^k} \left( \frac{N_w - 1}{2^k} \right)^{-1} \leq 3.$$

Case 2: $N_w = 1$.

In this case $M_{V^*}$ moves to step S3 only when the subset $I$ chosen at step S1 is good. Thus, the probability of this event is $\frac{1}{2^k}$. The brute force algorithm takes time $2^{\Lambda(n)}$. Thus, expected number of times $V^*$ is called is $\frac{2^{\Lambda(n)}}{2^k}$. So if we choose $k$ to be a polynomial greater than $\Lambda(n)$, $V^*$ will be called at most constant number of times. (Note that the proof of Lemma 2.5.3 does not change for this choice of $k$)
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Case 3: $N_w = 0$.

In this case $V^*$ never reaches step $S_3$. Thus, $V^*$ is called only once. □

Claim 2.5.6 Simulator’s output distribution and the verifier’s view is identically distributed.

Proof. Same random coin for the verifier and same index set produces same transcript in both the cases. □

Combining Theorem 2.4.6 and Theorem 2.5.2 we obtain the following.

Corollary 2.5.7 The complement of the following problems are in PZK in liberal sense: Set Transporter, Coset Intersection, Double Coset Membership, Double Coset Equality, Conjugacy of Elements, Vector Transporter.

2.6 Solvable Permutation Group Isomorphism is in PZK

In this section we consider permutation group isomorphism PERM-ISO: given two subgroups $\langle S \rangle, \langle T \rangle \leq S_n$, the problem is to test if $\langle S \rangle$ and $\langle T \rangle$ are isomorphic.

Remark. PERM-ISO is in NP $\cap$ coAM [82]. It is harder than GRAPH-ISO [82] and seems different in structure from GRAPH-ISO or PGE. Like PGE if we try to formulate PERM-ISO using group action we notice that isomorphisms between groups are not permutations on small domains (unlike PGE). Thus, we do not know how to prove certain complexity-theoretic statements for PERM-ISO that hold for GRAPH-ISO. E.g. we do not know if it is in SPP or even low for PP [75], although GRAPH-ISO is in SPP [18]. Indeed, we do not know if PERM-ISO is in SZK.

However, in this section we show that PERM-ISO for solvable groups is reducible to SD$^{1\text{mod}}$ and is hence in PZK. We recall some group theoretic definitions.

Let $X$ be a finite set of symbols and $FG(X)$ be the free group generated by $X$.

Definition 2.6.1 A pair $(X, R)$ is a presentation of a group $G$ where $X$ is a finite set of symbols and $R$ is a set of words over $X \cup X^{-1}$ where each $w \in R$ defines the relation $w = 1$. The presentation $(X, R)$ defines $G$ in the sense that $G \cong FG(X)/N$, where $N$ is the normal closure in $FG(X)$ of the subgroup generated by $R$. The size of $(X, R)$ is $|X| + \sum_{w \in R} |w|$. Call $(X, R)$ a short presentation of the finite group $G$ if the size of $(X, R)$ is $(\log |G|)^{O(1)}$. 
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It is an important conjecture [27] that all finite groups have short presentations. It is known to be true for large classes of groups. In particular, it is easy to prove that solvable finite groups have short presentations.

Notice that two groups are isomorphic if and only if they have the same set of presentations. Our reduction of solvable permutation group isomorphism to SD^{1,0} will use this fact. Specifically, to reduce solvable PERM-ISO to SD^{1,0} we give a randomized algorithm \( A \) that takes as input the generating set of a solvable group \( G \leq S_n \) and outputs a short presentation for \( G \). We can consider \( A(G) \) as a circuit with random bits as input and a short presentation for \( G \) as output. Clearly, if \( G \ncong H \) then the circuits \( A(G) \) and \( A(H) \) will output distributions with disjoint support. On the other hand, if \( G \cong H \), the circuits \( A(G) \) and \( A(H) \) will compute identical probability distributions on the short presentations (for \( G \) and \( H \)).

We describe \( A \) in two phases. In the first phase \( A \) computes a random composition series for the input solvable group \( G = \langle T \rangle \) following some distribution. In the second phase, \( A \) will deterministically compute a short presentation for \( G \) using this composition series. An ingredient for \( A \) is a polynomial-time sampling procedure from \( L \setminus N \) where \( L \leq S_n \) and \( N \triangleleft L \) are subgroups given by generating sets. We describe this algorithm.

**Lemma 2.6.2 (Sampling Lemma)** Let \( L \leq S_n \) and \( N \triangleleft L \), where both \( L \) and \( N \) are given by generating sets. There is a polynomial-time algorithm that samples from \( L \setminus N \) uniformly at random (with no failure probability).

**Proof.** Let \( L = \langle S \rangle \) and \( N = \langle T \rangle \). Recall that applying the Schreier-Sims algorithm we can compute a strong generating set for \( L \) in polynomial time. More precisely, we can compute distinct coset representatives \( R_i \) for \( L^{(i)} \) in \( L^{(i-1)} \) for \( 1 \leq i \leq n - 1 \), where \( L^{(i)} \) is the subgroup of \( L \) that fixes each of \( 1, 2, \ldots, i \). Notice that \( |R_i| \leq n \) for each \( i \). Thus, we have the tower of subgroups \( L = L^{(0)} \supseteq L^{(1)} \supseteq \ldots \supseteq L^{(n-1)} = 1 \).

We can use the strong generating set \( \bigcup R_i \) to sample uniformly at random from \( L \) as explained in proof of Theorem 2.4.2. This sampling procedure can be easily modified to sample uniformly from \( L \setminus \{1\} \).

We will build on this idea, using some standard group-theoretic algorithms from [82] to sample uniformly from \( L \setminus N \). Since \( N \triangleleft L \) each set \( NL^{(i)} \) is a subgroup of \( L \). 

28
Furthermore, for each $i$

$$\frac{|NL^{(i-1)}|}{|NL^{(i)}|} \leq \frac{|L^{(i-1)}|}{|L^{(i)}|} \leq n - i + 1.$$ 

Thus, $L = NL^{(0)} \geq NL^{(1)} \geq \ldots \geq NL^{(n-1)} = 1$ is also a subgroup tower with each adjacent pair of subgroups of small index. Furthermore, $R_i$ also forms coset representatives for $NL^{(i)}$ in $NL^{(i-1)}$. However, $R_i$ may not be all distinct coset representatives. Since we have the generating set for $NL^{(i)}$ (the union of $T$ and the generating set for $L^{(i)}$) we can find the distinct coset representatives in polynomial time by using membership tests in $NL^{(i)}$, using the fact that $x, y \in R_i$ are not distinct coset representatives for $NL^{(i)}$ in $NL^{(i-1)}$ iff $xy^{-1} \in NL^{(i)}$. Let $S_i \subseteq R_i$ be the distinct coset representatives for each $i$. Let $|S_i| = m_i$ for each $i$. We can ignore the indices $i$ for which $S_i$ has only the identity element.

Now, each element $gN \in L/N$ can be expressed uniquely as

$$gN = (g_1N) \cdots (g_{n-1}N) = g_1 \cdots g_{n-1}N,$$ 

where $g_i \in S_i$.

Partition the nontrivial elements of $L/N$ into sets $V_i = \{g_i \cdots g_{n-1}N \mid g_j \in S_j \text{ and } g_i \neq 1\}$. Clearly, $L/N \setminus \{1N\} = \biguplus_{i=1}^{n-1} V_i$. Furthermore, let $|V_i| = (m_i - 1) \prod_{j=i+1}^{n-1} m_j = N_i$ for each $i$. We can sample uniformly from $V_i$ by uniformly picking $g_i \in S_i \setminus \{1\}$ and $g_j \in R \ S_j, j = i + 1, \ldots, n - 1$. Thus, we can sample uniformly from $L/N$ by first picking $i$ with probability $\frac{N_i}{|L/N| - 1}$ and then sampling uniformly from $V_i$. Finally, to sample from $L \setminus N$, notice that after picking the tuple $(g_i, \ldots, g_{n-1})$ while sampling from $V_i$ we can pick $x \in N$ (by first building a strong generating set for $N$). Clearly, $g = g_i \cdots g_{n-1}x$, is uniformly distributed in $L \setminus N$.

We now describe algorithm $A$. Suppose $S$ is the input to $A$, where $G = \langle S \rangle$ is a solvable group. In Phase 1, $A$ first computes the derived series $\{id\} = G_1 \vartriangleleft G_2 \vartriangleleft \cdots \vartriangleleft G_z = G$ of $G$ (in deterministic polynomial time [82]).

Next, $A(G)$ refines the derived series for $G$ into a random composition series by inserting a chain of normal subgroups between consecutive groups of the series. It suffices to describe this refinement for $G' \vartriangleleft G$, where $G' = G_{z-1}$ and $G = G_z$. We can refine each $G_i \vartriangleleft G_{i+1}$ similarly.

Suppose $|G/G'| = p_1^{\alpha_1} p_2^{\alpha_2} \cdots p_l^{\alpha_l} = m$, $p_1 < p_2 < \cdots < p_l$. Using standard
algorithms from [82] we can compute \( m \) in polynomial time. As \( m \) is smooth (all \( p_i \leq n \)) we can also factorize \( m \) in polynomial time to find the \( p_i \). We will use the ordering of the \( p_i \).

Let \( G' = \langle T \rangle \). Since \( G/G' \) is abelian, the \( p_1 \)-Sylow subgroup of \( G/G' \) is \( L/G' \) where \( L \) is generated by the union of \( T \) and \( \{ g^{m/p_1} | g \in S \} \).

Notice that \( G' \triangleleft L \triangleleft G \). Applying Lemma 2.6.2, \( A \) can sample uniformly an \( x \in L \setminus G' \). As \( |L/G'| = p_1^{s_1} \), the order of \( xG' \) is \( p_1^t \) for some \( t \neq 0 \). This \( t \) is easily computed by repeated powering. Clearly, \( x^{p_1^{t-1}}G' \) is of order \( p_1 \). Let \( x_1 = x^{p_1^{t-1}} \) and define \( N_1 = \langle T \cup \{ x_1 \} \rangle \). Clearly, \( G' \) is normal in \( N_1 \) and \( |N_1/G'| = p_1 \). Since \( G/G' \) is abelian it follows that \( G' \triangleleft N_1 \triangleleft L \triangleleft G \).

We now repeat the above process for the pair of groups \( N_1 \) and \( G \). Using Lemma 2.6.2 we randomly pick \( x \in L \setminus N_1 \) find the order \( p_1 \) of \( xN_1 \) in \( G/N_1 \) and set \( x_2 = x^{p_1^{t-1}} \). This will give us the subgroup \( N_2 \) generated by \( N_1 \) and \( x_2 \). Thus, we get the refinement \( G' \triangleleft N_1 \triangleleft N_2 \triangleleft L \triangleleft G \), where \( |N_2/N_1| = p_1 \). Continuing thus, in \( \alpha_1 \) steps we obtain the refinement

\[
G' \triangleleft N_1 \triangleleft N_2 \triangleleft \cdots \triangleleft N_{\alpha_1} = L \triangleleft G.
\]

Now, let \( M/G' \) be the \( p_2 \)-Sylow subgroup of \( G/G' \). We can find a generating set for \( M \) as before. Notice that \( L \triangleleft ML \triangleleft G \). Thus, applying the above process we can randomly refine the series \( L \triangleleft ML \) into a composition series where each adjacent pair of groups has index \( p_2 \).

Continuing thus, \( A \) refines \( G' \triangleleft G \) into a random composition series between \( G \) and \( G' \). This process can be applied to each pair \( G_i \triangleleft G_{i+1} \) in the derived series to obtain a random composition series for \( G \).

After phase 1, the computed composition series for \( G \) is described by a sequence \((x_1, x_2, \cdots, x_m)\) of elements from \( G \), where the composition series is \( id \triangleleft \langle x_1 \rangle \triangleleft \langle x_1, x_2 \rangle \triangleleft \cdots \triangleleft \langle x_1, x_2, \cdots, x_m \rangle = G \).

Observe that if \( \phi : G \to H \) is an isomorphism and if \( id = G_0 \triangleleft G_1 \triangleleft \cdots \triangleleft G_{m-1} \triangleleft G_m = G \) and \( id = H_0 \triangleleft H_1 \triangleleft \cdots \triangleleft H_{m-1} \triangleleft H_m = H \) are the derived series of \( G \) and \( H \) respectively, then \( \phi \) must isomorphically map \( G_i \) to \( H_i \) for each \( i \). Furthermore, if \((x_1, x_2, \cdots, x_m)\) describes a composition series for \( G \) then \((\phi(x_1), \phi(x_2), \cdots, \phi(x_m))\) describes a composition series for \( H \). Let \( X_i \) denote the random variable according to which \( x_i \) is picked in the above description for \( G \). Similarly, let \( Y_i \) denote the random
variable for the group \( H \). It is easy to see that \( Pr[X_1 = x_1] = Pr[Y_1 = \phi(x_1)] \). Now,

\[
Pr[X_i = x_i \mid 1 \leq i \leq m] = Pr[X_1 = x_1] \cdot \prod_{i=2}^{m} Pr[X_i = x_i \mid X_j = x_j, 1 \leq j < i].
\]

Notice that to construct \( x_{i+1} \) the algorithm refines \( \langle x_1, x_2, \cdots, x_i \rangle \triangleleft G_j \), where \( G_j \) is the appropriate group in the derived series. Now, if the algorithm finds \( \phi(x_1), \phi(x_2), \cdots, \phi(x_i) \) as the first \( i \) components of the composition series for \( H \), then the next element \( y_i \) is obtained by refining \( \langle \phi(x_1), \phi(x_2), \cdots, \phi(x_i) \rangle \triangleleft H_j \), where \( \phi : G_j \rightarrow H_j \) is an isomorphism. Thus, it is easy to see that for \( i \geq 2 \) also we have

\[
Pr[X_i = x_i \mid X_j = x_j, 1 \leq j < i] = Pr[Y_i = \phi(x_i) \mid Y_j = \phi(x_j), 1 \leq j < i].
\]

It follows that \( Pr[X_i = x_i \mid 1 \leq i \leq m] = Pr[Y_i = \phi(x_i) \mid 1 \leq i \leq m] \).

In the second phase, the algorithm \( \mathcal{A} \) computes a short presentation for \( G \) from its composition series given by \( \langle x_1, x_2, \cdots, x_m \rangle \). Let \( p_1 = |\langle x_1 \rangle| \) and for \( j > 1 \),

\[
p_j = |\langle x_1, x_2, \cdots, x_j \rangle|/|\langle x_1, x_2, \cdots, x_{j-1} \rangle|.
\]

Let the primes in this order be \( p_1, p_2, \cdots, p_m \) (not necessarily distinct). Notice that each \( g \in G \) can be uniquely expressed as \( g = x_{i_1}^{l_1} \cdot x_{i_2}^{l_2} \cdots x_{i_l}^{l_1} \), \( 0 \leq i_l \leq p_l - 1 \).

\( \mathcal{A} \) will compute the short presentation inductively. The cyclic subgroup \( \langle x_1 \rangle \) has the representation \( \langle x_1, R_i \rangle \) where \( X_1 = \{ \alpha_1 \} \) and \( R_1 = \{ \alpha_1^{p_1} \} \). We assume inductively that \( \langle x_1, x_2, \cdots, x_i \rangle \) has the presentation \( \langle X_i, R_i \rangle \) where \( X_i = \{ \alpha_1, \alpha_2, \cdots, \alpha_i \} \). We let \( X_{i+1} = X_i \cup \{ \alpha_{i+1} \} \). In order to define \( R_{i+1} \) we notice that \( x_{i+1} \langle x_1, \cdots, x_i \rangle = \langle x_1, \cdots, x_i \rangle x_{i+1} \) and \( x_{i+1}^{p_i} \in \langle x_1, x_2, \cdots, x_i \rangle \). Thus, the new relations (as explained e.g. in [19]) are

\[
x_{i+1}^{p_i} = u_{i+1}, \quad u_{i+1} \in \langle x_1, x_2, \cdots, x_i \rangle
\]

\[
\forall j, 1 \leq j \leq i, \quad x_j x_{i+1} = x_{i+1} w_{i+1,j}, \quad w_{i+1,j} \in \langle x_1, x_2, \cdots, x_i \rangle
\]

To find \( u_{i+1} \) notice that if \( x \in \langle x_1, x_2, \cdots, x_i \rangle \) then \( x \) belongs to one of the cosets \( x_{i}^{j} \langle x_1, x_2, \cdots, x_i \rangle, j = 0, \cdots, p_i - 1 \). To find the exact membership tests \( x_{i}^{-j} x \in \langle x_1, x_2, \cdots, x_{i-1} \rangle \) for each \( j \). As all the primes \( p_i \) are small, this is a polynomial-time step, because membership testing for permutation group can
be done in polynomial time (cf. [82]). By repeating the same for \( \langle x_1, x_2, \ldots, x_{i-1} \rangle, \langle x_1, x_2, \ldots, x_{i-2} \rangle, \ldots, \langle x_1 \rangle \) the algorithm will be able to find \( u_{i+1} = x_1^{l_1} \cdots x_1^{l_i} \). The corresponding relation will be \( \alpha_{i+1}^{l_{i+1}} = \alpha_{i}^{l_i} \cdots \alpha_{1}^{l_1} \). The algorithm can compute \( w_{i+1,j} \) and the corresponding relation similarly. Now, \( R_{i+1} \) is just \( R_i \) union the new relations. The number of relations \( T(i) \) for \( \langle x_1, x_2, \cdots, x_i \rangle \) follows the recurrence relation \( T(i + 1) = T(i) + i + 1, \) \( T(1) = 1 \). So, the number of relation is \( O(m^2) \). But \( m = O(\log |G|) \). Hence the presentation is of polynomial length (more precisely it is \( O(m^3) \)).

Suppose \( \phi : G \rightarrow H \) is an isomorphism and \( \langle x_1, \cdots, x_m \rangle \) describes a composition series for \( G \). Then \( \langle \phi(x_1), \cdots, \phi(x_m) \rangle \) describes a composition series for \( H \).

We notice that the composition series for \( G \) described by \( \langle x_1, \cdots, x_m \rangle \) for \( G \) and the composition series for \( H \) described by \( \langle \phi(x_1), \cdots, \phi(x_m) \rangle \) yield the same presentation. This can be seen by observing that the process of obtaining \( u_{i+1} \) and \( w_{i+1,j} \) is identical in both the cases. Thus, when \( G \cong H \) it follows that the distributions produced by \( \mathcal{A}(G) \) and \( \mathcal{A}(H) \) will be identical. On the other hand, if \( G \not\cong H \), \( \mathcal{A}(G) \) and \( \mathcal{A}(H) \) will have disjoint support. We have proved the following.

**Theorem 2.6.3** The problem of isomorphism testing of solvable permutation groups is polynomial time many-one reducible to \( \text{SD}^{1,0} \) and is hence in PZK.

**Remark.** We can extend this result to show that isomorphism testing for \( m \)-recognizable permutation groups is also in PZK (see [96, Section 8.3] for definitions).

### 2.7 Black Box Group Problems

In this section we consider analogous problems over black-box groups [23, 32]. The black-box group model essentially abstracts away the internal structure of the group into a “black-box” oracle that does the group operations. In order to give uniform zero-knowledge protocols we generalize PGE to black-box groups: the Group Equivalence Problem GE. It turns out that the key difference from the results of Section 2.4 is that while permutation groups can be uniformly sampled by a polynomial time algorithm, there is no polynomial-time uniform sampling algorithm for black-box groups. However, the following seminal result of Babai for almost uniform sampling from black-box groups suffices to show that the considered black-box group problems are in SZK.
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**Theorem 2.7.1** [23] Let $c, C > 0$ be given constants, and let $\varepsilon = N^{-c}$ where $N$ is a given upper bound on the order of the group $G$. There is a Monte Carlo algorithm which, given any set of generators of $G$, constructs a sequence of $O(\log N)$ $\varepsilon$-uniform Erdos-Renyi generators at a cost of $O((\log N)^5)$ group operations. The probability that the algorithm fails is $\leq N^{-C}$.

If the algorithm succeeds, it permits the construction of $\varepsilon$-uniformly distributed random elements of $G$ at a cost of $O(\log N)$ group operation per random element.

As the distribution is $\varepsilon$-uniform, not perfectly uniform and the algorithm has certain error probability, we do not get perfect zero knowledge protocols for GE. However, we have the following.

**Theorem 2.7.2** GE is reducible to $\text{SD}^{1/3}$ (relative to the black box group oracle $B$).

**Proof.** The proof is similar to that of Theorem 2.4.2. We reduce GE to $\text{SD}^{1/3}$ for some small $\epsilon_1$. Let $(q, x, y, T, \tau)$ where elements of $\{0, 1\}^q$ represents group elements, $T$ is the set of generating elements of group $G$ and $\tau$ is a polynomial time routine that computes the group action and has access to the group oracle $B$. The reduction maps $(q, x, y, T, \tau)$ to the pair of circuits $(X_1, X_2)$, both having access to the black box group oracle $B$. The circuit $X_1$ samples $g \in G$ using Babai’s algorithm. If the algorithm fails the circuit sets $g$ to be any fixed element of $G$. Then it produces $x^g$. The circuit $X_2$ is similarly defined for $y$. As in Theorem 2.4.2, we can argue that if $x$ and $y$ are not in the same $G$-orbit the statistical difference between the two circuits will be 1. But if they are in the same orbit then we can verify that the statistical difference is less than a chosen small number $\epsilon_1$. We can make $\epsilon_1$ close to the $\varepsilon$ specified by Theorem 2.7.1 by repeating Babai’s algorithm and thus reducing the error introduced due to failure. As $\varepsilon$ is inverse exponential, we can make $\epsilon_1$ less than $\frac{1}{3}$.

**Theorem 2.7.3** GE is in $\text{SZK}^B$ (where $\text{SZK}^B$ stands for $\text{SZK}$ in which both prover and verifier have access to the group oracle $B$).

**Proof.** The complexity class $\text{SZK}$ is closes under complementation [94]. Thus, $\text{SD}^{2/3, 1/3} \in \text{SZK}$. Now suffices to observe that the proof [94] that $\text{SD}^{2/3, 1/3} \in \text{SZK}$ relativizes and that $\text{SD}^{1, 1/3}$ is trivially reducible to $\text{SD}^{2/3, 1/3}$.
As a corollary we also get that several problems considered in [23] and some generalization of permutation group problems are in $\text{SZK}^B$. This partially answers an open question posed in [23] whether the considered problems are in $\text{SZK}$. However, we do not know if the order verification problem and group isomorphism for black-box groups are in $\text{SZK}$, although they are in $\text{AM} \cap \text{coAM}$.

**Corollary 2.7.4** Black box group membership testing, Disjointness of double cosets, Disjointness of subcosets, Group factorization etc are in $\text{SZK}^B$.

**Proof.** Let $(q, x, T)$ be an instance of black box group membership testing problem, where $q$ is the length of the strings encoding group elements, $T$ generates the group $G$. To reduce it to $\text{GE}$ we notice that $x \in G$ if and only if some element $t \in T$ and $x$ are in the same $G$-orbit where the $G$ action is just right multiplication, i.e., $z^g = gz$.

Let $(q, s, t, A, B)$ be an instance of double coset disjointness, where $H = \langle A \rangle$, $K = \langle B \rangle$ and the problem is to decide if $HsK$ and $HtK$ are disjoint. Here we notice that $HsK \cap HtK \neq \emptyset$ iff $s$ and $t$ are in the same $H \times K$-orbit where the action is defined by $z^{(h,k)} = h^{-1}zk$.

Disjointness of double coset and group factorization are equivalent because $Hs \cap Kt \neq \emptyset$ iff $H \cap Kts^{-1} \neq \emptyset$ iff $ts^{-1} \in KH$.

Let $(q, x, A, B)$ be an instance of Group factorization, where $G = \langle A \rangle$, $H = \langle B \rangle$. The problem is to decide if $x \in GH$. We notice that $x \in GH$ iff $x$ and the identity element $e$ are in the same $G \times H$-orbit. The group action is defined as $z^{(g,h)} = g^{-1}zh$.

\[ \blacksquare \]

## 2.8 Concurrent Zero Knowledge

Dwork, Naor and Sahai [46] defined the notion of concurrent zero knowledge in which several execution of the protocol occurs concurrently. It is a much stringent condition to demand that a protocol should be zero knowledge even if there are several execution of the protocol concurrently, which can very well be controlled by a single adversarial verifier.

In a concurrent interaction a verifier $V$ can interact with the prover as follows: The verifier sends a pair $(m, s)$ where $m$ is the message for session $s$. The prover $P$ acts
independently in all sessions. The message passing continues until the verifier sends
\((end, \alpha)\), where \(\alpha = \text{accept} \) or \(\text{reject}\). So, the transcript looks like

\[[(m_1, s_1), p_1, (m_2, s_2), p_2, \ldots, (m_t, s_t), p_t, (end, \alpha)].\]

The verifiers view \(\langle P, V \rangle(x)\) on input \(x\) is the transcript along with the random bits used
by the verifier.

The protocol is said to be zero knowledge if it remains zero knowledge under con-
current interaction. In [85], Micciancio, Ong, Sahai and Vadhan proved

**Theorem 2.8.1** [85] \(SD^{1,1/2}\) has concurrent zero knowledge proof system.

Combined with Theorems 2.8.1, 2.6.3, 2.4.2 and the fact that concurrent zero
knowledge is closed under polynomial time many one reduction we get the following
corollary immediately:

**Corollary 2.8.2** The complement of the following problems has concurrent zero knowl-
dge proofs: Set Transporter, Coset Intersection, Double Coset Membership, Double
Coset Equality, Conjugacy of Elements, Vector Transporter, Solvable Permutation
Group Isomorphism.

## 2.9 SZK Proof with Efficient Provers

An important question is whether we can design SZK protocols with efficient
provers for all problems in SZK. A notion of efficient provers, considered useful for problems
in SZK \(\cap\) NP, is where the prover has to be a randomized algorithm that has access to an
NP witness for an instance \(x\) of a language in SZK \(\cap\) NP. This question is studied in [86]
where it is shown that \(SD^{1,1/2}\) has such an SZK protocol. Consequently, any problem
polynomial-time many-one reducible to \(SD^{1,1/2}\) also has such efficient provers.

As a consequence of Theorem 2.7.2 where we show that Group Equivalence for
black-box groups is reducible to \(SD^{1,1/3}\) it follows from Corollary 2.7.4 and the above-
mentioned result of [86] that all NP problems considered in Section 2.7 have SZK pro-
tocols with efficient provers.

**Theorem 2.9.1** Black box group membership testing, Double coset membership, Sub-
coset intersection, Group factorization etc are in NP \(\cap\) \(SZK^B\) and have SZK protocols
with efficient provers.
2.10 Concluding Remarks

In this chapter we show that SZK (and PZK) contains a host of natural computational black-box problems (respectively permutation group problems). As complexity classes SZK and PZK are quite intriguing. We do not known anything beyond the containment $\text{PZK} \subseteq \text{SZK} \subseteq \text{AM} \cap \text{coAM}$ and the closure of SZK under complement. In this context it is interesting to note that all considered permutation group problems (except solvable group isomorphism) are known to be low for PP: we can put PGE in SPP using the methods of [18, 75]. Could it be that the class PZK (or even SZK) is low for PP? We make a final remark in this context. The SZK-complete problem Entropy Difference (ED) is complete even for “nearly flat” distributions, where “flatness” is a technical measure of closeness to the uniform distribution [106]. If we consider ED with the stronger promise that the two input distributions are uniform on their support then we can prove that the problem is low for PP.
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Limited Randomness Zero Knowledge

3.1 Introduction

Two groups \(G_1\) and \(G_2\) are isomorphic, denoted \(G_1 \cong G_2\), if there is a bijection \(\phi : G_1 \rightarrow G_2\) such that \(\phi(gg') = \phi(g)\phi(g')\) for all \(g, g' \in G_1\). If the \(G_1\) and \(G_2\) are two finite permutation groups given by their generating sets then deciding if \(G_1 \cong G_2\) is known as permutation group isomorphism problem (PERM-ISO). Graph isomorphism problem (GI) is polynomial-time Turing reducible to permutation group isomorphism problem. The problem PERM-ISO is in \(NP \cap \text{coAM}\) \([82]\). We considered a special case of PERM-ISO in Chapter 2 when the input permutation groups are solvable. In this chapter we consider the problem of deciding if two finite groups given by their multiplication tables are isomorphic. This problem is polynomial-time many-one reducible to the graph isomorphism problem. We give a zero knowledge protocol for this problem where the number of random bits used by the prover and the verifier is only polylogarithmic. The contribution of this chapter is that we give a theory of limited resource zero knowledge proofs that is based on the work of Goldreich, Sahai and Vadhan \([94, 57]\).

Definition 3.1.1 (GrIso)

Input: The multiplication tables of two finite groups \(G_1\) and \(G_2\) of order \(n\).

Decide: If \(G_1\) and \(G_2\) are isomorphic.

It was shown in \([19]\) that GrIso has a constant round, public-coin interactive protocol. The total size of the messages exchanged between the prover and the verifier in the interactive protocol in \([19]\) is only polylogarithmic and the verifier uses only polylogarithmically many random bits. In this chapter we give a PZK protocol for GrIso...
while maintaining all these properties, namely our PZK protocol has constant number of rounds, the prover and the verifier use only polylogarithmically many random bits and the total message size is polylogarithmic. This motivates us to study problems that have zero knowledge protocols where the use of randomness is limited. More precisely, we investigate statistical zero knowledge protocols where the prover, verifier and the simulator use only polylogarithmic randomness.

We define a class $\beta$HVSZK which consists of all promise problems having honest verifier statistical zero knowledge protocols where the prover, verifier and the simulator use polylogarithmic randomness and have polylogarithmic numbers of rounds. We analyze the techniques developed by Goldreich, Sahai and Vadhan [94, 57] in this setting. In their seminal work they proved that SZK has complete problems SD and ED. They gave an honest verifier statistical zero knowledge protocol for SD which has only two rounds. Since SD is complete for SZK, it implies that every problem in SZK has an honest verifier statistical zero knowledge proof with only two rounds. In this chapter we prove that every problem having an honest verifier statistical zero knowledge proof where the prover, verifier and the simulator use polylogarithmically many random bits and the protocol has polylogarithmically many rounds also has an honest verifier statistical zero knowledge protocol where not only the number of random bits used by the prover and the verifier is polylogarithmic but also the message size is only polylogarithmic and the number of rounds is two.

As a result of this we conclude that GrIso has an honest verifier statistical zero knowledge proof where the number of random bits required is polylogarithmic and has 2 rounds.

### 3.2 Preliminaries

We recall some definitions that we will be using in this chapter.

**Definition 3.2.1 (Support)** Let $X$ be a distribution over a finite set $\mathcal{U}$. The support of $X$, denoted $\text{Supp}(X)$, is the set

$$ \{ x \in \mathcal{U} \mid Pr[D = x] > 0 \}. $$

**Definition 3.2.2** Let $X$ and $Y$ be two distributions over finite sets $\mathcal{U}_1$ and $\mathcal{U}_2$ respectively. The tensor product of $X$ and $Y$ is a distribution, denoted $X \otimes Y$, over the set
\( U_1 \times U_2 \) defined as follows

\[
Pr[X \otimes Y = (x, y)] = Pr[X = x].Pr[Y = y].
\]

We define \( \otimes^2 X \) as \( X \otimes X \). Inductively \( \otimes^k X = \otimes^{k-1} X \otimes X \). It is easy to check that \( H(X \otimes Y) = H(X) + H(Y) \), where \( H \) is the Shannon entropy (see Definition 2.2.10).

**Definition 3.2.3** A family \( \mathcal{H} \) of functions from a finite set \( D \) to a finite set \( R \) is 2-universal if for all \( x, y \in D \), \( x \neq y \) and for all \( a, b \in R \),

\[
Pr_{h \in \mathcal{H}}[h(x) = a \text{ and } h(y) = b] = \frac{1}{|R|^2}.
\]

The set of all affine linear functions from \( GF(2)^m \) to \( GF(2)^n \) is a 2-universal family of hash functions from \( \{0, 1\}^m \) to \( \{0, 1\}^m \) and is denoted by \( \mathcal{H}_{m,n} \). A function \( h \in \mathcal{H}_{m,n} \) is of the form \( h(x) = Ax + b \) where \( A \) is an \( n \times m \) 0-1-matrix and \( b \) is a \( n \) bit 0-1 vector. Thus, to describe any function in \( \mathcal{H}_{m,n} \) we need \( (mn + n) \) bits.

### 3.3 Group Isomorphism

In this section we present a PZK protocol for isomorphism of groups given by their multiplication table. The protocol broadly follows the steps in [19, 20].

Before that we need the concept of *cube generating \( k \)-sequences*. Let \( G \) be a group and let \( C = (g_1, \cdots, g_k) \) be a sequence of \( k \) elements of \( G \). The *cube* generated by the sequence \( C \) is the set

\[
Cube(C) = \{g_1^{e_1}, \cdots, g_k^{e_k} \mid e_i \in \{0, 1\}\}.
\]

The sequence \( C \) is called a *cube generating \( k \)-sequence* if \( G = Cube(C) \). The following theorem is due to Erdös and Rényi [47].

**Theorem 3.3.1** Let \( G \) be a finite group with \( n \) elements and let \( k \) be an integer such that \( k \geq \log n + \log \log n + 2 \log \frac{1}{\delta} + 5 \). Let \( g_1, \cdots, g_k \) be sampled uniformly at random from \( G \). Then

\[
Pr[C \text{ is a cube generating sequence for } G] > 1 - \delta.
\]
In the above theorem if we pick \( k = 4 \log n \) then

\[
Pr[C \text{is a cube generating sequence for } G] > 1 - 1/n.
\]

Following [19, 20], we now describe a way of embedding the group structure of a finite group \( G \) with \( n \) elements in a set \( S \) as follows. Let \( \phi : G \rightarrow S \) be an injective map. Then the elements of \( \phi(G) \subseteq S \) naturally inherits the group structure of \( G \) as follows. Let \( x, y \in \phi(G) \), then \( x.y = \phi(\phi^{-1}(x)\phi^{-1}(y)) \). Let \( C = (g_1, \ldots, g_k) \) be a cube generating sequence of \( G \). We define \( \phi_C : G \rightarrow \{0, 1\}^k \) as follows. \( \phi_C(g) = (\epsilon_1, \ldots, \epsilon_k) \) where \( (\epsilon_1, \ldots, \epsilon_k) \) is the lex-least element in \( \{0, 1\}^k \) such that \( g = g_1^{\epsilon_1} \cdots g_k^{\epsilon_k} \). Thus, \( \phi_C(G) \subseteq \{0, 1\}^k \) gets a group structure whose multiplication table is defined via \( x.y = \phi_C(\phi_C^{-1}(x)\phi_C^{-1}(y)) \). Notice that given \( C \) of length \( k = 4 \log n \), the map \( \phi_C \) can be computed in polynomial time.

Now we are ready to give the PZK protocol \((P, V)\) for group isomorphism of two groups \( G_0, G_1 \) given by their multiplication table. The protocol is similar in flavor to the PZK protocol for graph isomorphism and given in Protocol 1. In Protocol 1 \( P \) stands for prover and \( V \) for verifier.

**Protocol 1 Protocol for GrIso**

1. **P**: Pick \( k = 4 \log n \) random elements \( g_1, \ldots, g_k \) from \( G_0 \). If \( C = (g_1, \ldots, g_k) \) is not a cube generating sequence, then send ‘FAIL’ to the verifier. Otherwise do the following. Compute \( \phi_C \) as defined above. Send the multiplication for the group \( H = \phi_C(G_0) \).

2. **V**: If \( P \) sends ‘FAIL’ then reject. Otherwise pick \( b \) uniformly at random from \( \{0, 1\} \) and send \( b \) to \( P \).

3. **P**: Send an isomorphism \( \pi \) from \( G_b \) to \( H \).

4. **V**: Check if \( \pi \) is indeed an isomorphism from \( G_b \) to \( H \). If \( \pi \) is an isomorphism then accept otherwise reject.

Notice that \( H \) is always isomorphic to \( G_0 \). If \( G_0 \cong G_1 \) then the only way the prover could fail to convince the verifier is that he fails to obtain a cube generating sequence for \( G_0 \). The protocol has completeness error at most \( 1/n \). On the other hand if \( G_0 \) is not isomorphic to \( G_1 \) then no matter what strategy a prover \( P^* \) takes \( H \) will not be isomorphic to one of the groups \( G_0 \) or \( G_1 \). Thus, depending on the verifier’s random
choice he will be caught at least half the times. Therefore, the protocol has soundness error at most 1/2.

In Simulator 2 we present a simulator to demonstrate that the interactive protocol is actually a perfect zero knowledge protocol. In Simulator 2, \( V^* \) is an arbitrary verifier. Notice that even if the simulator does not get a cube generating sequence it does not fail. It merely simulates \( V^* \) on ‘FAIL’. The real failure of the simulator may occur only at the last step of Simulator 2.

**Simulator 2** Simulator for Protocol 1

I Pick \( b \) uniformly at random from \( \{0, 1\} \). Pick \( k = 4 \log n \) random elements \( g_1, \ldots, g_k \) from \( G_b \).

II If \( C = (g_1, \ldots, g_k) \) is not a cube generating sequence, then,

- Send ‘FAIL’ to the verifier.
- Simulate \( V^* \) on ‘FAIL’, let \( s \) be the response of the verifier.
- Output \( ('FAIL', s) \).

III If a cube generating sequence \( C \) is found do the following.

- Compute \( \phi_C \) as defined above. Let \( H \) be the group on \( \phi_C(G_b) \) defined by the embedding \( \phi_C \).
- Simulate \( V^* \) on \( H \). Let \( c \) be the response of the verifier. We may assume that \( c \in \{0, 1\} \).
- If \( c \neq b \) then the simulator fails. Otherwise it outputs \( (H, c, \phi_C) \).

The statistical difference between the verifier’s view and the simulator’s output conditioned on the event that the simulator does not fail is zero. Hence the protocol is perfect zero knowledge. The analysis is exactly as in the proof that \( \text{GRAPH-ISO} \in \text{PZK} \) (see [54, Section 4.3.2]).

In the next theorem we list the properties of the protocol and the simulator.

**Theorem 3.3.2** The problem \( \text{GrlSo} \) has a PZK proof system \( (P, V) \) with the following properties:

1. The prover and the verifier on input \( (G_0, G_1) \) use polylogarithmic randomness \( O(\log^2 n) \) bits, where \( n = |G_0| \).
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2. If a randomized polynomial-time algorithm $V^*$ acting as a verifier uses polylogarithmic randomness then the simulator while simulating $V^*$ also uses polylogarithmic randomness.

3. The number of rounds in the protocol is 3.

4. The message exchanged is polynomial in the size of the input.

Proof. In step 1 of Protocol 1 the prover picks $k = 4 \log n$ random elements from $G_0$. Since $G_0$ has size $n$, each element of $G_0$ is encoded as $O(\log n)$ bit string. Hence, the randomness used by the prover is $O(\log^2 n)$.

To simulate $V^*$ the simulator supplies random coins to $V^*$. It also uses random bits for its own purpose. The simulator uses $O(\log^2 n)$ bits of randomness in step I for its own purpose. Except for that it needs random bit only to simulate $V^*$’s random coins. Thus, if $V^*$ uses polylogarithmic randomness the the simulator also uses polylogarithmic random bits.

From the description of Protocol 1 it is clear that the number of rounds is 3 and the message size is proportional to the size of the multiplication tables of $G_0$ and $G_1$.

In the following sections we will see how to reduce the message size of such protocol in a generic way. We will actually reduce the message size of an honest verifier statistical zero knowledge protocol where the randomness complexity is polylogarithmic and the number of rounds is also polylogarithmic. More precisely, we show that every language having an honest verifier statistical zero knowledge protocol where the prover, verifier and the simulator use polylogarithmic randomness and has polylogarithmic number of rounds also has an honest verifier statistical zero knowledge proof where the prover, verifier and the simulator use polylogarithmic randomness, the message size is also polylogarithmic and the number of rounds is only constant.

3.4 Limited Randomness Zero Knowledge

Next we define the notion of limited randomness zero knowledge. As we shall see there are several possibilities of defining the notion of limited randomness zero knowledge protocols. Recall that a randomized algorithm $\mathcal{A}$ is said to be useful if for every input $x$, $Pr[\mathcal{A}(x) = fail] \leq 1/2$. 

42
**Definition 3.4.1** Let $R, M, E : \mathbb{N} \rightarrow \mathbb{N}$ be functions on natural numbers. A promise problem $\Pi = (\Pi_Y, \Pi_N)$ is in the class $\beta\text{HVSZK}(R, M, E)$ if there is an interactive proof system $(P, V)$ such that on input $(x, 1^k)$ and $n = |x| + k$ the followings hold:

1. Each of $P$ and $V$ uses at most $O(R(n))$ random bits.
2. The total message length is at most $O(M(n))$.
3. Number of message exchanged is at most $O(E(n))$.
4. Zero Knowledge: There is a negligible function $\mu$ and a useful polynomial-time randomized algorithm $S$ such that if $x \in \Pi_Y$ then on input $(x, 1^k)$
   
   - $S$ uses at most $O(R(n))$ random bits.
   - $\text{StatDiff}(S(x, 1^k), (P, V)(x, 1^k)) \leq \mu(k)$, where $S(x, 1^k)$ is the output distribution of $S$ on input $(x, 1^k)$ conditioned on $S(x, 1^k) \neq \text{fail}$.

If $\mu(k) = 0$ for all $k$ then $\Pi$ is said to be in $\beta\text{HVPZK}(R, M, E)$.

Note that the completeness and soundness conditions follow from the definition of interactive proof systems (see Definition 2.2.3). We work with the above definition of honest verifier zero knowledge protocol in this chapter. We also define three more notions of zero knowledge based on the randomness used by the prover, verifier and the simulator.

**Definition 3.4.2 (SZK(R, M, E))** For functions $R, M, E : \mathbb{N} \rightarrow \mathbb{N}$, a promise problem $\Pi = (\Pi_Y, \Pi_N)$ is in the class $\text{SZK}(R, M, E)$ if there is an interactive proof system $(P, V)$ such that on input $(x, 1^k)$ and $n = |x| + k$ the followings hold:

1. Each of $P$ and $V$ uses at most $O(R(n))$ random bits.
2. The total message length is at most $O(M(n))$.
3. Number of message exchanged is at most $O(E(n))$.
4. Zero Knowledge: For every probabilistic polynomial-time algorithm $V^*$ there is a useful polynomial-time randomized algorithm $S^*$ such that if $x \in \Pi_Y$ then
   
   $\text{StatDiff}(S^*(x, 1^k), (P, V)(x, 1^k)) \leq \mu(k)$ for some negligible function $\mu$ (which may depend on $V^*$), where $S^*(x, 1^k)$ is the output distribution of $S^*$ on input $(x, 1^k)$ conditioned on $S^*(x, 1^k) \neq \text{fail}$.
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If $\mu(k) = 0$ for all $k$ then $\Pi$ is said to be in $\text{PZK}(R, M, E)$.

We compare this definition with the previous definition. In this definition we allow $S^*$ to use as much randomness as required provided it is polynomially bounded whereas in Definition 3.4.1 the simulator can use at most $O(R(n))$ random bits. Here we only impose the condition that the prover and the verifier in the interactive protocol $(P, V)$ use at most $O(R(n))$ random bits.

**Definition 3.4.3 ($\beta\text{SZK}(R, M, E)$ Limited)** For functions $R, M, E : \mathbb{N} \rightarrow \mathbb{N}$, a promise problem $\Pi = (\Pi_0, \Pi_1)$ is in the class $\beta\text{SZK}(R, M, E)$ if there is an interactive proof system $(P, V)$ such that on input $(x, 1^k)$ and $n = |x| + k$ the followings hold:

1. Each of $P$ and $V$ uses at most $O(R(n))$ random bits.
2. The total message length is at most $O(M(n))$.
3. Number of message exchanged is at most $O(E(n))$.
4. Zero Knowledge: For every probabilistic polynomial-time algorithm $V^*$ there is a useful polynomial-time randomized algorithm $S^*$ such that if $x \in \Pi_1$ then
   - $\text{StatDiff}(S^*(x, 1^k), (P, V)(x, 1^k)) \leq \mu(k)$ for some negligible function $\mu$ (which may depend on $V^*$), where $S^*(x, 1^k)$ is the output distribution of $S^*$ on input $(x, 1^k)$ conditioned on $S^*(x, 1^k) \neq \text{fail}$.
   - $S^*$ uses at most $O(R(n))$ random bits.

Here the verifier $V^*$ may use any amount of randomness provided it is polynomially bounded but the simulator has to run only with polylogarithmically many random bits.

**Definition 3.4.4 (Weak-$\beta\text{SZK}(R, M, E)$ Weak Limited)** For functions $R, M, E : \mathbb{N} \rightarrow \mathbb{N}$, a promise problem $\Pi = (\Pi_0, \Pi_1)$ is in the class Weak-$\beta\text{SZK}(R, M, E)$ if there is an interactive proof system $(P, V)$ such that on input $(x, 1^k)$ and $n = |x| + k$ the followings hold:

1. Each of $P$ and $V$ uses at most $O(R(n))$ random bits.
2. The total message length is at most $O(M(n))$.
3. Number of message exchanged is at most $O(E(n))$. 
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4. Zero Knowledge: For every probabilistic polynomial-time algorithm $V^*$ that uses at most $O(R(m))$ random bits on inputs of length $m$ there is a useful polynomial-time randomized algorithm $S^*$ such that if $x \in \Pi_Y$ then

- $\text{StatDiff}(S^*(x, 1^k), (P, V)(x, 1^k)) \leq \mu(k)$ for some negligible function $\mu$ (which may depend on $V^*$), where $S^*(x, 1^k)$ is the output distribution of $S^*$ on input $(x, 1^k)$ conditioned on $S^*(x, 1^k) \neq \text{fail}$.
- $S^*$ uses at most $O(R(n))$ random bits.

This definition differs from the previous definition in the way that here the simulator works only for verifier that uses small randomness. The inclusions below follows directly from the definitions.

**Theorem 3.4.5**

- $\beta\text{SZK}(R, M, E) \subseteq \text{Weak-}\beta\text{SZK}(R, M, E)$.
- $\text{Weak-}\beta\text{SZK}(R, M, E) \subseteq \beta\text{HVSZK}(R, M, E)$.
- $\beta\text{SZK}(R, M, E) \subseteq \text{SZK}(R, M, E)$.

We would often use $\log^c, \text{poly}$ to denote functions $\log^c(x)$ and $p(x)$, where $p(x)$ is some polynomial. E.g., by $\beta\text{SZK}(\log^c, \text{poly}, 3)$ we mean the class $\beta\text{SZK}(\log^c(\cdot), p(\cdot), 3)$ for some polynomial $p(\cdot)$

We notice from Section 3.3 that GrIso is in the class $\text{PZK}(R, M, E)$ where $R$ is polylogarithmic, $M$ is polynomial and $E = 3$. Observe that if the we replace $V^*$ in Simulator 2 by the prover $V$ of Protocol 1 then we get the following theorem.

**Lemma 3.4.6** $\text{GrIso} \in \beta\text{HVSZK}(\log^2, \text{poly}, 3)$.

Next we define a version of SD (see Definition 2.2.9) for which the circuits that encode the distributions have only polylogarithmic many input bits.

**Definition 3.4.7 ($\beta\text{SD}^{(c)}$)** For a constant $c > 0$ the promise problem

$\beta\text{SD}^{(c)} = (\beta\text{SD}_V^{(c)}, \beta\text{SD}_N^{(c)})$
takes two distributions $X$ and $Y$ encoded by boolean circuits as input and has “yes instances” $\beta_{SD}^{(c)}$ and “no instances” $\beta_{SD}^{(c)}$ defined as follows:

$$\beta_{SD}^{(c)} = \{(X_1, X_2) \mid \text{StatDiff}(X_1, X_2) \geq 2/3 \text{ number of inputs to } X_1 \text{ and }$$

$$X_2 \text{ is at most } \log^c n \text{ where } n = \max\{ \text{size of } X_1, X_2 \}\}.\)

$$\beta_{SD}^{(c)} = \{(X_1, X_2) \mid \text{StatDiff}(X_1, X_2) \leq 1/3 \text{ number of inputs to } X_1 \text{ and }$$

$$X_2 \text{ is at most } \log^c n \text{ where } n = \max\{ \text{size of } X_1, X_2 \}\}.\)

A problem ED of similar flavour which involves entropy of the distributions instead of statistical difference was defined in [94]. Below we define the restricted version of the problem where the input pair of circuits has polylogarithmic many input bits.

**Definition 3.4.8 ($\beta_{ED}^{(c)}$)** For a constant $c > 0$ the promise problem

$$\beta_{ED}^{(c)} = (\beta_{ED}^{(c)}, \beta_{ED}^{(c)})$$

takes two distributions $X$ and $Y$ encoded by boolean circuits as input and has “yes instances” $\beta_{ED}^{(c)}$ and “no instances” $\beta_{ED}^{(c)}$ defined as follows:

$$\beta_{ED}^{(c)} = \{(X_1, X_2) \mid \text{H}(X_1) \geq \text{H}(X_2) + 1 \text{ number of inputs to } X_1 \text{ and }$$

$$X_2 \text{ is at most } \log^c n \text{ where } n = \max\{ \text{size of } X_1, X_2 \}\}.\)

$$\beta_{ED}^{(c)} = \{(X_1, X_2) \mid \text{H}(X_2) \geq \text{H}(X_1) + 1 \text{ number of inputs to } X_1 \text{ and }$$

$$X_2 \text{ is at most } \log^c n \text{ where } n = \max\{ \text{size of } X_1, X_2 \}\}.\)\)

### 3.5 Results of this Chapter

In this section we prove the main results of this chapter. We first show that the problem $\beta_{SD}^{(c)}$ is in the class $\beta_{HVSZK}(\log^{O(c)}, \log^{O(c)}, 2)$. Next we prove that any language $L$ in the class $\beta_{HVSZK}(\log^{c_1}, \text{poly}, \log^{c_2})$ is polynomial-time many-one reducible to $\beta_{ED}^{(c)}$ for some constant $c = c_1 + c_2 + O(1)$. Finally we prove that the promise problem $\beta_{ED}^{(c)}$ is polynomial-time many-one reducible to $\beta_{SD}^{(c)}$ where $c' = O(c)$. As a consequence we obtain $\beta_{HVSZK}(\log^{c_1}, \text{poly}, \log^{c_2}) \subseteq \beta_{HVSZK}(\log^{O(c_1+c_2)}, \log^{O(c_1+c_2)}, 2)$ i.e., every problem in $\beta_{HVSZK}(\log^{c_1}, \text{poly}, \log^{c_2})$ has a polylogarithmic randomness honest verifier statistical zero knowledge protocol with constant number of rounds where the total size of the messages exchanged is only polylogarithmic.
Our approach is to analyze the techniques in [94, 57] for the limited randomness setting. The proof techniques developed by Goldreich, Sahai and Vadhan in [94, 57] involves extensive manipulations with distributions. The main hurdle to make the proofs in [94, 57] work in limited randomness setting is to make sure that the randomness used does not blow up while manipulating the distributions. We also want to keep the total size of the messages exchanged polylogarithmic. This is another aspect in which our goal differs from that in [94, 57] where the message size is only polynomially bounded.

We design a procedure called output bit reduction algorithm. Given a pair of circuits \((X_1, X_2)\) which has polylogarithmically many input bits, this algorithm produces another pair of circuits \((Y_1, Y_2)\) such that \(\text{StatDiff}(Y_1, Y_2)\) is close to \(\text{StatDiff}(X_1, X_2)\) but the number of output bits of \(Y_1\) and \(Y_2\) is polylogarithmic. In some sense the message size corresponds to the number of output bits of certain circuits appearing in [94, 57] and the techniques of Goldreich, Sahai and Vadhan for manipulating distributions are often dependent on the number of output bits. Thus, as we will see in more detail, to control the message size it is important to apply output bit reduction algorithm. In a loose sense whenever the randomness requirement or the message size tend to go beyond the polylogarithmic bound we apply the output bit reduction algorithm.

The outline of the rest of the chapter is as follows.

- In Section 3.5.1 we give a \(\beta\mathrm{HVSZK}(\log^{O(c)}, \log^{O(c)}, 2)\) protocol for \(\beta\mathrm{SD}^{(c)}\). We also present the output bit reduction algorithm that preserves statistical difference.

- In Section 3.5.2 we show that every problem in \(\beta\mathrm{HVSZK}(\log^{c_1}, \text{poly}, \log^{c_2})\) is polynomial-time many-one reducible to \(\beta\mathrm{ED}^{(c)}\) where \(c = c_1 + c_2 + O(1)\).

- In Section 3.5.3 we give a polynomial-time many-one reduction from \(\beta\mathrm{ED}^{(c)}\) to \(\beta\mathrm{SD}^{(c')}\) where \(c' = O(c)\). We also present the output bit reduction algorithm that preserves entropy difference.

### 3.5.1 \(\beta\mathrm{HVSZK} \text{ Protocol for } \beta\mathrm{SD}^{(c)}\)

We will show that \(\beta\mathrm{SD}^{(c)} \in \beta\mathrm{HVSZK}(\log^{O(c)}, \log^{O(c)}, 2)\). We will eventually use a protocol and the corresponding simulator used by Sahai and Vadhan in [94]. But we cannot directly use their protocol as the prover and verifier in that protocol exchange the outputs of the circuits which in general could be as large as \(\Theta(n)\) where \(n\) is the size of the circuits. To avoid this problem we will obtain a pair of circuits from the given
input circuits that has almost the same statistical difference as the input circuits but has polylogarithmically many output bits.

**Theorem 3.5.1 (Output Bit Reduction)** Let $X_1$ and $X_2$ be two circuits encoding distributions where $X_1$ and $X_2$ have at most $\log^c n$ input bits where $n = \max\{\text{Size}(X), \text{Size}(Y)\}$. Let $\text{StatDiff}(X_1, X_2) = \delta$. Then in time polynomial in $n$ we can compute two circuits $Y_1$ and $Y_2$ with the following properties.

- $(1 - \epsilon)\delta \leq \text{StatDiff}(Y_1, Y_2) \leq (1 - \epsilon)\delta + \epsilon$ where $\epsilon = 2^{-10}$.
- $Y_1$ and $Y_2$ has at most $\log^{3c} n$ input and output bits.

**Proof.** The algorithm uses fingerprinting by primes. Let $\lambda, \sigma$ be positive numbers to be fixed later. For $i \in \{1, 2\}$ we describe the circuit $Y_i$.

The circuit $Y_i$ picks a list of $\log^\lambda n$ random $\log^\sigma n$ bit numbers. Then using AKS primality testing [1] it picks the first prime number $r$ appearing in the list. If the list contains no prime number the circuit outputs “fail”. Otherwise it samples the distribution encoded by the circuit $X_i$ by first picking a $\log^c n$ bit number $s$ and then evaluating the circuit $X_i$ on $s$. Let $x = X_i(s)$. The circuit $Y_i$ then outputs $(x \mod r, r)$.

Notice that the number of output bits of $Y_i$ is $2 \log^\sigma n$ and the number of input gates is $\log^c n + \log^\lambda + \sigma n$.

Let $\text{Supp}(X_1) \cup \text{Supp}(X_2) = \{x_1, \cdots, x_M\}$.

A crucial observation is that $M \leq 2^{2\log^c n}$.

We say that a prime $p$ is good if

$$x_i - x_j \neq 0 \mod p \text{ for all } 1 \leq i < j \leq M.$$ 

The numbers $x_i - x_j$ can have at most $\log(2^{2\log^c n}) = \log^c n + 1$ prime factors. So, among all $\log^\sigma n$ bit prime numbers at most

$$\binom{M}{2} (\log^c n + 1)$$

primes are not good.

Notice that

$$\binom{M}{2} (\log^c n + 1) \leq 2^{2\log^c n + 2} \log^c n.$$
By prime number theorem there are at least \( \frac{2^{3 \log n}}{\log n} \) bit prime numbers\(^1\).

\[
P_r[r \text{ is not good} \mid r \text{ is prime}] \leq \frac{2^{3 \log n} \log \sigma n}{2^{2 \log n}} \leq \frac{2^{3 \log n}}{20.9 \log n}.
\] (3.1)

Let \( p_0 = Pr[\text{no primes could be found}] \leq \left(1 - \frac{1}{20.9 \log n}\right)^{\log \lambda n} \). Thus we have

\[
p_0 \leq \left(\frac{1}{2}\right)^{\log \lambda - \sigma n}.
\] (3.2)

Let \( \{r_1, \ldots, r_k\} \) be the primes that are not good and let \( \{r_{k+1}, \ldots, r_K\} \) be the good primes. For \( i = 1, 2 \) the circuit \( Y_i \) outputs “fail” only when no prime is found. Thus, the probability that \( Y_i \) fails is \( p_0 \). Let \( p_{ij} \) be probability that \( Y_1 \) outputs \( (x_i \mod r_j, r_j) \) for all \( i \) and \( j = k + 1, \ldots, K \). Similarly, we can define \( q_{ij} \) as the probability that \( Y_2 \) outputs \( (x_i \mod r_j, r_j) \) for all \( i \) and \( j = k + 1, \ldots, K \). Since \( r_j \) is a good prime, for \( j = k + 1, \ldots, K \) we have for all \( i \) and \( j = k + 1, \ldots, K \),

\[
p_{ij} = Pr[X_1 = x_i]Pr[\text{the prime} = r_j]
\]

\[
q_{ij} = Pr[X_2 = x_i]Pr[\text{the prime} = r_j]
\]

For \( r_j, j \leq k \) let the possible outputs be \( (z_{ij}, r_j), \ldots, (z_{l_j}, r_j) \). Each \( z_{ij} \) is \( x_i \mod r_j \) for possibly more than one \( x_i \). Let \( p_{ij} (q_{ij}) \) be the probability that \( Y_1 \) (resp. \( Y_2 \)) outputs \( (z_{ij}, r_j) \) for all \( j = 1, \ldots, k \) and \( i = 1, \ldots, l_j \).

Next we calculate \( \text{StatDiff}(Y_1, Y_2) \).

\[
\text{StatDiff}(Y_1, Y_2) = 1/2 \left[ (p_0 - p_0) + \sum_{j=1}^{k} \sum_{i=1}^{l_j} |p_{ij} - q_{ij}| + \sum_{i=1}^{M} \sum_{j=k+1}^{K} |p_{ij} - q_{ij}| \right]
\]

We notice that

\[
1/2 \sum_{i=1}^{M} \sum_{j=k+1}^{K} |p_{ij} - q_{ij}|
= 1/2 \sum_{j=k+1}^{K} \sum_{i=1}^{M} |Pr[X_1 = x_i]Pr[r_j] - Pr[X_2 = x_i]Pr[r_j]| \\
= \sum_{j=k+1}^{K} Pr[r_j] \delta \\
= (1 - P) \delta
\]

\(^1\)If \( \pi(x) \) is the number of primes less than \( x \) then \( 0.922 \leq \frac{\pi(x)}{x \log x} \) which implies \( \pi(x) \geq \frac{x}{\log x} \) (see [113]).
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where \( P = p_0 + \sum_{j=1}^{k} \sum_{i=1}^{l_j} p_{ij} = \sum_{j=1}^{k} \sum_{i=1}^{l_j} q_{ij} + p_0. \)

Now,

\[
1/2 \sum_{j=1}^{k} \sum_{i=1}^{l_j} |p_{ij} - q_{ij}| = 1/2(P - p_0) \sum_{j=1}^{k} \sum_{i=1}^{l_j} |p_{ij}/(P - p_0) - q_{ij}/(P - p_0)|
\]

Notice that, \( \sum_{j=1}^{k} \sum_{i=1}^{l_j} p_{ij} = \sum_{j=1}^{k} \sum_{i=1}^{l_j} q_{ij} = P - p_0. \) Thus we have

\[
0 \leq 1/2 \sum_{j=1}^{k} \sum_{i=1}^{l_j} |p_{ij} - q_{ij}| \leq (P - p_0).
\]

Combining the above we obtain,

\[
(1 - P)\delta \leq \text{StatDiff}(Y_1, Y_2) \leq (P - p_0) + (1 - P)\delta \leq P + (1 - P)\delta.
\]

Next we approximate the value of \( P. \)

\[
P = Pr[r \text{ is not good} \mid r \text{ is prime}] + Pr[\text{No prime could be found}]
\]

From Equation 3.1 and 3.2 we obtain

\[
P \leq \frac{2^{3\log^c n}}{20.9 \log^c n} + \left( \frac{1}{2} \right)^{\log^\lambda - \sigma n}
\]

If we choose \( \sigma = c + 1 \) and \( \lambda = \sigma + 2 = c + 3 \) then \( P \leq 2^{-10} \) for \( n > 100. \) Observe that the choice of \( \lambda \) and \( \sigma \) does not depend upon the input size as long as the input size is more than 100 which we may assume without loss of generality.

With this parameters it is easy to see that the number of input and output bits of \( Y_1 \) and \( Y_2 \) is at most \( \log^3 n. \)

We state the following easy corollary.

**Corollary 3.5.2** Let \( X_1 \) and \( X_2 \) be two circuits encoding distributions with at most \( \log^c n \) input bits where \( n = \max\{\text{Size}(X_1), \text{Size}(X_2)\}. \) Suppose, \( \text{StatDiff}(X_1, X_2) = \delta. \) Let \( (Y_1, Y_2) \) be the output of the output bit reduction algorithm of Theorem 3.5.1. Then,

- \( \text{StatDiff}(Y_1, Y_2) \leq 0.334 \) when \( \delta \leq 1/3. \)
- \( \text{StatDiff}(Y_1, Y_2) \geq 0.666 \) when \( \delta \geq 2/3. \)

50
Polarization

Sahai and Vadhan [94] gave a polynomial-time process that takes a pair of circuits $X_1$ and $X_2$ as input and outputs a new pair of circuits $Y_1$ and $Y_2$ that have negligible statistical difference if $X_1$ and $X_2$ have “small” statistical difference. On the other hand if $X_1$ and $X_2$ have “large” statistical difference then $Y_1$ and $Y_2$ will have statistical difference almost close to 1. We state the properties of the algorithm precisely in the next theorem.

**Lemma 3.5.3 (Sahai-Vadhan [94])** Let $\alpha, \beta \in [0, 1]$ be two constants such that $\alpha^2 > \beta$. Then there is a polynomial-time algorithm $\text{Polarize}_{\alpha, \beta}$ that on input $(X_1, X_2, 1^k)$, where $X_1$ and $X_2$ are two circuits encoding distribution, outputs a pair of circuits $(Y_1, Y_2)$ such that

- $\text{StatDiff}(X_1, X_2) \geq \alpha \Rightarrow \text{StatDiff}(Y_1, Y_2) \geq 1 - \frac{1}{2^k}$ and $\text{StatDiff}(X_1, X_2) \leq \beta \Rightarrow \text{StatDiff}(Y_1, Y_2) \leq \frac{1}{2^k}$.

- The number of input (output) bits of circuits $Y_1$ and $Y_2$ is at most $2n(4k)^C k \log_\lambda(4k)$ (resp. $2m(4k)^C k \log_\lambda(4k)$), where $n$ (resp. $m$) is the maximum number of input (resp. output) bits of the circuits $X_1$ and $X_2$, $\lambda = \min\{\alpha^2/\beta, 2\}$ and $C = \max\{\log_{\alpha^2/\beta}(1/\beta), \log_2(1/\beta)\}$.

Sahai and Vadhan gave a proof system for SD and a corresponding simulator in [94] (see [106, Section 3.1.1]). This proof system is called basic proof system. The basic proof system was used along with polarization to give the final HVSZK proof for SD. We will also use their the proof system as a subroutine in the protocol for $\beta$SD$^{(c)}$. For the sake of completeness we describe the basic proof system in Protocol 3.

**Protocol 3** Basic HVSZK Proof System for SD

**Input:** $(X_1, X_2)$ with $n$ input and $m$ output gates.

1. **V:** Choose $b \in \{1, 2\}$ uniformly at random. Obtain a sample $x$ from $X_b$ by picking $r$ uniformly at random from $\{0, 1\}^n$ and letting $x = X_b(r)$. Send $x$ to P.

2. **P:** If $\text{Pr}[X_1 = x] > \text{Pr}[X_2 = x]$ set $a = 1$ otherwise $a = 2$. Send $a$ to V.

3. **V:** If $a = b$ accept. Otherwise reject.

Simulator 4 exhibits the zero knowledge property of Protocol 3.
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**Simulator 4** Simulator for Protocol 3

**Input:** \((X_1, X_2)\) with \(n\) input and \(m\) output gates.

1. Choose \(b \in \{1, 2\}\) uniformly at random. Choose \(r\) uniformly at random from \(\{0, 1\}^n\) and let \(x = X_b(r)\).
2. Let \(a = b\);
3. Output \((x, a; b, r)\)

**Lemma 3.5.4 ([94])** Let \(\text{StatDiff}(X_1, x_2) = \delta\). Then the prover strategy in Protocol 3 makes the verifier accept with probability \((1 + \delta)/2\) and no prover can succeed with greater probability.

The output of the simulator algorithm in Simulator 4 has statistical difference exactly \((1 - \delta)/2\) from the verifier’s view.

Now present the honest verifier protocol for the problem \(\beta\text{SD}^{(c)}\) in Protocol 5. Let \(d \geq 1\) be a parameter in Protocol 5.

**Protocol 5** Protocol for \(\beta\text{SD}^{(c)}\)

**Input:** \((X_1, X_2, 1^k)\).

1. Both parties apply output bit reduction algorithm of Theorem 3.5.1 on \((X_1, X_2)\) to obtain circuits \((Y_1, Y_2)\).
2. Both parties apply \(\text{Polarize}_{0.666, 0.334}\) of Lemma 3.5.3 on input \((Y_1, Y_2, 1^{\log d k - 1})\) to obtain circuits \((Z_1, Z_2)\).
3. Both parties execute Protocol 3 on the common input \((Z_1, Z_2)\). \(V\) accepts or rejects according to Protocol 3.

Notice that at the first step of the protocol we use the output bit reduction algorithm. This is done to ensure that the prover and verifier do not exchange message of large size. It is in this respect that the above protocol differs from the protocol for SD in [94]. In Simulator 6 we present the simulator for Protocol 5. Let \(d \geq 1\) be the same parameter used in Protocol 5.

**Theorem 3.5.5** For every \(d \geq 1\), Protocol 5 along with Simulator 6 exhibits that \(\beta\text{SD}^{(c)}\) is in \(\beta\text{HVSZK}(\log^{O(c + d)}, \log^{O(c + d)}, 2)\) with completeness error \(1/2\log d k\) and soundness
Simulator 6 Simulator for Protocol 5

Input: \((X_1, X_2, 1^k)\).

1 Apply Output bit reduction Theorem 3.5.1 on \((X_1, X_2)\) to obtain circuits \((Y_1, Y_2)\).

2 Apply Polarize_{0.666, 0.334} of Lemma 3.5.3 on input \((Y_1, Y_2, 1^{\log^d k - 1})\) to obtain circuits \((Z_1, Z_2)\).

3 Run the simulator algorithm 4 on \((Z_1, Z_2)\) and output whatever it outputs.

error \(1/2 + 1/2^{\log^d k}\) and the simulator deviation in Simulator 6 is \(1/2^{\log^d k}\).

Proof. By Theorem 3.5.1 the number of input and output bits of both \(Y_1\) and \(Y_2\) is at most \(\log^{3c} n\) where \(n = \max\{\text{Size}(X_1), \text{Size}(X_2)\}\). Notice if \((X_1, X_2) \in \beta_{SD}^{c}\) then by Corollary 3.5.2 StatDiff\((Y_1, Y_2)\) \(\geq 0.666\) and if \((X_1, X_2) \in \beta_{SD}^{c}\) then StatDiff\((Y_1, Y_2)\) \(\leq 0.334\). When the prover, verifier in Protocol 5 or the simulator in Simulator 6 polarize \((Y_1, Y_2)\) to obtain \((Z_1, Z_2)\) it will have the following property:

If \((X_1, X_2)\) is an “yes” instance then StatDiff\((Z_1, Z_2)\) \(\geq 1 - \frac{1}{2^{\log^d k} - 1}\) and

If \((X_1, X_2)\) is a “no” instance then StatDiff\((Z_1, Z_2)\) \(\leq \frac{1}{2^{\log^d k} - 1}\).

The completeness and soundness of the protocol follows from Lemma 3.5.4. Moreover the number of input bits of \(Z_1\) and \(Z_2\) will be at most

\[2(\log^{3c} n)(\log^d k)[4 \log^d k]^4 \log_{1.3}(4 \log^d k),\]

which is less than \(2^9 \log^{3c+6d}(n + k)\). We can also check that the number of output bits is at most \(2^9 \log^{3c+6d}(n + k)\). The number of random bits used in Protocol 5 and Simulator 6 is same as the number of input bits of \(Z_1\) and \(Z_2\) plus one. Also the message size is just one bit more than the number of output bits of \(Z_1\) and \(Z_2\). This concludes the proof.

Corollary 3.5.6 The promise problem \(\beta_{SD}^{c}\) is in \(\beta_{HVSZK}^{O(c), O(c), 2}\).

Proof. In Theorem 3.5.5 if we put \(d = 2\) we observe that the completeness error and the soundness error of Protocol 5 are \(1/2^{\log^2 k}\) and \(1/2 + 1/2^{\log^2 k}\) respectively. The simulator deviation in Simulator 6 is \(1/2^{\log^2 k}\) which is a negligible function.
3.5.2 Every problem in $\beta$HVSZK($\log^c_1, poly, \log^c_2$) reduces to $\beta$ED($c$)

We will prove that every problem in $\beta$HVSZK($\log^c_1, poly, \log^c_2$) is reducible to $\beta$ED($c$) for some suitable choice of $c$. We adopt the following assumptions from [106]. Let $\Pi = (\Pi_Y, \Pi_N)$ be a promise problem in $\beta$HVSZK($\log^c_1, poly, \log^c_2$). Let $(P, V)$ be a zero knowledge proof system for $\Pi$ and let $S$ be the simulator. We assume without loss of generality that the first message is sent by the prover $P$ and the last message is sent by the verifier $V$ and it is the random bits used by $V$ (The verifier may be assumed to have decided whether to accept or reject just before revealing the its random bits). By definition the simulator simulates the verifier’s coin. Thus, revealing random bits by $V$ at the end does not affect the zero knowledge condition.

Let $R(n)$ be a bound on the number of random coins used by the verifier on input $x$ of length $n$. The last message of $V$ is these $R(n)$ random coins. Let $M(n)$ be a bound on the total length of the messages passed between the prover and the verifier and let $E(n)$ be a bound on the number of messages sent from the verifier to the prover. Notice that the total number of messages exchanged between the prover and the verifier is at most $2E(n)$. We also assume that the protocol has soundness and completeness error less than $\frac{1}{2^{n^7}}$. Let $D(n) = E(n) \log^{c_1 + 1} n$. Since by definition the simulator deviation $\mu$ is a negligible function we assume that $\mu \leq \min\{\frac{1}{D(n)}, \epsilon\}$ where $\epsilon$ is a small constant that will be fixed later. Without loss of generality we can assume $R(n) \leq O(\log^{c_1}(n))$, $M(n) \leq O(poly(n))$ and $2E(n) \leq O(\log^{c_2}(n))$.

Fortnow [51] pointed out that the simulator distribution gives enough information about the “yes” and “no” instances. The simulator output can be thought of as an interaction between a virtual prover and a virtual verifier. In the “yes” instances either i) the simulator outputs accepting conversation with high probability or ii) the virtual verifier behaves like the real verifier. On the other hand if both of these conditions are true in the “no” instances then the virtual prover will be able to convince the real verifier with high probability. The goal is to separate the “yes” instances from the “no” instances based on the simulator output. To define the notion of virtual prover we take the simulator distribution. The simulator distribution naturally defines a process which is called simulator based prover in [51] (see [106]).

For $j \leq 2E(n)$, we refer to a tuple of strings $\gamma = (m_1, m_2, \cdots, m_j; r)$ as a (partial) conversation transcript if the even-numbered messages in $\gamma$ (including an accept or reject message) correspond to what $V$ would have sent given the odd-numbered prover.
messages specified in $\gamma$ and the random coins $r$.

For an input $x$ let $S(x)_i$ and $(P, V)(x)_i$ denote the first $i$ messages exchanged. When the input is clear from the context we will sometimes denote these as $S_i$ and $(P, V)_i$ respectively.

**Definition 3.5.7** Let $\gamma$ be a conversation history consisting of the first $2i$ messages and $x$ be an input. The simulation based prover $P_\gamma$ outputs “fail” if the simulator $S$ has $\gamma$ as a prefix of an output with probability 0 otherwise it outputs $\alpha$ with probability $p_\alpha = Pr[S(x)_{2i+1} = (\alpha, \gamma) \mid S(x)_{2i} = \gamma]$.

To show that SD is complete for SZK, Goldreich, Sahai and Vadhan [94, 57] proved several results bounding the relative entropy of the simulator distribution and the verifier’s view. We observe that these results work in the limited randomness setting with a few modifications.

The next lemma measures the closeness between the distributions obtained from the simulator and simulation based prover and real verifier interaction.

**Lemma 3.5.8** [57]

$$\text{RelEnt}(S(x), (P_\gamma, V)(x)) = R(n) - \sum_{i=1}^{E(n)} [H(S(x)_{2i}) - H(S(x)_{2i-1})].$$

Next we state a bound for $\text{RelEnt}(S(x), (P_\gamma, V)(x))$ in terms of statistical difference between the verifiers view and simulator distribution. For that we need the following well know fact (see [106]).

**Fact 3.5.9** Let $X$ and $Y$ be two distributions on universe $U$, let $\mathcal{D} = \text{Supp}(X) \cup \text{Supp}(Y)$. Then

$$|H(X) - H(Y)| \leq \log(|\mathcal{D} - 1|)\delta + H_2(\delta)$$

where $\delta = \text{StatDiff}(X, Y)$.

A lemma similar to the next lemma appears in [57]. We get the following version by using the limited randomness properties.

**Lemma 3.5.10** Let $\delta(x) = \text{StatDiff}(S(x), (P, V)(x))$. Then

$$R(n) - \sum_{i=1}^{E(n)} [H(S(x)_{2i}) - H(S(x)_{2i-1})] \leq 2E(n) [\delta(x)O(\log^c n) + H_2(\delta)].$$
Proof. Let $\overline{S}$ be a perfect simulator for $(P, V)$. In that case the simulation based prover is $P$ itself. We apply Lemma 3.5.8 to get

$$R(n) + \sum_{i=1}^{2E(n)} (-1)^{i+1} H((P, V)_i) = R(n) + \sum_{i=1}^{2E(n)} (-1)^{i+1} H(\overline{S}_i) = \text{RelEnt}(\overline{S}, (P, V)) = 0.$$ 

So, we have

$$R(n) + \sum_{i=1}^{2E(n)} (-1)^{i+1} H(S_i) \leq R(n) + \sum_{i=1}^{2E(n)} (-1)^{i+1} H((P, V)_i) + \sum_{i=1}^{2E(n)} |H(S_i) - H((P, V)_i)| \leq 2E(n)[\delta(x)O(\log^{c_1} n) + H_2(\delta)].$$

Recall that the prover, verifier and the simulator use at most $O(\log^{c_1} n)$ random bits. Therefore, the support of $S_i$ and $(P, V)_i$ have size at most $2^{O(\log^{c_1} n)}$. Thus, $|\text{Supp}(S_i) \cup \text{Supp}((P, V)_i)| \leq 2^{O(\log^{c_1} n)}$ The last inequality is obtained by applying Fact 3.5.9. 

**Definition 3.5.11 (Relative Entropy)** Let $X$ and $Y$ be two distributions on a finite set $S$. The **relative entropy** between $X$ and $Y$, denoted $\text{RelEnt}(X, Y)$ is defined as

$$\text{RelEnt}(X, y) = \sum_{s \in S} Pr[X = s] \log \frac{Pr[X = s]}{Pr[Y = s]}.$$ 

We define the **binary relative entropy** for $p, q \in [0, 1]$ by

$$\text{RelEnt}_2(p, q) = p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q}.$$ 

**Lemma 3.5.12** [see [4, 106]] Let $p$ denote the probability that $S$ outputs an accepting transcript on input $x$, let $q$ be the maximum probability, taken over all provers $P^*$, that $V$ accepts in $(P^*, V)(x)$, and assume that $p \geq q$. Then,

$$\text{RelEnt}(S(x), (P_S, V)(x)) \geq \text{RelEnt}_2(p, q).$$

We are finally ready to give the reduction from $\Pi = (\Pi_Y, \Pi_N)$ to $\beta\text{ED}^{(c)}$. The first
distribution is
\[ X = S_2 \otimes S_4 \otimes \cdots \otimes S_{2E(n)}. \]

The second distribution is
\[ Y = Y_1 \otimes Y_2 \otimes Y_3, \]
where \( Y_1, Y_2 \) and \( Y_3 \) is defined as follows. \( Y_1 = S_1 \otimes S_3 \otimes \cdots \otimes S_{2E(n) - 1} \). The distribution \( Y_2 \) just outputs \( R(n) - 7 \) random bits. \( Y_3 \) runs the simulator \( S \) for \( 8 \ln(D(n) + 2) \) times independently. Recall that \( D(n) = E(n) \log^{c_1+1} n \). If the verifier rejects the majority of the transcripts, it outputs \( D(n) + 2 \) random bits. Otherwise it outputs fixed string “fail”.

Since the simulator uses at most \( O(\log c_1 n) \) random bits, the number of random bits used by the circuit \( X \) is \( O(E(n) \log^{c_1} n) \). Similarly, the number of random bits used by the circuit \( Y \) is at most \( O(E(n) \log^{c_1} n) + R(n) - 7 + 8 \ln(D(n) + 2) O(\log c_1 n) + D(n) + 2 \).

Notice that \( R(n) \leq O(\log^{c_1} n) \), \( E(n) \leq O(\log^{c_2} n) \). Therefore, the random bits used by both the circuits is at most \( \log^{c_1+c_2+O(1)} n \). Thus, if we take \( c = c_1 + c_2 + O(1) \) then the next two claims show that the promise problem \( \Pi = (\Pi_Y, \Pi_X) \in \beta_{\text{HVSZK}}(\log^{c_1}, poly, \log^{c_2}) \) is polynomial-time many-one reducible to \( \beta_{\text{ED}}(c) \).

**Claim 3.5.13** If \( x \in \Pi_Y \) then \( H(X) \geq H(Y) + 1 \).

**Proof.** By Lemma 3.5.10
\[
H(Y_1) + R(n) - H(X) \leq 2E(n) [\mu O(\log^{c_1} n) + H_2(\mu)].
\]

As \( \mu \) is small we may assume \( H_2(\mu) \leq \sqrt{\mu} \). This is where we use the assumption that \( \mu \leq \min\{\frac{1}{D(n)}, \epsilon\} \) where \( D(n) = E(n) \log^{c_1+1} n \). We also use the fact that the total size \( M(n) \) of the messages is more than the number \( E(n) \) of messages sent from verifier to the prover. Thus we have
\[
H(Y_1) + R(n) - H(X) \leq 2E(n) \left[ \frac{1}{D(n)} O(\log^{c_1} n) + \sqrt{\frac{1}{E(n)M(n)}} \right] \leq 4.
\]

Next we bound the entropy of \( Y_3 \). In “yes” instances \( S \) outputs rejecting transcript with probability at most \( 2^{-40} + \mu \leq 1/4 \). By Chernoff bound the probability \( p \) that the
majority of the transcripts are rejecting is
\[ p \leq \exp \left[ -2 \cdot 8 \ln(D(n) + 2) \left( \frac{1}{4} \right)^2 \right] \leq \frac{1}{D(n) + 2}. \]

Using standard facts about entropy we get
\[ H(Y_3) \leq p[D(n) + 2] + (1 - p)0 + H_2(p) \leq 2. \]

Thus we have \( H(Y) \leq H(X) + 1. \)

Claim 3.5.14 If \( x \in \Pi_N \) then \( H(Y) \geq H(X) + 1. \)

Proof. We show that either \( H(Y_1) + H(Y_2) \geq H(X) + 1 \) or \( H(Y_3) \geq H(X) + 1. \) Suppose that the simulator outputs accepting conversation with probability \( \leq 1/4. \) By Chernoff bound the probability \( 1 - p \) that the majority of the transcripts are accepting is
\[ 1 - p \leq \exp \left[ -2 \cdot 8 \ln(D(n) + 2) \left( \frac{1}{4} \right)^2 \right] \leq \frac{1}{D(n) + 2}. \]

Using standard facts we get
\[ H(Y_3) \geq p[D(n) + 2] \geq D(n) + 1 \geq H(X) + 1. \]

Recall that \( X \) uses at most \( O(E(n) \log^{c_1} n) \) random bits which implies that \( H(X) \leq O(E(n) \log^{c_1} n) \leq E(n) \log^{c_1 + 1} n = D(n). \)

Now suppose that the simulator outputs accepting transcript with probability at least \( 1/4. \) Then by Lemma 3.5.12 the relative entropy between \( S \) and \( \langle P_s, V \rangle \) is at least \( \text{RelEnt}_2(1/4, 2^{-40}) \geq 8. \) Thus by Lemma 3.5.8, \( R(n) - H(X) + H(Y_1) \geq 8. \) This gives us
\[ H(Y_1) + H(Y_2) \geq R(n) - 7 + 8 + H(X) - R(n) = H(X) + 1. \]

Theorem 3.5.15 Every problem in \( \beta \text{HVSZK}(\log^{c_1}, \text{poly}, \log^{c_2}) \) is polynomial-time many-one reducible to \( \beta \text{ED}^{(c)} \) where \( c = c_1 + c_2 + O(1). \)
3.5.3 \( \beta_{\text{ED}}^{(c)} \) reduces to \( \beta_{\text{SD}}^{(c')} \)

We prove that \( \beta_{\text{ED}}^{(c)} \) reduces to \( \beta_{\text{SD}}^{(c')} \) where \( c' = O(c) \). First we design a new output bit reduction algorithm. In general a circuit of size of size \( N \) could have as many as \( \Theta(N) \) output bits. This new output bit reduction algorithm, given two distributions encoded by boolean circuits \( X_1 \) and \( X_2 \) where the number of input bits of \( X_1 \) and \( X_2 \) is polylogarithmic in \( N = \max\{\text{Size}(X_1), \text{Size}(X_2)\} \) computes two new circuits \( Y_1 \) and \( Y_2 \) such that their entropy difference is close to the entropy difference between \( X_1 \) and \( X_2 \) but the number of input bits and output bits of \( Y_1 \) and \( Y_2 \) is polylogarithmic in \( N \). Finally we use the techniques developed by Goldreich and Vadhan [57] on the output bit reduced circuits to get the final circuits which has the required statistical difference.

The output bit reduction for ED also uses the same idea of fingerprinting by primes of suitable size as in Lemma 3.5.1.

**Theorem 3.5.16 (Output Bit Reduction for Entropy Difference)** Let \( X_1 \) and \( X_2 \) be two circuits encoding distributions where \( X_1 \) and \( X_2 \) have at most \( n = \log^c N \) input bits where \( N = \max\{\text{Size}(X_1), \text{Size}(X_2)\} \).

Then in time polynomial in \( N \) we can compute two circuits \( Y_1 \) and \( Y_2 \) with the following properties.

- If \( H(X_1) \geq H(X_2) + 1 \) then \( H(Y_1) \geq H(Y_2) + 1 \).
- If \( H(X_2) \geq H(X_1) + 1 \) then \( H(Y_2) \geq H(Y_1) + 1 \)
- The number of input and output bits of \( Y_1 \) and \( Y_2 \) is at most \( \log^{3c} N \).

**Proof.** From the two circuits \( X_1 \) and \( X_2 \) we first construct two circuits \( A_1 \) and \( A_2 \) respectively as follows:

\[
A_1 = \otimes^8 X_1 \\
A_2 = \otimes^8 X_2 
\]

Thus,

\[
H(A_1) \geq H(A_2) + 8 \quad \text{if } H(X_1) \geq H(X_2) + 1 \quad \text{and}, \quad (3.3) \\
H(A_2) \geq H(A_1) + 8 \quad \text{if } H(X_2) \geq H(X_1) + 1. \quad (3.4)
\]

The circuits \( A_1 \) and \( A_2 \) have at most \( 8n \) input gates.
The circuit description is same as in the proof of Theorem 3.5.1 For \( i = 1, 2 \) we describe the circuits \( Y_i \) below. Let \( \lambda \) and \( \sigma \) be positive numbers which will be fixed later.

The circuit \( Y_i \) picks a list of \( \log \lambda N \) random \( \log \sigma N \) bit numbers. Then using AKS primality testing \([1]\) it picks the first prime number \( r \) appearing in the list. If the list contains no prime number the circuit outputs “fail”. Otherwise it samples the distribution encoded by the circuit \( X_i \) by first picking a \( \log c N \) bit number \( s \) and then evaluating the circuit \( X_i \) on \( s \). Let \( x = X_i(s) \). The circuit \( Y_i \) then outputs \( (x \mod r, r) \).

Notice that the number of output bits of \( Y_i \) is at most \( 2 \log \sigma N \) and the number of input bits is at most \( 8 \log c N + \log \lambda + \sigma N \).

Let

\[
\text{Supp}(A_1) \cup \text{Supp}(A_2) = \{x_1, \cdots, x_M\}.
\]

Observe that \( M \leq 2.2^{8n} \).

We say that a prime \( p \) is \textit{good} if

\[ x_i - x_j \neq 0 \mod p \text{ for all } 1 \leq i < j \leq M. \]

The numbers \( x_i - x_j \) can have at most \( \log(2^{8n+1}) = 8n + 1 \) prime factors. So, among all \( \log \sigma N \) bit prime numbers at most \( \binom{M}{2} (8n + 1) \) primes are not good.

Notice that

\[
\binom{M}{2} (8n + 1) \leq 8M^2 n.
\]

By prime number theorem (see \([113]\)) the number of \( \log \sigma N \) bit prime numbers is approximately \( \frac{\log \sigma N}{\log N} \).

\[
Pr[r \text{ is not good } | \text{ r is prime}] \leq \frac{8M^2 n \log \sigma N}{2\log \sigma N}. \tag{3.5}
\]

Let \( p_0 = Pr[\text{no primes could be found}] \leq \left( 1 - \frac{1}{\log \sigma N} \right)^{\log \lambda N} \). Thus we have

\[
p_0 \leq \left( \frac{1}{2} \right)^{\log \lambda - \sigma N}. \tag{3.6}
\]

Let \( \{r_1, \cdots, r_k\} \) be the primes that are \textit{not good} and let \( \{r_{k+1}, \cdots, r_K\} \) be the good primes. When no prime is found the circuit outputs “fail”. The probability that \( Y_i \) fails is
$p_0$. Let $p_{ij}$ be probability that $Y_1$ outputs $(x_i \mod r_j, r_j)$ for all $i$ and $j = k + 1, \cdots, K$. Similarly, we can define $q_{ij}$ as the probability that $Y_2$ outputs $(x_i \mod r_j, r_j)$ for all $i$ and $j = k + 1, \cdots, K$. Then, for all $i$ and $j = k + 1, \cdots, K$,

$$p_{ij} = Pr[A_1 = x_i]Pr[\text{the prime} = r_j]$$
$$q_{ij} = Pr[A_2 = x_i]Pr[\text{the prime} = r_j]$$

For $r_j$, $j \leq k$ let the possible outputs be $(z_{ij}, r_j), \cdots, (z_{ij}, r_j)$. Each $z_{ij}$ is $x_i \mod r_j$ for possibly more than one $x_i$. Let $p_{ij}$ be the probability that $Y_1$ outputs $(z_{ij}, r_j)$ for all $j = 1, \cdots, k$ and $i = 1, \cdots, l_j$. Similarly, let $q_{ij}$ be the probability that $Y_2$ outputs $(z_{ij}, r_j)$ for all $j = 1, \cdots, k$ and $i = 1, \cdots, l_j$.

Next we calculate $H(Y_1)$ and $H(Y_2)$ in terms of $H(A_1)$ and $H(A_2)$ respectively.

$$H(Y_1) = p_0 \log \frac{1}{p_0} + \sum_{j=1}^{k} \sum_{i=1}^{l_j} p_{ij} \log \frac{1}{p_{ij}} + \sum_{i=1}^{M} \sum_{j=k+1}^{K} p_{ij} \log \frac{1}{p_{ij}}$$

We notice that

$$\sum_{i=1}^{M} \sum_{j=k+1}^{K} p_{ij} \log \frac{1}{p_{ij}} = \sum_{j=k+1}^{K} \sum_{i=1}^{M} Pr[A_1 = x_i]Pr[r_j] \log \frac{1}{Pr[A_1 = x_i]Pr[r_j]}$$
$$= \sum_{j=k+1}^{K} \sum_{i=1}^{M} Pr[A_1 = x_i]Pr[r_j] \log \frac{1}{Pr[A_1 = x_i]} + \sum_{i=1}^{M} Pr[A_1 = x_i] \sum_{j=k+1}^{K} Pr[r_j] \log \frac{1}{Pr[r_j]}$$
$$= \sum_{j=k+1}^{K} Pr[r_j]H(A_1) + \sum_{j=k+1}^{K} Pr[r_j] \log \frac{1}{Pr[r_j]}$$

where $P = p_0 + \sum_{j=1}^{k} \sum_{i=1}^{l_j} p_{ij} = p_0 + \sum_{j=1}^{k} \sum_{i=1}^{l_j} q_{ij}$.

Let,

$$Z_1 := p_0 \log \frac{1}{p_0} + \sum_{j=1}^{k} \sum_{i=1}^{l_j} p_{ij} \log \frac{1}{p_{ij}}$$
$$Z_2 := p_0 \log \frac{1}{p_0} + \sum_{j=1}^{k} \sum_{i=1}^{l_j} q_{ij} \log \frac{1}{q_{ij}}$$

Let $D_1$ be a distribution on a set $\mathcal{D} = \{a_{ij} \mid j = 1, \cdots, k; i = 1, \cdots, l_j\} \cup \{a_0\}$ with $Pr[D_1 = a_0] = p_0/P$ and $Pr[D_1 = a_{ij}] = p_{ij}/P$. Similarly we define $D_2$ on $\mathcal{D}$ with $Pr[D_2 = a_0] = p_0/P$ and $Pr[D_2 = a_{ij}] = q_{ij}/P$. It is easy to check that $H(D_1) = \log P + \frac{1}{p}Z_1$. Similarly, $H(D_2) = \log P + \frac{1}{p}Z_2$. This gives, $Z_1 = PH(D_1) + P \log \frac{1}{p}$
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and $Z_2 = PH(D_2) + P \log \frac{1}{P}$. Thus, we get

$$H(Y_1) = H(A_1)(1 - P) + PH(D_1) + P \log \frac{1}{P} + \sum_{j=k+1}^{K} Pr[r_j] \log \frac{1}{Pr[r_j]}$$

and

$$H(Y_2) = H(A_2)(1 - P) + PH(D_2) + P \log \frac{1}{P} + \sum_{j=k+1}^{K} Pr[r_j] \log \frac{1}{Pr[r_j]}.$$ 

The distributions $D_1$ and $D_2$ has supports of size at most $Mk + 1$. Hence we have $0 \leq H(D_1), H(D_2) \leq \log(Mk + 1)$. Finally we get,

$$H(Y_1) - H(Y_2) \geq (1 - P)[H(A_1) - H(A_2)] - P \log(Mk + 1) \quad (3.7)$$

$$H(Y_2) - H(Y_1) \geq (1 - P)[H(A_2) - H(A_1)] - P \log(Mk + 1) \quad (3.8)$$

From Equation 3.5 and 3.6 we get

$$P = Pr[r \text{ is not good } | r \text{ is prime}] + Pr[\text{No prime could be found}] \leq \frac{8M^2n \log^\sigma N}{2 \log^\sigma N} + \left(\frac{1}{2}\right) \log^{\lambda - \sigma} N$$

Using the upper bounds $M < 2^{8n+1}$ and $k < 8M^2n$ (recall that $k$ is the number of primes that are not good) and $n = \log^c N$ we get

$$P \leq \frac{8M^2n \log^c N}{2 \log^c N} + \left(\frac{1}{2}\right) \log^{\lambda - \sigma} N \leq \frac{8 \cdot 2^{16} \log^c(N) + 2 \log^c N \log^\sigma N}{2 \log^c N} + \left(\frac{1}{2}\right) \log^{\lambda - \sigma} N \leq \frac{2^{17} \log^c N}{2 \log^c N} + \left(\frac{1}{2}\right) \log^{\lambda - \sigma} N \leq \left(\frac{1}{2}\right) \log^{\sigma - c - 1} N + \left(\frac{1}{2}\right) \log^{\lambda - \sigma} N$$

We also have

$$\log(Mk + 1) \leq \log(2^{8 \log^c(N) + 1} \cdot 2^{16} \log^c(N) + 2 \log^c N) \leq \log 2^{25 \log^c N} \leq \log^{c+1} N, \text{ for large enough } N.$$
Thus we get,

\[ P \log(Mk + 1) \leq \left( \frac{1}{2} \right) \log^{\sigma - c - 1} N + \left( \frac{1}{2} \right) \log^{\lambda - \sigma} N \log^{c + 1} N, \text{ for large enough } N. \]

If we choose \( \sigma = c + 3 \) and \( \lambda = \sigma + 2 = c + 5 \) then this quantity is at most \( 1/8 \) for large enough \( N \). Observe that the choice of \( \lambda \) and \( \sigma \) does not depend upon the input size as long as the input size is sufficiently large which we may assume without loss of generality. Thus, from Equations 3.7 and 3.8 we have

\[
\begin{align*}
H(Y_1) - H(Y_2) & \geq (1 - 1/8).8 - 1/8 \geq 1 \text{ when } H(A_1) - H(A_2) \geq 8 \quad (3.9) \\
H(Y_2) - H(Y_1) & \geq (1 - 1/8).8 - 1/8 \geq 1 \text{ when } H(A_2) - H(A_1) \geq 8. \quad (3.10)
\end{align*}
\]

Using Equations 3.3 and 3.4 we have,

\[
\begin{align*}
\text{If } H(X_1) & \geq H(X_2) + 1 \text{ then } H(Y_1) \geq H(Y_2) + 1. \\
\text{If } H(X_2) & \geq H(X_1) + 1 \text{ then } H(Y_2) \geq H(Y_1) + 1.
\end{align*}
\]

Finally, with the choice of \( \sigma \) and \( \lambda \) it is easy to see that the number of input and output bits of \( Y_1 \) and \( Y_2 \) is at most \( \log^{3c} N \).

Let \((X_1, X_2)\) be an instance of \( \beta \text{ED}^{(c)} \) with each circuits having at most \( n = \log^c N \) input bits where \( N = \max\{\text{Size}(X_1), \text{Size}(X_2)\} \). We use output bit reduction algorithm of Theorem 3.5.16 to obtain a pair of circuits \((Y_1, Y_2)\) such that they have at most \( m = \log^{3c} N \) input and output bits. Now the technique of Goldreich and Vadhan [57] can be applied directly to these circuits. For the sake of completeness, we reproduce their entire argument. Let \( q = 9\rho m^2 \). We will fix \( \rho \) later. Let \( Z_1 = \otimes^n Y_1 \) and \( Z_2 = \otimes^n Y_2 \). These two circuits has at most \( m' = 9\rho \log^{9c} N \) input gates and output bits. From \( Z_1 \) and \( Z_2 \), two circuits \( A_1 \) and \( A_2 \) can be constructed as follows. Let \( \mathcal{H}_{2m', m'} \) be a 2-universal family of hash functions.

\( A_1 \):

- Pick \( r \) uniformly at random from \( \{0, 1\}^{m'} \), let \( x = Z_1(r) \).
- Pick \( h \) uniformly at random from \( \mathcal{H}_{2m', m'} \).
- Pick \( y \) according to the distribution \( Z_2 \).
• Output \((x, h, h(r, y))\).

\(A_2\):
• Pick \(x\) according to the distribution \(Z_1\).
• Pick \(h\) uniformly at random from \(H_{2m',m'}\).
• Pick \(z\) uniformly at random from \(\{0, 1\}^{m'}\).
• Output \((x, h, z)\).

Notice that the above two circuits \(A_1\) and \(A_2\) use at most \((2m' + 3)m'\) random bits.

It is easy to verify that \((2m' + 3)m' \leq 243\rho^2 \log^{18c} N\).

Theorem 3.5.17 (see [106, Section 3.4.4]) If \(H(X_1) \geq H(X_2) + 1\) then \(\text{StatDiff}(A_1, A_2) \geq 1 - O(2^{-\rho})\). If \(H(X_2) \geq H(Y) + 1\) then \(\text{StatDiff}(A_1, A_2) \leq \Omega(2^{-\rho})\).

Let \(\rho\) be a sufficiently large constant. From the above theorem it is easy to see that if \((X_1, X_2) \in \beta_{ED}^{(c)}\) then \((A_1, A_2) \in \beta_{SD}^{(c')}\) and if \((X_1, X_2) \in \beta_{ED}^{(c')}\) then \((A_1, A_2) \in \beta_{SD}^{(c')}\) where \(c' = 19c\) (Notice, for a fixed constant \(\rho\), \(243\rho^2 \log^{18c} N \leq \log^{19c} N\)). Thus, we obtain the following theorem.

Theorem 3.5.18 The problem \(\beta_{ED}^{(c)}\) reduces to \(\beta_{SD}^{(c')}\) where \(c' = 19c\).

3.6 Conclusion

In this chapter we proved that every problem having \(\beta_{HVSZK}(\log c_1, \log c_2, \log c)\) proof system also has a \(\beta_{HVSZK}(\log^{O(c_1 + c_2)}, \log^{O(c_1 + c_2)} , 2)\) proof system. As a corollary we obtain the following.

Corollary 3.6.1 The problem GrIso is in \(\beta_{HVSZK}(\log c, \log c, 2)\) for some constant \(c\).

Proof. By Lemma 3.4.6 GrIso \(\in \beta_{HVSZK}(\log^2, \log^2, 3)\). Using the above argument we obtain GrIso \(\in \beta_{HVSZK}(\log^{O(2)}, \log^{O(2)}, 2)\). Hence, the result follows. \(\blacksquare\)

Remark 3.6.2 We note that using result similar to Theorem 3.5.1 directly in the protocol we can design a statistical zero knowledge proof system (zero knowledge against any verifier as in Definition 3.4.2) for GrIso with polylogarithmic randomness, small message size and constant i.e., GrIso \(\in \text{SZK}(\log^{c_1}, \log^{c_2}, c)\) for some constants \(c, c_1\) and \(c_2\).
4

Isomorphism and Canonization of Tournaments and Hypertournaments

4.1 Introduction

Computing canonical forms for graphs (and other combinatorial and algebraic structures) is a fundamental problem. Graph canonization, in particular, is very well-studied for its close connection to Graph Isomorphism $\text{GRAPH-ISO}$. Let $G$ denote all simple undirected graphs on $n$ vertices. A mapping $f : G \rightarrow G$ is a canonizing function for $G$ if for all $X, X' \in G$: $f(X) \equiv X$ and $f(X) = f(X')$ if and only if $X_1 \equiv X_2$. I.e., $f$ assigns a canonical form to each isomorphism class of graphs. For instance, we can define $f(X)$ as the lexicographically least graph isomorphic to $X$. This particular canonizing function is computable in $\text{FPNP}$ by prefix search, but it is known to be $\text{NP-hard}$ to compute [30, 82] for certain graph orderings. A specific ordering of graphs that makes the problem $\text{NP-complete}$ is described in [30, Section 3.1].

It is a long-standing open question, whether there is some canonizing function for graphs that is polynomial-time computable. No better bound than $\text{FPNP}$ is known for general graphs (for any canonizing function). It is easy to see that $\text{GRAPH-ISO}$ is polynomial-time reducible to graph canonization. It is an intriguing open question if the converse reduction holds in general. However, for natural subclasses of graphs for which graph isomorphism has an efficient algorithm there is usually an accompanying efficient canonization algorithm [30]. Specifically, we do not know of any natural subclass of graphs for which graph isomorphism is in polynomial time and graph canonization is not known to be solvable in polynomial time. However, for hypergraphs with
Chapter 4. Isomorphism and Canonization of Tournaments and Hypertournaments

In this chapter we study the complexity of canonization and isomorphism of tournaments as well as hypertournaments. A central motivation for our study is the question whether T-CANON is polynomial-time reducible to TOUR-ISO. While we are not able to settle this question we prove an interesting weaker result: T-CANON has a polynomial-time oracle algorithm with oracle access to TOUR-ISO and an oracle for canonizing rigid tournaments. Rigid tournaments have no nontrivial automorphism. It is open whether a similar result holds for general graphs.

The other result in this chapter is an \( n^{O(k^2 \log n)} \) algorithm for canonization and isomorphism of \( k \)-hypertournaments which builds on [30] and uses quite different properties of the automorphism groups of hypertournaments.

Our approach is based on the techniques of the seminal paper of Babai and Luks [30]. In the sequel we explain the group-theoretic setting in some detail since we will use their approach and methods.

Group Theoretic Preliminaries

In this chapter we need some more group theoretic concepts (see [114, 82]) along with those discussed in Chapter 2.

Definition 4.1.1 A permutation group \( G \leq \text{Sym}(V) \) is said to be transitive on \( V \) if \( v^G = V \) for \( v \in V \).

Let \( G \leq \text{Sym}(V) \) be a transitive permutation group. A nonempty subset \( B \subseteq V \) of points is called a \( G \)-block if either \( B^g = B \) or \( B^g \cap B = \emptyset \), for each \( g \in G \). For any transitive group \( G \), clearly the whole set \( V \) and the singleton sets \( \{u\} \), \( u \in V \) are blocks; these are known as the trivial blocks of \( G \).

Definition 4.1.2 A transitive permutation group \( G \leq \text{Sym}(V) \) is said to be primitive if it does not have any nontrivial blocks. Otherwise \( G \) is said to be imprimitive.
Chapter 4. Isomorphism and Canonization of Tournaments and Hypertournaments

Let $G \leq \text{Sym}(V)$ be transitive. Notice that a subset $B \subseteq V$ is a $G$-block if and only if $B^g$ is a $G$-block for every $g \in G$. It can be easily seen that the collection of blocks $\{B^g : g \in G\}$ forms a partition of $V$. This collection of blocks is called the $B$ block system. Notice that the permutation group $G$ acts transitively on the $B$ block system (since every $g \in G$ naturally maps blocks to blocks and the action is obviously transitive). A nontrivial block $B \subset V$ is called a maximal block if there is no nontrivial block $B' \subset V$ such that $B \subset B'$. In this case, we say that the $B$-block system $\{B^g : g \in G\}$ is a maximal block system.

For a transitive group $G \leq \text{Sym}(V)$, let $B$ and $B'$ be two $G$-blocks in $V$ such that $B \subset B'$. Then the collection of blocks $\{B^g : g \in G, B^g \subseteq B'\}$ is actually a partition of $B'$.

A $G$-block $B \subset V$ is a maximal subblock of a $G$-block $B'$ if $B \subset B'$ and there is no $G$-block $C$ such that $B \subset C \subset B'$. Let $B$ and $B'$ be $G$-blocks. A chain $B = B_0 \subset \cdots \subset B_i = B'$ is a maximal chain of $G$-blocks between $B$ and $B'$ if for all $i$, $B_i$ is a maximal subblock of $B_{i+1}$.

Let $B$ and $B'$ be two $G$-blocks such that $B \subset B'$. The $B$-block system of $B'$ is the collection

$$\{B^g : g \in G \text{ and } B^g \subset B'\},$$

which forms a partition of $B'$. Hence $|B|$ divides $|B'|$.

A structure tree of $G$ is a rooted tree whose nodes are labeled by $G$-blocks such that:

1. The root is labeled $V$.
2. The leaves are labeled with singleton sets $\{v\}, v \in V$.
3. For each internal node labeled by $B'$, the labels of its children constitute a $B$ block system of $B'$, where $B \subset B'$ is a maximal block contained in $B'$.

There is a natural action of $G$ on each level of a structure tree: $g \in G$ maps a node $r$ to $r'$ in a level iff there is a $G$-block $B$ such that the labels of $r$ and $r'$ are $B$ and $B^g$ respectively. Furthermore, the action of $G$ on the children of each node in the tree is primitive.

If $G \leq \text{Sym}(V)$ has orbits $V_1, \ldots, V_r$, the structure forest is a collection of structure trees $T_1, \ldots, T_r$, where $T_i$ is the structure tree of the transitive action of $G$ on $V_i$. 
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For a permutation group \( G \leq \text{Sym}(V) \) and a subset of points \( \Delta \subset V \), the set stabilizer subgroup for \( \Delta \) is
\[
G_\Delta = \{ g \in G \mid \Delta^g = \Delta \}.
\]

**The Babai-Luks canonization procedure**

We are now ready to describe the Babai-Luks machinery from [30] and recall some of their results in a form that is useful to us.

Let \( X = (V, E) \) be a graph. Let \( g \in \text{Sym}(V) \) be a permutation. The action of \( g \) on \( X \) produces the graph \( X^g = (V, E^g) \) where \( E^g = \{ (u^g, v^g) \mid (u, v) \in E \} \). The graph \( X^g \) is sometimes denoted as \( g(X) \). Let \( G \leq \text{Sym}(V) \). Let \( G \) be any class of graphs (directed or undirected) each of which is defined on vertex set \( V \). We say that the class of graphs \( G \) is **closed under \( G \)-isomorphisms** if for every permutation \( g \in G \) and graph \( X \in G \) we have \( X^g \in G \).

Let \( G \) be any class of graphs closed under \( G \)-isomorphisms. For \( X_1, X_2 \in G \) with vertex set \( V \), we say \( X_1 \) is \( G \)-isomorphic to \( X_2 \), denoted by \( X_1 \cong_G X_2 \) if \( X_2 = X_1^g \) for some \( g \in G \).

Call \( \text{CF}_G : G \to G \) a canonizing function w.r.t to \( G \), if \( \text{CF}_G(X) \cong_G X \), for every \( X \in G \), and \( X_1 \cong_G X_2 \) if and only if \( \text{CF}_G(X_1) = \text{CF}_G(X_2) \), for \( X_1, X_2 \in G \). When the group \( G \) is \( \text{Sym}(V) \), we write \( \text{CF}(X) \) instead of \( \text{CF}_G(X) \).

Given a canonizing function \( \text{CF}_G \) we define a canonizing function \( \text{CF}_{G\sigma} \) with respect to a coset \( G\sigma \) of \( G \) as \( \text{CF}_{G\sigma}(X) = \text{CF}_{\sigma^{-1}G\sigma}(X^\sigma) \). Notice that if \( G \) is closed under \( G \)-isomorphisms then \( G^\sigma \) is closed under \( \sigma^{-1}G\sigma \) isomorphisms. We will sometimes denote \( \text{CF}_{G\sigma}(X) \) as \( \text{CF}(X, G\sigma) \).

Next, we define the **canonical labeling coset** \( \text{CL}(X, G\sigma) \) as \( \{ \tau \in G\sigma \mid X^\tau = \text{CF}_{G\sigma}(X) \} \). It is easy to see that \( \text{CL}(X, G\sigma) = (G \cap \text{Aut}(X))\pi = \text{Aut}_G(X)\pi \) for any \( \pi \in \text{CL}(X, G\sigma) \), where \( \text{Aut}_G(X) = \text{Aut}(X) \cap G \). I.e.
\[
\text{Aut}_G(X) = \{ g \in G \mid X^g = X \}.
\]

We also notice that \( \text{CL}(X, G\sigma) = \sigma \text{CL}(X^\sigma, \sigma^{-1}G\sigma) \).

Babai and Luks [30] gave a canonizing algorithm that exploits the group structure of \( G \). The algorithm is recursive and works by a divide-and-conquer strategy on the group \( G \). The divide-and-conquer is based on a structure forest of \( G \). We now briefly describe
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the algorithm of Babai-Luks that computes the canonical labeling coset CL\((X, G\sigma)\) of a graph \(X\) with respect to a coset \(G\sigma\).

The first step is to bijectively encode \(n\)-vertex graph \(X\) as a binary string \(x\). To be specific, we can choose the length \(n^2\) encoding obtained from the adjacency matrix as the concatenation of its rows. Thus, for \(1 \leq i, j \leq n\) we have \(x(i, j) = 1\) if and only if \((i, j) \in E(X)\). Then permutations \(\sigma \in \text{Sym}(V)\) acts on such strings \(x\) naturally by sending it to \(x^\sigma\), where for all \(1 \leq i, j \leq n\)

\[x^\sigma(i^\sigma, j^\sigma) = x(i, j)\]

Let \(m = n^2\). We can think of the given permutation group \(G = \langle g_1, \ldots, g_k \rangle\) as a subgroup of \(S_m\) acting on the \(m\)-bit binary strings as described above, where \((i, j)\) indexes into the \(m\)-bit binary string \(x\). The natural ordering on \(\{1, \ldots, m\}\) induces an ordering on the subsets of \(\{1, \ldots, m\}\). Thus, we can talk about the first \(G\)-orbit \(A_1 \subseteq [m]\) according to this ordering. Let \(A_2 = [m] \setminus A_1\). The algorithm computes \(CL(x, G\sigma)\) recursively as \(CL(x|_{A_2}, CL(x|_{A_1}, G\sigma))\), where \(x|_{A_i}\) is the substring of \(x\) induced by \(A_i\). Thus, in general we need to compute \(CL(x|_A, G\sigma)\), where \(A \subseteq [m]\) is a \(G\)-stable subset: each element of \(G\) maps \(A\) to \(A\). Let \(CL_A(x, G\sigma) = CL(x|_A, G\sigma)\).

If \(|A| = 1\) we define \(CL_A(x, G\sigma) = G\sigma\). The nontrivial case is when \(G\) acts transitively on \(A\). Then, w.r.t. the natural ordering on \([m]\) we can compute the first maximal \(G\)-block system on \(A\) in polynomial time. Let \(H\) be the set stabilizer of this block system. Let \(\{\tau_i\}_{i=1}^k\) be a set of coset representatives of \(H\) in \(G\). Let \(G\sigma = \bigcup_{i=1}^k H\sigma_i\) where \(\sigma_i = \sigma\tau_i\). Recursively compute \(CL_A(x, H\sigma_i) = H_i\rho_i\) for all \(i\). Then sort the cosets so that \(x^{\rho_2} = x^{\rho_3} = \cdots = x^{\rho_s} < x^{\rho_{s+1}} \leq \cdots \leq x^{\rho_k}\). Output \(CL_A(x, G\sigma) = \langle H_1, \{\rho_i\rho_1^{-1}\}_{i=1}^s \rangle\rho_1\).

This, in a nutshell, is the Babai-Luks canonization algorithm (we explain the algorithm with more details in Section 4.3). Clearly, we can recover the canonical labeling coset for the given graph \(X\) from the corresponding coset \(CL(x, G\sigma)\) for its string encoding \(x\). A detailed analysis of the algorithm can be found in [30].

**Definition 4.1.3** A finite group \(G\) is in the class \(\Gamma_d\) if every nonabelian composition factor of the group \(G\) embeds in the permutation group \(S_d\).

In other words, all nonabelian composition factors of a group \(G \in \Gamma_d\) can be seen as subgroups of \(S_d\). A crucial result of [30] is that the above string canonization algorithm
for computing $\text{CL}(x, G\sigma)$ runs in polynomial time if $G \in \Gamma_d$ for a constant $d$. We state this result in the form of a theorem useful to us for graphs.

**Theorem 4.1.4 Babai-Luks Theorem:** If $G \leq S_m$ is a permutation group in the class $\Gamma_d$ (i.e. all nonabelian composition factors of $G$ are subgroups of $S_d$), then a canonical labeling coset of a binary string $x \in \{0, 1\}^m$ w.r.t a coset $G\sigma$ of $S_m$, can be found in time $m^c$, where $c$ depends only on $d$.

Theorem 4.1.4 crucially uses the fact that primitive subgroups of $S_m$ in $\Gamma_d$ are of size bounded by $m^{O(d)}$ [90, 115, 24, 78].

**Iterative Canonization**

A finite relational structure $X$ is a tuple $(D, R_1, \ldots, R_t)$ where $D$ is a finite set called domain and $R_1, \ldots, R_t$ are relations on $D$ with arity $a_1, \ldots, a_t$ respectively. The finite relational structure $X = (D, R_1, \ldots, R_t)$ has bounded arity if for all $i$, $a_i \leq c$ where $c$ is some constant.

Let $X = (D, R_1, \ldots, R_t)$ be a finite relational structure where $R_i$ has arity $a_i$ and $g \in \text{Sym}(D)$ be a permutation. We can define the relational structure $X^g = (D, R_1^g, \ldots, R_t^g)$ where $R_i^g = \{(d_1^g, \ldots, d_{a_i}^g) \mid (d_1, \ldots, d_{a_i}) \in R_i\}$. A relational structure $Y = (D, S_1, \ldots, S_l)$ is said to be isomorphic if to $X$ if there is a permutation $g \in \text{Sym}(D)$ such that $X^g = Y$. Once we have the notion of isomorphism and group action on relational structures we can easily define canonical form and canonical labeling coset as we did before for graphs.

Let $X = (D, R_1, R_2)$ be a finite relational structure with domain $D$ and two relations $R_1$ and $R_2$ with arity $a_1$ and $a_2$ respectively. Let $X_1 = (D, R_1)$ and $X_2 = (D, R_2)$ be two relational structures derived from $X$. Let $\text{CL}_1(X_1, G\sigma) = H_1\rho_1$ be the canonical labeling coset of $X_1$ w.r.t. some coset $G\sigma$ and some canonical form $\text{CF}_1$. Further $\text{CL}_2(X_2, H_2\rho_1) = H_2\rho_2$ be the canonical labeling coset of $X_2$ w.r.t $H_1\rho_1$ and some canonical form $\text{CF}_2$. Then we can define $X^{\rho_2}$ to be the canonical form $\text{CF}(X, G\sigma)$ of $X$ with respect to $G\sigma$. The canonical labeling coset $\text{CL}(X, G\sigma)$ of $X$ w.r.t this canonical form will be $H_2\rho_2$.

**Lemma 4.1.5** Let $X = (D, R_1, R_2)$ be a finite relational structure. Then the above process defines a correct canonical form.
Proof. Let \( X = (D, R_1, R_2) \) and \( Y = (D, S_1, S_2) \) be two relational structures where \( R_1 \) and \( S_1 \) have arity \( a_1 \) and \( R_2 \) and \( S_2 \) have arity \( a_2 \). Let \( X \) and \( Y \) be \( G \) isomorphic via an isomorphism \( \pi \in G \). We also assume the following.

\[
\begin{align*}
\text{CL}_1(X_1, G\sigma) &= H_1\rho_1 & \text{CL}_1(Y_1, G\sigma) &= L_1\xi_1 \\
\text{CL}_2(X_2, H_1\rho_1) &= H_2\rho_2 & \text{CL}_2(Y_2, L_1\xi_1) &= L_2\xi_2
\end{align*}
\]  

(4.1)

where \( X_1 = (D, R_1) \), \( X_2 = (D, R_2) \), \( Y_1 = (D, S_1) \) and \( Y_2 = (D, S_2) \). Notice that \( \pi \) is an isomorphism between \( X_1 \) and \( Y_1 \) and between \( X_2 \) and \( Y_2 \). We need to prove that \( X^{\rho_2} = Y^{\xi_2} \). The relational structures \( X_2^{\rho_1} \) and \( Y_2^{\xi_1} \) are isomorphic via isomorphism \( \rho_1^{-1}\pi\xi_1 \). Observe that \( \rho_1^{-1} H_1\rho_1 = \text{Aut}(X^{\rho_1}_1) \cap \sigma^{-1} G\sigma \) and \( \xi_1^{-1} L_1\xi_1 = \text{Aut}(Y^{\xi_1}_1) \cap \sigma^{-1} G\sigma \). But \( X^{\rho_1}_1 = Y^{\xi_1}_1 \). Hence, \( \rho_1^{-1} H_1\rho_1 = \xi_1^{-1} L_1\xi_1 \). Notice that \( \rho_1^{-1}\pi\xi_1 \in \text{Aut}(X^{\rho_1}_1) \cap \sigma^{-1} G\sigma \). This implies \( \text{CF}_2(X^{\rho_1}_2, \rho^{-1}_1 H_1\rho_1) = \text{CF}_2(Y^{\xi_1}_2, \xi^{-1}_1 L_1\xi_1) \). Hence \( R^{\rho_1}_2 = S^{\xi_2}_2 \). As, \( \text{CL}_2(X_2, H_1\rho_1) = \rho_1 \text{CL}_2(X^{\rho_1}_2, \rho^{-1}_1 H_1\rho_1) \) and \( \text{CL}_2(Y_2, L_1\xi_1) = \xi_1 \text{CL}_2(Y^{\xi_1}_2, \xi^{-1}_1 L_1\xi_1) \) we have \( \rho_2 = \rho_1 \gamma \) and \( \xi_2 = \xi_1 \delta \) where \( \gamma \in \text{CL}_2(X^{\rho_1}_2, \rho^{-1}_1 H_1\rho_1) \) and \( \delta \in \text{CL}_2(Y^{\xi_1}_2, \xi^{-1}_1 L_1\xi_1) \). But as \( R^{\rho_1}_1 = S^{\xi_1}_1 \) and \( \gamma, \delta \in \text{Aut}(X^{\rho_1}_1) = \text{Aut}(Y^{\xi_1}_1) \) we will have \( R^{\rho_2}_1 = S^{\xi_2}_1 \). This proves that \( X^{\rho_2} = Y^{\xi_2} \). \( \blacksquare \)

Remark 4.1.6  
1. Theorem 4.1.4 yields an \( n^{O(\log n)} \) algorithm for Tournament Canonization, T-CANON, and Tournament Isomorphism TOUR-ISO [30]. The algorithm exploits the fact that automorphism groups of tournaments are solvable and hence in \( \Gamma_d \) for \( d = 1 \).

2. We note that Theorem 4.1.4 is applicable to any finite relational structure \( \mathcal{K} = ([n], R_1, R_2, \ldots, R_\ell) \) with relations \( R_i \) of bounded arity. Such structures can be easily encoded as binary strings of length \( n^{O(1)} \), as described above for graphs. Thus, Theorem 4.1.4 can be applied to canonize such relational structures in polynomial time w.r.t. cosets \( G\sigma \) where \( G \in \Gamma_d \).

4.2 Gadget construction for Tournaments

We first recall the definition of tournaments.

Definition 4.2.1 (tournament) A directed graph \( T = (V, A) \) is a tournament if for each pair of distinct vertices \( u, v \in V \), exactly one of \( (u, v) \) or \( (v, u) \) is in \( A \).

71
Chapter 4. Isomorphism and Canonization of Tournaments and Hypertournaments

Let \( T = (V, A) \) be a tournament. We say the the vertex \( v \) is an in-neighbor (out-neighbor) of a vertex \( u \) if \((v, u) \in A\) (resp. \((u, v) \in A\)). The in-degree(out-degree) of a vertex \( v \) is the number of in-neighbors (resp. out-neighbors) of \( v \). A tournament \( T = (V, A) \) is called regular if each vertex of \( T \) has the same in-degree. If \( T = (V, A) \) is a regular tournament with \( n \) vertices then the in-degree and out-degree of a vertex \( v \) is \((n - 1)/2\) and \( n \) must be an odd number.

In this section, we explain some polynomial-time reductions concerning TOUR-ISO that are useful for our algorithm presented in Theorem 4.3.9. A key technique here is “fixing” nodes in a tournament. A node \( v \) in a graph \( X \) is a fixpoint if \( v^\pi = v \) for every \( \pi \in \text{Aut}(X) \). By the fixing of \( v \) in \( X \) we mean a construction that modifies \( X \) to another graph \( X' \) using a gadget so that \( v \) is forced to be fixed in \( X' \). We will describe a gadget construction for fixing several nodes in a tournament so that the resulting graph is again a tournament. We use it to show that a colored version of Tournament Isomorphism is polynomial-time many-one reducible to TOUR-ISO.

Let \( T_1 = (V_1, A_1) \) and \( T_1 = (V_1, A_1) \) be two tournaments whose vertices are colored. The color-tournament isomorphism problem is to decide if \( T_1 \) and \( T_2 \) are isomorphic via an isomorphism \( \phi \) that preserves the vertex color. I.e. \( v \) and \( \phi(v) \) have the same color for each vertex \( v \in V_1 \). As a consequence, we derive some observations related to tournament isomorphism and automorphism (Theorem 4.2.3) useful for canonization. Let \( u_1, u_2, \cdots, u_l \) be the nodes of a tournament \( T = (V, A) \) that we want to fix. The gadget we use is shown in Figure 4.1. Call the resulting tournament \( T' \).

![Figure 4.1: Vertex Fixing.](image)

Here, \( v_1, v_2, \cdots, v_{l+3} \) are \( l + 3 \) new vertices used in the gadget. Notice that \( v_1 \) is the unique vertex that beats all other vertices of \( T' \). For \( 2 \leq j \leq l + 1 \), \( v_j \) beats \( v_k \) for \( k > j \), and beats all the vertices of \( T \) except \( u_{j-1} \). Vertex \( v_{l+2} \) beats \( v_{l+3} \), and both \( v_{l+2} \)
and $v_{l+3}$ beat all vertices of $T$. The thick edge between $v_1$ and $T$ indicates that $v_1$ beats all the vertices of $T$. All thick edges have similar meaning.

More precisely, $T' = (V', A')$ where $V' = V \cup \{v_1, \cdots, v_{l+3}\}$ and we can write the edge set as

$$A' = A \cup A_1 \cup A_2 \cup A_3,$$

where

$$A_1 = \{(v_j, u_k) \mid 2 \leq j \leq l, k \neq j\} \cup \{(u_j, v_{j+1}) \mid j = 1, \cdots, l\},$$

$$A_2 = \{(v_1, u_k), (v_{l+2}, u_k), (v_{l+3}, u_k) \mid 1 \leq k \leq l\},$$

and

$$A_3 = \{(u_j, v_k) \mid j < k\}.$$

**Lemma 4.2.2** Any automorphism of $T'$ fixes $\{u_1, u_2, \cdots, u_l\}$.

**Proof.** Notice that $v_1, v_2, v_3, \cdots, v_l$ are the unique vertices of in-degree $0, 2, 3, \cdots, l$, respectively. Hence they are fixed by any automorphism of $T'$. Also, $v_{l+1}$ and $v_{l+2}$ are the only vertices of in-degree $l + 1$. But, the directed edge $(v_{l+1}, v_{l+2})$ forces the fixing of these two vertices by all automorphisms. As $v_{l+1}$ has a unique incoming edge from $u_i$, $1 \leq i \leq l$, each of $u_1, u_2, \cdots, u_l$ is fixed by all automorphisms of $T'$.

Search and decision for $\text{GRAPH-ISO}$ are known to be polynomial-time equivalent to computing a generating set for the automorphism group $\text{Aut}(X)$ of a graph $X$. We show similar results for tournaments. In fact, we give a general approach to proving this equivalence for any class of graphs and apply it to tournaments.

For a class of graphs $G$, let $\text{GRAPH-ISO}_G$ denote the decision problem:

$$\text{GRAPH-ISO}_G = \{\langle X_1, X_2 \rangle \in G \times G \mid X_1, X_2 \text{ are isomorphic}\}.$$ 

Two vertex-colored graphs $X_1, X_2 \in G$ are said to be isomorphic if there is a color preserving graph isomorphism between them. Let $\text{C-GRAPH-ISO}_G$ be the corresponding decision problem. The graph automorphism problem is: $\text{GA}_G = \{X \in G \mid X \text{ has a nontrivial automorphism}\}$. For $X \in G$, let $\text{AUT}_G$ be the problem of computing a generating set for the automorphism group of $X$. The following theorem is easy to prove using standard techniques from [76].

---

1In this chapter, vertex and edge colorings are simply labels without any constraints like proper vertex/edge colorings etc.
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**Theorem 4.2.3** Let \( G \) be any class of graphs. If \( \text{C-GRAPH-ISO}_G \) is polynomial-time many-one reducible to \( \text{GRAPH-ISO}_G \) then

1. \( \text{GA}_G \) is polynomial-time Turing reducible to \( \text{GRAPH-ISO}_G \).

2. Search version of \( \text{GRAPH-ISO}_G \) is polynomial-time Turing reducible to decision version of \( \text{GRAPH-ISO}_G \).

3. \( \text{AUT}_G \) is polynomial-time Turing reducible to \( \text{GRAPH-ISO}_G \).

**Proof.** 1. Let \( X \in G \) be the given graph. In order to check if there is an automorphism of \( \text{Aut}(X) \) that maps vertex \( u \) to vertex \( v \), we construct two colored graphs \( X_u \) and \( X_v \) from \( X \) as follows: \( X_u \) is a copy of \( X \) in which \( u \) is colored red and all other vertices are colored blue, and \( X_v \) is a copy of \( X \) in which \( v \) is colored red and all other vertices are colored blue. Clearly, \((X_u, X_v) \in \text{C-GRAPH-ISO}_G\) iff some automorphism of \( X \) maps \( u \) to \( v \). As \( \text{C-GRAPH-ISO}_G \) is reducible to \( \text{GRAPH-ISO}_G \), we can test whether some automorphism of \( X \) maps \( u \) to \( v \) via a polynomial-time many-one (or Turing) reduction to \( \text{GRAPH-ISO}_G \). Note that \( X \) has a nontrivial automorphism iff for some pair of distinct vertices \( u \) and \( v \), \( X_u \) and \( X_v \) are isomorphic. Putting it together gives us a polynomial-time Turing reduction from \( \text{GA}_G \) to \( \text{GRAPH-ISO}_G \).

2. It is easy to see that the reduction of search version to decision version can be done using the same idea as described in the proof of part 1.

3. Let \( X \) be an instance of \( \text{AUT}_G \). The goal is to compute a generating set for \( \text{Aut}(X) \) in polynomial time using \( \text{C-GRAPH-ISO}_G \) as oracle. This construction follows the standard way of building a strong generating set for \( \text{Aut}(X) \) by collecting all coset representatives for a pointwise stabilizer tower (see, e.g. [82]). We give a brief outline. Let \( G_0 = \text{Aut}(X) \) and \( V(X) = [n] \). We will construct a tower of subgroups \( G_0 \supseteq G_1 \supseteq \cdots \supseteq G_{n-1} = \{1\} \) by their generating sets, where \( G_i = \{g \in G_0 \mid j^g = j, 1 \leq j \leq i\} \). Suppose \( S \) is a generating set for \( G_i \) and \( \{g_1, g_2, \ldots, g_l\} \) are coset representatives of \( G_i \) in \( G_{i-1} \). Then \( S \cup \{g_1, g_2, \ldots, g_l\} \) is a generating set for \( G_{i-1} \). Furthermore, \( \ell \leq n-i+1 \) as the distinct coset representatives must map \( i \) to different points. Thus, the set of all coset representatives gives a generating set for \( G_0 \) of size \( O(n^2) \). Now we describe how to compute the coset representatives of \( G_i \) in \( G_{i-1} \). Notice that finding the coset representatives is equivalent to testing if \( G_{i-1} \cap \text{Aut}(X) \) has an automorphism that maps \( i \) to \( k \) for a \( k \geq i+1 \). We can reduce this to \( \text{C-GRAPH-ISO}_G \) as follows: Take two copies \( X_1 \) and \( X_2 \) of \( X \). Pick vertex \( k \geq i+1 \) in \( X_2 \). For \( 1 \leq j \leq i-1 \), in both \( X_1 \) and \( X_2 \)
color the vertex \( j \) using color \( j \). Next, color both \( i \in V(X_1) \) and \( k \in V(X_2) \) using color \( i \). The remaining vertices of both \( X_1 \) and \( X_2 \) are colored 0. Clearly, \( X_1 \cong X_2 \) iff \( k \) is in the orbit of \( i \). We can test this with a query to \text{GRAPH-ISO}_G, and by part 2 we can find the actual isomorphism. This gives us a distinct coset representative corresponding to \( k \). Continuing thus, we can find all coset representatives. Clearly, this is a polynomial-time oracle procedure with queries to \text{GRAPH-ISO}_G. \[\blacksquare\]

We now show \( \text{C-TOUR-ISO} \leq^P \text{TOUR-ISO} \), implying that tournaments satisfy the conditions of Theorem 4.2.3.

**Theorem 4.2.4** Color tournament isomorphism problem is polynomial time many-one reducible to tournament isomorphism problem.

**Proof.** Let \( T_1, T_2 \) be tournaments with vertices colored using \( l \) distinct colors \( \{c_i\}_{i=1}^l \). Let \( C_i \) denote the set of vertices colored with \( c_i \). Our reduction transforms \( T_1 \) and \( T_2 \) into uncolored tournaments \( T_1'' \) and \( T_2'' \) such that \( T_1 \cong T_2 \) if and only if \( T_1'' \cong T_2'' \). The construction for \( T_1 \) is depicted in Figure 4.2 (to avoid clutter, we do not show all the edges).

![Figure 4.2: Colored to Uncolored Tournament.](image)

We first construct a tournament \( T_1' \) from \( T_1 \) by adding \( l \) new vertices \( u_1, \ldots, u_l \) and new edges. We describe the new edges in \( T_1' \). Vertex \( u_i \) beats the vertices in each color class \( C_j \) with \( j \neq i \), and \( u_i \) is beaten by all vertices in color class \( C_i \). For \( 1 \leq i < j \leq l \), vertex \( u_i \) beats vertex \( u_j \) in the tournament \( T_1' \). Likewise, the tournament \( T_2' \) is obtained from \( T_2 \) by introducing new vertices \( v_1, v_2, \ldots, v_l \). The vertex \( v_i \) beats the vertices in
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each color class $C_j$ with $j \neq i$, and $u_i$ is beaten by all vertices in color class $C_i$. For $1 \leq i < j \leq l$, vertex $v_i$ beats vertex $v_j$.

Now, using the gadget of Lemma 4.2.2, we fix $u_1, u_2, \ldots, u_l$ in $T'_1$. Call the resulting tournament $T''_1$. Similarly, $T''_2$ is obtained from $T'_2$ by fixing vertices $v_1, v_2, \ldots, v_l$ using the gadget of Lemma 4.2.2.

By the construction in Lemma 4.2.2, any isomorphism from $T''_1$ to $T''_2$ is forced to map $u_i$ to $v_i$ for each $i$. Hence, this isomorphism will induce a color-preserving isomorphism from $T_1$ to $T_2$. Conversely, any color-preserving isomorphism from $T_1$ to $T_2$ can be extended to an isomorphism from $T''_1$ to $T''_2$ that maps $u_i$ to $v_i$ for each $i$. It follows that the colored tournaments $T_1$ and $T_2$ are isomorphic if and only if $T''_1 \cong T''_2$.

4.3 Canonical Labeling of Tournaments

We first recall an important fact about tournaments and the tournament canonization of Babai and Luks. This fact is stated in [30] for instance, but it seems folklore. We also recall the easy proof.

**Lemma 4.3.1** The automorphism group of a tournament has an odd number of elements.

**Proof.** Let $T = (V, A)$ be a tournament. If $|\text{Aut}(T)|$ is even then by Cauchy’s theorem $\text{Aut}(T)$ has a permutation $\pi$ of order 2. Let $\pi = C_1 \cdots C_l$ be the decomposition of $\pi$ as a product of disjoint 2-cycles. Suppose $C_1 = (u, v)$. Then the permutation $\pi$ maps $(u, v)$ to $(v, u)$. But either $(u, v) \in A$ or $(v, u) \in A$. Hence $\pi$ cannot be a an automorphism and $|\text{Aut}(T)|$ must be odd.

A celebrated group theory result is the Feit-Thompson odd-order theorem whose statement we recall below.

**Theorem 4.3.2 ([49])** Every odd order group is solvable.

The following corollary is an easy consequence of Lemma 4.3.1 and Theorem 4.3.2.

**Corollary 4.3.3** The automorphism group of a tournament is solvable.
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As mentioned in Remark 4.1.6, an $n^{O(\log n)}$ algorithm for tournament canonization is described based on their string canonization result stated in Theorem 4.1.4.

**Theorem 4.3.4** [30, Theorem 4.1] There is an $n^{O(\log n)}$ algorithm for T-CANON, the Tournament Canonization problem.

We sketch the proof of Theorem 4.3.4 as we need the main ideas:

Let $T = (V, A)$ be a tournament with $|V| = n$. The tournament $T$ is regular if every vertex has the same outdegree. It is easy to observe that $T$ is regular implies $n$ is odd and every vertex has both indegree and outdegree equal to $\frac{n-1}{2}$.

If the input tournament $T$ is not regular, the algorithm will partition $V$ as $V = \bigcup_{i=1}^{k} V_i$, where $V_i \subset V$ is the subset of vertices with out-degree $i$, where $V_i$ is empty if there are no vertices of outdegree $i$ and $k$ is the maximum outdegree in $T$. Let $T_i$ be the tournament induced by $V_i$. Using Theorem 4.1.4 the algorithm recursively computes $CL(T_i, Sym(V_i)) = H_i \rho_i$, for all $i$, where $H_i = Aut(T_i)$. Then, we set

$$CL(T, Sym(V)) = CL(T, H_1 \rho_1 \times H_2 \rho_2 \times \cdots \times H_k \rho_k) = CL(T, H \rho),$$

where $H \leq Sym(V)$ is the product group $H_1 \times H_2 \times \cdots \times H_k$ and $\rho \in Sym(V)$ is the $k$-tuple $(\rho_1, \rho_2, \cdots, \rho_k)$, where $\rho_i \in Sym(V_i)$.

Importantly, as each $H_i$ is solvable, $H$ is also a solvable group. Thus, $CL(T, H \rho)$ can be computed in polynomial time by Theorem 4.1.4.

If $t(n)$ is the running time bound, then for this stage of computation it satisfies the recurrence relation: $t(n) = \sum_{i=1}^{k} t(n_i) + n^{O(1)}$, where $n_i = |V_i|$.

The more difficult case is when $T$ is a regular tournament. For each $v \in V$, the algorithm will canonize the tournament with $v$ as the first vertex. Among the canonical forms thus obtained, the algorithm will pick the lexicographically least. The algorithm proceeds as follows for a $v \in V$: Put $V' = V \setminus \{v\}$ and let $T'$ be the tournament induced by $V'$. We have the partition $V' = V_1' \cup V_2'$, where $V_1'$ is the set of $(n-1)/2$ vertices that beat $v$ and $V_2'$ is the set of $(n-1)/2$ vertices beaten by $v$. Let the tournaments induced by $V_1'$ and $V_2'$ be $T_1'$ and $T_2'$, respectively. Next, the algorithm recursively computes $CL(T_i, Sym(V_i')) = H_i \rho_i$ for $i = 1, 2$. Again using Theorem 4.1.4, the algorithm will compute $CL(T, Sym(V')) = CL(T, H_1 \rho_1 \times H_2 \rho_2)$ to get the canonical labeling coset with $v$ as the first vertex. As mentioned, the algorithm repeats this process for all the vertices $v \in V$. From among these $n$ cosets, we compute $CL(T, Sym(V))$ as the union.
of those cosets that give rise to the lex-least canonical labeling. It can be shown that this union must paste into a coset of the form Aut(T)|σ [30]. For this case, the recurrence relation for the time bound \( t(n) \) satisfies the recurrence relation

\[
t(n) = n(2t(\frac{n-1}{2}) + n^{O(1)}).
\]

Solving the two recurrence relations for \( t(n) \) yields the running time bound \( n^{O(\log n)} \) [30].

**Wreath Product**

Here we recall the notion of wreath product of two groups that will naturally appear in the proof of our result.

**Definition 4.3.5** Let \( X \leq \text{Sym}(V) \) and \( Y \leq \text{Sym}(\ell) \) be two groups. The wreath product of \( X \) and \( Y \), denoted \( X \wr Y \), is a group with elements \( \{(x_1, \cdots, x_\ell, y) \mid x_1, \cdots, x_\ell \in X \text{ and } y \in Y\} \) and the binary operation

\[
(x_1, \cdots, x_\ell, y)(x'_1, \cdots, x'_\ell, y') = (x_1x'_1 y, \cdots, x_\ell x'_\ell y, yy').
\]

As a set \( X \wr Y \) is same as the direct product \( X^\ell \times Y \), but it differs in the group operation in the sense that the element \( y \) from \( Y \) permutes the indices of \( X^\ell \). We have to be careful about the indices. Notice that \( (x_1, \cdots, x_\ell, y)(x'_1, \cdots, x'_\ell, y') = (x_1 x'_1 y, \cdots, x_\ell x'_\ell y, yy') \) and not \( (x_1 x'_1 y, \cdots, x_\ell x'_\ell y, yy') \). The inverse of an element \( (x_1, \cdots, x_\ell, y) \in X \wr Y \) is \( (x_1^{-1}, \cdots, x_\ell^{-1}, y^{-1}) \) where \( \sigma = y^{-1} \). The wreath product \( X \wr Y \) defines a natural action on the set \( V \times [\ell] \) as follows: Let \( (a, i) \in V \times [\ell] \) and \( (x_1, \cdots, x_\ell, y) \in X \wr Y \) then

\[
(a, i)^{(x_1, \cdots, x_\ell, y)} = (a^{x_i}, i^y).
\]

It is easy to check that the above definition is indeed a group action. Moreover, this action embeds \( X \wr Y \) in \( \text{Sym}(V \times [\ell]) \). Thus if \( G = (V \times [\ell], E) \) is a (di)graph then for all elements \( \pi \in X \wr Y \) we can talk about the graph \( G^\pi \) in the usual way.

**Fact 4.3.6** Let \( H \) be a group and \( N \) be a normal subgroup of \( H \). Then \( H \) is solvable if and only if both \( H/N \) and \( N \) are solvable.
Let $X \leq \text{Sym}(V)$ and $Y \leq \text{Sym}(\ell)$ be solvable groups. Notice that $X^{(\ell)} := X^\ell \times \{id\}$ is a normal subgroup of $X \wr Y$, where $id$ is the identity element of $Y$. Notice also that $X \wr Y / X^{(\ell)} \cong H$. Thus by Fact 4.3.6 we get the following lemma.

**Lemma 4.3.7** If $X \leq \text{Sym}(V)$ and $Y \leq \text{Sym}(\ell)$ are solvable groups the $X \wr Y$ is also solvable.

**The result**

We are now ready to describe our result in this section. As mentioned in the introduction, we are motivated by the problem whether Graph Canonization is polynomial-time Turing reducible to Graph Isomorphism.

Since the general problem seems difficult to approach, we raise the question for the more restricted case of tournaments: can tournament canonization $T$-CANON be polynomial-time Turing reduced to Tournament Isomorphism $\text{TOUR-ISO}$? Even for this restricted problem we do not know the answer. However, we make some progress on the problem by giving a polynomial-time oracle algorithm for $T$-CANON that accesses oracle $\text{TOUR-ISO}$ with an additional oracle for canonizing rigid tournaments. Thus, canonizing rigid tournaments seems to be the bottleneck in reducing $T$-CANON to $\text{TOUR-ISO}$.

Let $\text{RT-CANON}$ denote the functional oracle for computing the canonical form of a rigid tournament. Since rigid tournaments have trivial automorphism groups, notice that the canonical form trivially gives the canonical labeling cost as well.

We believe this weaker result is interesting and throws some light on the original problem. One interpretation of our result is that rigid tournaments are the hardest instances of canonization. We do not know if a similar result holds for general graphs.

We make crucial use of Theorem 4.1.4 and the fact that the automorphism groups of tournaments is solvable.

We start with a definition.

**Definition 4.3.8** A tournament is called vertex transitive if for all pair of vertices $u, v$ there is an automorphism $\pi$ of $T$ such that $u^\pi = v$.

Naturally a vertex transitive tournament is regular.

**Theorem 4.3.9** There is a polynomial-time oracle algorithm for $T$-CANON that accesses oracles for $\text{TOUR-ISO}$ and $\text{RT-CANON}$.  
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Proof. Let $T = (V, A)$ be the input tournament to be canonized. Denote by $\text{T-CANON}(T)$ the function computing the canonical labeling coset $\text{CL}(T, \text{Sym}(V))$ of $T$, where $V$ is the vertex set of $T$. It has the following recursive description:

$\text{T-CANON}(T)$:

1. **Orbit computing:** With oracle queries to $\text{TOUR-ISO}$ and using the vertex fixing technique of Theorem 4.2.3 we can compute a polynomial size generating set for $\text{Aut}(T)$. Then, we can compute in polynomial time the partition of $V$ into $\text{Aut}(T)$-orbits in polynomial time using standard permutation group techniques [82, 76].

2. **If orbits are singletons:** This happens precisely when $T$ is a rigid tournament. In this case we query the $\text{RT-CANON}$ oracle to obtain a canonical form for $T$. Notice that in this case the canonical labeling coset $\text{CL}(T, \text{Sym}(V))$ is a singleton since $\text{Aut}(T)$ has only one element.

3. **Single orbit:** If $V$ has only one orbit w.r.t. $\text{Aut}(T)$ then the tournament is vertex-transitive. As $T$ is vertex-transitive it follows that $T$ is regular.

In this case, we can take any one vertex $v$ of $T$ and make it the first vertex of the canonical form. Let $T_v$ denote the tournament induced by $V' = V \setminus \{v\}$. We recursively find the canonical labeling coset of $T_v$ with respect to $\text{Sym}(V)'$, where $V' = V \setminus \{v\}$. A crucial point is that it suffices to compute this for any one vertex $v$. The reason, as we will prove in Claim 4.3.10, is that doing this for any other vertex $u$ will give rise to the same canonical form since there is an automorphism that maps $u$ to $v$. (We observe that this is not true in the case of regular tournaments that are not vertex transitive. Indeed, we recall from our proof sketch of Theorem 4.3.4 that $n$ recursive calls are made in the regular case. This step makes a crucial difference to the running time we obtain.)

The vertex $v$ defines the partition $V' = V_1 \cup V_2$, where $V_1$ is the set of all vertices that beat $v$ in the tournament $T$ and $V_2$ is the set of all vertices beaten by $v$ in $T$. As $T$ is regular, $|V_1| = |V_2| = (n - 1)/2$. Suppose the tournaments induced by $V_1$ and $V_2$ are $T_1$ and $T_2$ respectively. Recursively compute $H_1\rho_1 := \text{T-CANON}(T_1)$ and $H_2\rho_2 := \text{T-CANON}(T_2)$.

Now, applying Theorem 4.1.4, we compute $\text{T-CANON}(T_v) = \text{CL}(T_v, H_1\rho_1 \times H_2\rho_2)$. The algorithm of Theorem 4.1.4 runs in polynomial time as both $H_1$ and
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$H_2$ are solvable groups, being automorphism groups of tournaments. This gives the canonical ordering for $T_v$. Placing $v$ as the overall first vertex gives the canonical ordering for $T$. Let $T'$ denote the resulting tournament (which is the canonical form for $T$). Finally, the canonical labeling coset is easy to compute from $T$ and $T'$ with queries to TOUR-ISO by applying Theorem 4.2.3.

4. **Nonrigid with more than one orbit:** This is the general case when there are more than one orbit and $T$ is not rigid. Let $O_1, O_2, \cdots, O_\ell$ be the orbits of $T$ (computed using queries to TOUR-ISO as explained in the first step).

   **[Case (a)]** Let $T_i$ be the tournament induced by $O_i$, for $1 \leq i \leq \ell$. We first consider the case that yields an easy recursive step. Suppose not all $T_i$ are isomorphic to each other (which we can easily find with queries to TOUR-ISO). Then we partition the set of orbits $O_j$ into $k$ collections $S_1, S_2, \cdots, S_k$, where for each $S_i$ $O_j, O_m \in S_i$ iff $T_j$ isomorphic to $T_m$.

   We assume that $\text{CF}(T') < \text{CF}(T'')$ for all $T' \in S_i$ and $T'' \in S_j$ for all $i < j$ where we compare two graphs lexicographically. Note that $\text{CF}(T')$ and $\text{CF}(T'')$ can be computed recursively.

   Now, for $1 \leq i \leq k$, let $\hat{T}_i$ denote the tournament induced by the union of all the orbits in $S_i$.

   For each $i$, the algorithm recursively computes the canonical labeling coset $H_i\rho_i := \text{T-CANON}(\hat{T}_i)$.

   Then, by applying Theorem 4.1.4 the algorithm computes the overall canonical labeling coset as $\text{CL}(T, H\rho) = H_1 \times H_2 \times \cdots \times H_k$ and $\rho = (\rho_1, \cdots, \rho_k)$. This can be computed in polynomial time by Theorem 4.1.4 because each $H_i$ is solvable, being the automorphism group of a tournament.

   **[Case (b)]** We are now in the case when the tournaments $T_i$ induced by the orbit $O_i$ of $T$ are all isomorphic, for $1 \leq i \leq \ell$. This is the more interesting case:

   Since $T_i$ are induced by orbits they are all regular tournaments. Hence $|O_i|$ is odd for each $i$. Furthermore, all $O_i$ are of same size since $T_i$ are all isomorphic. Thus, $|O_i| = t$ for each $i$, where $t$ is an odd positive integer. Rename the vertices in $O_i$ arbitrarily (say in lex order) by $\{(a, i) \mid a \in [t]\} = [t] \times \{i\}$ so that the tournament
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$T$ is on vertex set $[t] \times [\ell]$ and $T_i$ is on vertex set $[t] \times \{i\}$. For $1 \leq i \leq \ell$, let $T'_i$ denote the tournament obtained from $T_i$ by renaming each vertex $(a, i) \in [t] \times \{i\}$ by $a$ so that $V(T'_i) = [t]$.

From the $\ell$ orbits of $T$, we will construct a new tournament $T$ with vertex set $[\ell]$. For $1 \leq i \leq \ell$, the vertex $i$ of $T$ represent orbit $O_i$. We still have to define the edges of $T$. To that end, let $X_{ij}$ denote the directed bipartite graph between orbits $O_i$ and $O_j$ (whose edges are the original tournament edges). As $O_i$ and $O_j$ are orbits of $\text{Aut}(T)$ and $|O_i| = |O_j|$, the directed bipartite graph $X_{ij}$ has the following property: there is a positive integer $\alpha_{ij}$ such that, in the graph $X_{ij}$, the indegree of each vertex in $O_i$ is $\alpha_{ij}$ and the outdegree of each vertex in $O_j$ is $\alpha_{ij}$. Since, for each $i$, $|O_i| = t$ and $t$ is odd, $t - \alpha_{ij} \neq \alpha_{ij}$. The edges of $T$ are now defined as follows: for $1 \leq i \neq j \leq \ell$, $(i, j)$ is an edge in $T$ if $t - \alpha_{ij} > \alpha_{ij}$, otherwise $(j, i)$ is an edge in $T$. We call $T$ the shrunk tournament.

The idea here is to obtain the canonical form of $T$ by relabeling the orbits and inside each orbit by relabeling the vertices. In other words we will pick the canonical form from the set $\{T^\theta \mid \theta \in \text{Sym}([t]) \triangleleft \text{Sym}([\ell])\}$. (Notice that since $T$ is a tournament on $[t] \times [\ell]$, the action of $\text{Sym}([t]) \triangleleft \text{Sym}([\ell])$ is well defined on $T$).

We first recursively compute the canonical labeling cosets $H_i\sigma_i$ for each tournament $T'_i$, $1 \leq i \leq \ell$. Note that $H_i \leq \text{Sym}([t])$ and $\sigma_i \in \text{Sym}([t])$. As all the tournaments $T'_i$ are isomorphic they will have the same canonical form $\hat{T}$.

We can easily verify that $\sigma_i^{-1}H_i\sigma_i = \text{Aut}(\hat{T})$. Next we recursively compute the canonical labeling coset $H\rho := \text{T-CANON}(\hat{T})$ of the shrunk tournament. Notice that $H\rho$ is a coset of $\text{Sym}([\ell])$. If $\hat{T}$ is the canonical form of $T$ then we have $\rho^{-1}H\rho = \text{Aut}(\hat{T})$. Finally, we compute the canonical form of $T^\xi$ with respect to $\text{Aut}(\hat{T}) \triangleleft \text{Aut}(\hat{T})$ using Babai-Luks algorithm (Theorem 4.1.4), where $\xi = (\sigma_1, \cdots, \sigma_\ell, \rho)$. By Lemma 4.3.7 $\text{Aut}(\hat{T}) \triangleleft \text{Aut}(\hat{T})$ is solvable and hence Babai-Luks algorithm will run in polynomial time. Let the output of Babai-Luks algorithm be the coset $G\pi$. Then the recursive step returns $\xi^{-1}G\pi$. (More precisely, it returns the canonical labeling coset by returning $\xi^{-1}G\xi$ as the group and $\xi^{-1}\pi$ as the coset representative.)

This completes the description of the tournament canonizing algorithm. It is easy to see from the above description that the running time is polynomially bounded. We prove
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the correctness of the algorithm through a series of claims about the different steps of the algorithm.

We establish the correctness of Step 3 in the next claim.

**Claim 4.3.10** Let $u$, $v$ be two vertices in a vertex transitive tournament $T = (V, A)$. Then the canonical form computed in Step 3 by fixing vertex $u$ is same as the canonical form computed by fixing vertex $v$.

**Proof of Claim** Let $\pi$ be an automorphism of the vertex transitive tournament $T$ such that $\pi(u) = v$. Let $V_u = V \setminus \{u\}$ and $V_v = V \setminus \{v\}$. Let $T_u$ and $T_v$ be the tournaments induced by $V_u$ and $V_v$ respectively. Clearly, $\pi$ is an isomorphism between $T_u$ and $T_v$.

Let $V'_u$ be the set of vertices beaten by $u$ and $V'_v$ be the set of vertices that beat $u$ in the tournament $T_u$. As defined in the algorithm, $V_1$ and $V_2$ are the vertex sets that are beaten by $v$ and beat $v$ respectively in $T_v$.

Let $T'_1$, and $T'_2$ be the sub-tournaments of $T_u$ induced by $V'_1$ and $V'_2$ respectively. Similarly, $T_1$ and $T_2$ are the sub-tournaments of $T_v$ induced by $V_1$, and $V_2$ respectively. Notice that $\pi$ is an isomorphism between $T'_1$ and $T_1$ and also between $T'_2$ and $T_2$.

Suppose we run the algorithm by fixing $u$ instead of $v$ in step 3. It will recursively compute $\text{CL}(T'_1, \text{Sym}(V'_1)) = H'_1\rho_1'$ and $\text{CL}(T'_2, \text{Sym}(V'_2)) = H'_2\rho_2'$, where $H'_1 = \text{Aut}(T'_1)$ and $H'_2 = \text{Aut}(T'_2)$. Next it will compute $\text{CL}(T_u, H'_1\rho_1' \times H'_2\rho_2')$. Similarly, if the algorithm fixes $v$ then it computes $\text{CL}(T_v, H_1\rho_1 \times H_2\rho_2)$ where $H_1 = \text{Aut}(T_1)$ and $H_2 = \text{Aut}(T_2)$.

Since $T'_1$ and $T_1$ are isomorphic ($\pi$ is an isomorphism), inductively it follows that the algorithm computes the same canon for them which is $\rho_1(T_1) = \rho'_1(T'_1) = T_1$. Furthermore, it is easy to see that the automorphism group of $T_1$ is $\text{Aut}(T_1) = \rho_1^{-1}H_1\rho_1 = \rho'_1^{-1}H'_1\rho'_1$.

Similarly, $T'_2$ and $T_2$ are isomorphic (again via $\pi$). Thus, inductively it follows that the algorithm computes the same canon for them which is $\rho_2(T_2) = \rho'_2(T'_2) = T_2$, and the automorphism group of $T_2$ is $\text{Aut}(T_2) = \rho_2^{-1}H_2\rho_2 = \rho'_2^{-1}H'_2\rho'_2$.

Let $H = H_1 \times H_2$ and $\rho = (\rho_1, \rho_2)$. Similarly, let $H' = H'_1 \times H'_2$ and $\rho' = (\rho'_1, \rho'_2)$. It follows from the above that $\rho^{-1}H\rho = \rho'^{-1}H'\rho' = \text{Aut}(T_1) \times \text{Aut}(T_2)$.

We need to prove that we obtain the same tournament as canonical form for both $T_u$ and $T_v$. That is, we need to show that

$$\text{CF}(T_u, H'\rho') = \text{CF}(T_v, H\rho).$$
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By definition of canonical form with respect to cosets we have

\[
\text{CF}(T_u, H^t \rho') = \text{CF}(T^\rho, \rho'^{-1} H^t \rho') \quad \text{and} \\
\text{CF}(T_v, H \rho) = \text{CF}(T^\rho, \rho'^{-1} H \rho).
\]

As explained \(\rho'^{-1} H \rho = \rho'^{-1} H' \rho' = \text{Aut}(\hat{T}_1) \times \text{Aut}(\hat{T}_2)\). Thus if we show that some permutation \(\tau\) in \(\text{Aut}(\hat{T}_1) \times \text{Aut}(\hat{T}_2)\) maps \(T^\rho_u\) to \(T^\rho_v\) then the above equality will follow from Theorem 4.1.4.

But, \(T^\rho_u\) and \(T^\rho_v\) are isomorphic via isomorphism \(\rho'^{-1} \pi \rho\). Furthermore, it is easy to check that \(\rho'^{-1} \pi \rho \in \text{Aut}(\hat{T}_1) \times \text{Aut}(\hat{T}_2)\). This completes the proof of this claim. ■

Claim 4.3.11 The algorithm correctly computes the canonical form of \(T\) in Step 4 Case (a).

Proof of Claim Let \(T'\) be an isomorphic copy of \(T\). Let \(\pi\) be an isomorphism form \(T\) to \(T'\). Let \(O_1, \ldots, O_t\) and \(O'_1, \ldots, O'_t\) be the orbits of \(T\) and \(T'\) respectively. Let \(\hat{T}_i\) be the tournament defined in Step 4 Case (a), \(1 \leq i \leq k\). Similarly we define \(\hat{T}'_i\) for \(T'\), \(1 \leq i \leq k\). Clearly, for each \(i\) the tournaments \(\hat{T}_i\) and \(\hat{T}'_i\) are also isomorphic via isomorphism \(\pi\). Let \(\text{T-CANON}(\hat{T}_i) = \text{Aut}(\hat{T}_i) \rho_i\) and \(\text{T-CANON}(\hat{T}'_i) = \text{Aut}(\hat{T}'_i) \rho'_i\). Let \(\text{CF}(\hat{T}_i) = \text{CF}(\hat{T}'_i) = X_i\).

Let \(H\) denote the group \(\text{Aut}(\hat{T}_1) \times \text{Aut}(\hat{T}_2) \times \cdots \times \text{Aut}(\hat{T}_k)\) and \(\rho = (\rho_1, \ldots, \rho_k)\). Similarly, let \(H'\) denote the group \(\text{Aut}(\hat{T}'_1) \times \text{Aut}(\hat{T}'_2) \times \cdots \times \text{Aut}(\hat{T}'_k)\) and \(\rho' = (\rho'_1, \ldots, \rho'_k)\). We need to show that \(\text{CF}(T, H \rho)\) and \(\text{CF}(T', H' \rho')\) are identical. By definition of canonical form with respect to a coset we have

\[
\text{CF}(T, H \rho) = \text{CF}(T^\rho, \rho^{-1} H \rho) \quad \text{and} \\
\text{CF}(T', H' \rho') = \text{CF}(T'^\rho, \rho'^{-1} H' \rho').
\]

Now, it is easy to see that the groups \(\rho^{-1} H \rho\) and \(\rho'^{-1} H' \rho'\) are identical: in fact, it is the product \(\text{Aut}(X_1) \times \cdots \times \text{Aut}(X_k)\) of the automorphism groups of the tournament \(X_i\), \(1 \leq i \leq k\).

Thus, it will follow from Theorem 4.1.4 that \(\text{CF}(T, H \rho) = \text{CF}(T', H' \rho')\) if we show that there is a permutation \(\sigma \in \text{Aut}(X_1) \times \cdots \times \text{Aut}(X_k)\) such that \(\sigma\) is an isomorphism from the tournament \(T^\rho\) to \(T'^\rho\). Indeed, it is easy to see that \(\rho^{-1} \pi \rho'\) is an isomorphism from \(T^\rho\) to \(T'^\rho\), and the permutation \(\rho^{-1} \pi \rho'\) is in \(\text{Aut}(X_1) \times \cdots \times \text{Aut}(X_k)\). ■
Claim 4.3.12 The algorithm correctly computes the canonical form of $T$ in Step 4 Case(b).

Proof of Claim Let $T_1$ and $T_2$ be two tournaments isomorphic via isomorphism $\pi$ such that Step 4 Case(b) is applied to both of them for canonization. Inductively assume that the algorithm correctly works for smaller tournaments. We will show that the algorithm produces the same canonical form for both $T_1$ and $T_2$.

Suppose $T_1$ has the orbits $O_{11}, \ldots, O_{1\ell}$ under the action of $\text{Aut}(T_1)$. Similarly, suppose $T_2$ has orbits $O_{21}, \ldots, O_{2\ell}$. Let $|O_{1i}| = |O_{2j}| = t$ for all $i$ and $j$. We assume that the the tournaments $T_1$ and $T_2$ have same vertex set $[t] \times [\ell]$ and for $s = 1, 2, O_{si} = [t] \times \{i\}$. Let $T_{11}, \ldots, T_{1\ell}$ and $T_{21}, \ldots, T_{2\ell}$ be the tournaments induced by the orbits $O_{11}, \ldots, O_{1\ell}$ and $O_{21}, \ldots, O_{2\ell}$ respectively. For $s = 1, 2$ and $i = 1, \ldots, \ell$ let $T'_{si}$ be the tournament obtained from $T_{si}$ by renaming each vertex $(a, i)$ by $a$. Since we are in Step 4 Case(b), all the tournaments $T'_{11}, \ldots, T'_{1\ell}, T'_{21}, \ldots, T'_{2\ell}$ will be isomorphic to each other. The isomorphism $\pi$ will map orbits to orbits. Let $\hat{\pi} \in \text{Sym}([\ell])$ be such that $\pi(O_{1i}) = O_{2\hat{\pi}(i)}$. Let $\pi' = \pi |_{O_{1i}}$. Hence $T_{1i}$ will be isomorphic to $T_{2\hat{\pi}(i)}$ via $\pi'$. Let $\pi_i : [t] \rightarrow [t]$ be the isomorphism from $T'_{1i}$ to $T'_{2\hat{\pi}(i)}$ which corresponds to $\pi'_i$ (i.e., if $\pi'_i(a, i) = (b, i')$ then $\pi_i(a) = b$). Let $H_{si}\sigma_{si}$ be the canonical labelling coset of $T'_{si}$ for $s = 1, 2$ and $i = 1, \ldots, \ell$. Since these tournaments are isomorphic they will have same canonical form $\hat{T}$. Let $T_1$ and $T_2$ be the shrunk tournaments obtained from $T_1$ and $T_2$ respectively. Clearly $T_1$ and $T_2$ are isomorphic via isomorphism $\hat{\pi}$. Let $\hat{T}$ be the canonical form of $T_1$ and $T_2$. Also assume that $H_1\rho_1$ and $H_1\rho_2$ are the canonical labeling cosets of $T_1$ and $T_2$ returned by the recursive step of the algorithm. Notice that $\rho_1^{-1}H_1\rho_1 = \rho_2^{-1}H_2\rho_2 = \text{Aut}(\hat{T})$. While canonizing $T_1$ the algorithm canonizes $T_{1}^{s_1}$ with respect to $\text{Aut}(\hat{T}) \triangleright \text{Aut}(\hat{T})$ and while canonizing $T_2$ it canonizes $T_{2}^{s_2}$ with respect to the same group $\text{Aut}(\hat{T}) \triangleright \text{Aut}(\hat{T})$ where $\xi_1 = (\sigma_{11}, \ldots, \sigma_{1\ell}, \rho_1)$ and $\xi_2 = (\sigma_{21}, \ldots, \sigma_{2\ell}, \rho_2)$. Hence it is enough to prove that $T_{1}^{s_1}$ and $T_{2}^{s_2}$ are isomorphic via $\text{Aut}(\hat{T}) \triangleright \text{Aut}(\hat{T})$ isomorphism. Observe that $T_{1}^{s_1}$ and $T_{2}^{s_2}$ are isomorphic via $\gamma := \xi_1^{-1}(\pi_1, \ldots, \pi_\ell, \hat{\pi})\xi_2$. So, it is enough to prove that $\gamma \in \text{Aut}(\hat{T}) \triangleright \text{Aut}(\hat{T})$. But

$$\gamma = (\sigma^{-1}_{1\pi_1^{-1}}, \pi_1^{-1}, \sigma_1^{-1}, \cdots, \sigma^{-1}_{\ell\pi_\ell^{-1}}, \pi_\ell^{-1}, \sigma_\ell^{-1}, \rho_1^{-1} \hat{\pi}, \rho_2).$$

It is easy to see that $\rho_1^{-1}\hat{\pi}\rho_2 \in \text{Aut}(\hat{T})$. Let $i\pi_i = j$, then $\mu := \sigma^{-1}_{1\pi_1^{-1}}, \pi_1^{-1}, \sigma_1^{-1}, \cdots, \sigma^{-1}_{\ell\pi_\ell^{-1}}, \rho_1^{-1} \hat{\pi}$ is the isomorphism $\pi_j$ (by definition of $\pi_j$’s and $\hat{\pi}$). The tournaments $T'_{ij}$ and $T'_{2j}$ are isomorphic via isomorphism $\pi_j$ and $T'_{1i}$ and $T'_{2i}$ are mapped to their canonical form.
form $\hat{T}$ by the isomorphisms $\sigma_{1j}$ and $\sigma_{2j}$ respectively. This gives $\mu \in \text{Aut}(\hat{T})$. Thus, $\gamma \in \text{Aut}(\hat{T}) \setminus \text{Aut}(\hat{T})$.

The overall correctness of the algorithm follows from the proofs of the above claims.

We now analyze the running time. Let $T(n)$ bound the running time. In Step 1, we compute the orbits in polynomial time with queries to the TOUR-ISO oracle. If the tournament is rigid then we canonize it with a single query to RT-CANON. The remaining steps involve recursive calls. The recurrence relation for $T(n)$ in Step 3 is $T(n) = 2T((n - 1)/2) + n^{O(1)}$, and in Step 4 Case(b) it is given by $T(n) = \ell T(n/\ell) + T(n/t) + n^{O(1)}$ for $\ell > 1$ and $t > 1$ because we need to compute the canonical labeling coset for $\ell$ tournaments induced by $n/\ell$-sized orbits and the shrunk tournament of size $\ell = n/t$. For Step 4 Case (a), the recurrence is $T(n) = \sum_{i=1}^{k} T(n_i) + n^{O(1)}$. It follows by induction that $T(n) = n^{O(1)}$. In each step the application of Theorem 4.1.4 takes polynomial time because the permutation group used is always solvable.

As mentioned in the introduction, it seems unlikely that Theorem 4.3.9 can be shown for general graphs using the same methods. This is because our reduction crucially uses the fact that the automorphism group of tournaments are solvable, enabling us to repeatedly use the algorithm of Theorem 4.1.4 with a polynomial time bound. In case of general graphs, it is unlikely that in the intermediate stages of recursion we will have groups in $\Gamma_4$ to effectively apply Theorem 4.1.4.

### 4.4 Hypertournament Isomorphism and Canonization

In this section we study isomorphism and canonization of hypertournaments using the method of Babai and Luks.

Hypertournaments are a generalization of tournaments and have been studied by graph theorists (see e.g. [63]). We recall the definition.

**Definition 4.4.1 (k-Hypertournament)** Given positive integers $n$ and $k$, a $k$-hypertournament $T$ on $n$ vertices is a pair $(V, A)$ where $V$ is a set of $n$ vertices and $A$ is a set of $k$-tuples of vertices called arcs so that for each subset $S \subseteq \binom{V}{k}$, $A$ contains exactly one of the ($k!$ many) $k$-tuples whose entries belong to $S$.

In general, Hypergraph Isomorphism (HGI) is easily seen to be polynomial-time many-one equivalent to Graph Isomorphism: given a hypergraph $X$ with $n$ vertices and
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$m$ hyperedges we can represent it uniquely as a bipartite graph $Y$ with $n$ vertices on one side and $m$ vertices on the other (see Section 5.1 for more details). Thus, known complexity-theoretic upper bounds for GRAPH-ISO like $\text{NP} \cap \text{coAM}$ [31] apply to HGI.

However, consider an instance of HGI: $(X_1, X_2)$, with $n$ vertices and $m$ hyperedges each. The reduction to GRAPH-ISO maps it to a pair of graphs $(Y_1, Y_2)$ with vertex sets of size $m + n$. The best known isomorphism testing algorithm due to Luks and Zemlyachenko (see [30]) which has running time $c\sqrt{|V| \log |V|}$ ($|V|$ is the size of the vertex set $V$) will take time $c\sqrt{(m+n)\log(m+n)}$ when combined with the above reduction and applied to HGI. In [83] a different, dynamic-programming based algorithm with running time $2^{O(n)}$ is developed.

We study the analogous question for hypertournaments in this section. The main motivation is to see if $k$-hypertournaments have enough structure like tournaments so that the Babai-Luks method and Theorem 4.1.4 in particular can be applied to obtain an efficient algorithm. We note here that it is not known if HYPER-TOUR-ISO is polynomial-time reducible to TOUR-ISO. We consider $k$-Hypertournament Isomorphism (HYPER-TOUR-ISO$_k$) and give an $n^{O(k^2+\log n)}$ algorithm for the problem for $k$-hypertournaments, for each $k$. In fact, we actually give an $n^{O(k^2+\log n)}$ algorithm for the corresponding canonization problem. We first establish some observations about automorphisms of $k$-hypertournaments. The next lemma generalizes the fact that usual tournaments have automorphism groups of odd order.

**Lemma 4.4.2** For $k \geq 2$, the automorphism group $\text{Aut}(T)$ of a $k$-hypertournament $T$ has the following property: for any prime factor $p$ of $k$ it holds that $p$ does not divide the size of $\text{Aut}(T)$.

**Proof.** Let $T = (V, A)$. For $k = 2$, $T$ is a usual tournament and in this case it is a well-known fact that $\text{Aut}(T)$ has odd cardinality.

Suppose $k > 2$ and $p$ is any prime factor of $k$. Suppose $p$ divides $\text{Aut}(T)$. Let $\pi \in \text{Aut}(T)$ be an order $p$ element (which must exist by Cauchy's theorem for finite groups). Since $\pi \in \text{Sym}(V)$, we can write it as a product of disjoint $p$-cycles, $\pi = C_1C_2 \cdots C_t$, where the remaining $n - p\ell$ elements of $V$ are fixed by $\pi$. Let $k/p = t$. If $k \leq p\ell$ then let $S = \bigcup_{i=1}^t C_i$. Notice that $\pi$ maps $S$ to $S$. Now, suppose $e \in A$ is the unique hyperedge of the tournament on the $k$ element set $S$. Then $e^\pi \neq e$, since $\pi$ reorders the sequence defining hyperedge $e$. Thus, $e^\pi$ is not a hyperedge of $T$, contradicting $\pi \in \text{Aut}(T)$. 
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In the other case, if \( k > p\ell \), choose \( S' \) as any subset of size \( k - p\ell \) of the \( n - p\ell \) points fixed by \( \pi \), and let \( S = S' \cup C_1 \cup \cdots \cup C_\ell \). Again, let \( e \in A \) be the hyperedge defined by this subset \( S \). Again, notice that \( e^\pi \) is not a hyperedge of \( T \), since \( \pi \) will reorder the sequence defining \( e \). This contradicts the assumption that there is an order \( p \) element \( \pi \in \text{Aut}(T) \). 

Recall that a section of a group \( G \) is a quotient group of some subgroup of \( G \). A section that is a simple group is a simple section. Simple sections of \( G \) are precisely the composition factors of subgroups of \( G \).

An easy corollary of the above lemma is the following. Recall that the alternating group \( A_k \) is the subgroup of \( S_k \) consisting of all even permutations (permutations that can be written as a product of an even number of transpositions).

**Corollary 4.4.3** For \( k > 2 \), the automorphism group \( \text{Aut}(T) \) of a \( k \)-hypertournament \( T \) does not have the alternating group \( A_k \) as section.

**Proof.** Suppose \( H/K \) is a section of \( G \). I.e. \( H \) is some subgroup of \( G \) and \( K \) is some normal subgroup of \( H \). Since \( |H| \) divides \( |G| \), it follows that \( |H/K| \) also divides \( |G| \). Thus, the order of a section of \( G \) must divide \( |G| \).

Now, suppose to the contrary that \( A_k \) is a section of \( \text{Aut}(T) \), where \( T \) is a \( k \)-hypertournament for some \( k > 2 \). Then \( |A_k| \) divides \( |\text{Aut}(T)| \). As \( |A_k| = (k!)/2 \), it follows that \( k! \) divides \( 2|\text{Aut}(T)| \). It implies that \( k \) must divide \( |\text{Aut}(T)| \), as \( 2 \) is a factor of \( (k - 1)! \). Hence, each prime factor of \( k \) divides \( |\text{Aut}(T)| \), which contradicts Lemma 4.4.2.

**Definition 4.4.4** [78] A finite group \( G \) is said to be a group not involving the alternating group \( A_k \) if \( A_k \) does not occur as a section of the group \( G \).

Denote by \( C_k \) the class of finite groups \( G \) not involving \( A_k \). The class \( C_k \) is known to be closed under taking subgroups, quotients and extensions [78].

Notice that by Corollary 4.4.3, the automorphism group \( \text{Aut}(T) \) of any \( k \)-hypertournament \( T \) does not involve \( A_k \) and hence \( \text{Aut}(T) \in C_k \). This property is crucial for our canonization algorithm. We recall a celebrated result about primitive permutation groups not involving \( A_k \). We state the theorem from [78], which is a strengthening of the original result due to Babai et al [24].
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**Theorem 4.4.5** [24, 78] Let \( k \) be a positive integer and \( G \leq S_n \) be a primitive group in \( C_k \) (i.e. \( G \) is a group not involving \( A_k \)), then \( |G| \) is bounded by \( n^{O(k)} \).

Let \( T = (V, A) \) be a \( k \)-hypertournament with \( n \) vertices. We define the \( i \)-degree of a vertex \( v \in V \) as the number \( d_i \) of hyperedges in which \( v \) occurs at the \( i \)th position, \( 1 \leq i \leq k \). Thus, to each \( v \in V \) we can associate its degree vector \( (d_1, d_2, \ldots, d_k) \), which is a \( k \)-tuple of nonnegative integers such that \( 0 \leq d_i \leq \binom{n-1}{k-1} \).

We say \( T \) is a regular \( k \)-hypertournament if every vertex \( v \in V \) has the same degree vector \( (d_1, d_2, \ldots, d_k) \).

**Proposition 4.4.6** Let \( T \) be an \( n \)-vertex regular \( k \)-hypertournament where the degree vector of each \( v \in V \) is \( (d_1, d_2, \ldots, d_k) \).

1. \( n \sum_{i=1}^{k} d_i = k \binom{n}{k} \).
2. \( d_i = \frac{1}{n} \binom{n}{k} \) for each \( i \).

**Proof.** To see the first part, notice that \( n \sum_{i=1}^{k} d_i \) adds up the terms of the degree vector \( (d_1, d_2, \ldots, d_k) \) for all the \( n \) vertices in \( V \). That amounts to counting \( k \) times each of the \( \binom{n}{k} \) hyperedges of \( T \). To see the second part, notice that in the \( \binom{n}{k} \) hyperedges every vertex \( v \in V \) occurs as the \( i \)th vertex in exactly \( d_i \) hyperedges. Thus, \( nd_i = \binom{n}{k} \). \( \blacksquare \)

An edge-colored \( k \)-hypertournament is a \( k \)-hypertournament \( T = (V, A) \) such that its edges are colored with \( r \) colors for some positive integer \( r \). More precisely, the edge-coloring is given by a mapping \( c : A \to \{1, 2, \ldots, r\} \) that assigns to each edge one of \( r \) different colors.

Two edge-colored \( k \)-hypertournaments \( T_1 \) and \( T_2 \) are isomorphic if there is a bijection \( \psi : V(T_1) \to V(T_2) \) such that \( e \subset V(T_1) \) is a hyperedge in \( T_1 \) if and only if \( \psi(e) \) is a hyperedge in \( T_2 \) and both \( e \) and \( \psi(e) \) have the same color. Canonical forms for \( k \)-hypertournaments are defined in the usual manner under the action of the permutation group \( \text{Sym}(V) \).

We will actually consider the more general problem of isomorphism and canonization of an edge-colored \( k \)-hypertournament \( T = (V, A) \). An important step in our algorithm will be the application of the Babai-Luks algorithm Theorem 4.1.4 to \( k \)-hypertournaments. Let \( T = (V, A) \) be an edge-colored \( k \)-hypertournament and \( G \leq \text{Sym}(V) \) be any permutation group.
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For each $i$, $1 \leq i \leq r$, we encode the $i^{th}$ color class $c^{-1}(i) \subset A$ as a binary string $b_i$ of length $k! \binom{n}{k}$. The string $b_i$ is indexed by the $k! \binom{n}{k}$ different $k$-sequences $S$ of vertices from $V$, where $b_i[S] = 1$ if and only if $S \in A_i$. Hence the entire hypergraph $T$ gets encoded as the binary string $b_1 b_2 \cdots b_r$ of length $r. k! \binom{n}{k} = m$. We consider this string to be indexed by $(i, S)$ where $1 \leq i \leq r$ and $S$ is an ordered $k$-sequence of vertices.

The subgroup $G \leq \text{Sym}(V)$ has a natural action on the ordered $k$-sequences $S$ under which $S = \langle v_1, v_2, \cdots, v_k \rangle$ is mapped to $S^\sigma = \langle v_1^\sigma, v_2^\sigma, \cdots, v_k^\sigma \rangle$ by $\sigma \in \text{Sym}(V)$. Under this action, $\sigma$ maps the index $(i, S)$ to $(i, S^\sigma)$ for each color $i$ and $k$-sequence $S$.

Therefore, we can consider $G$ as a subgroup of $S_m$ acting on length-$m$ binary strings. Putting it together, we get an instance of string canonization to which Theorem 4.1.4 is applicable. Notice that if $G \in C_k$, then by Theorem 4.4.5 the string canonization algorithm of Theorem 4.1.4 will run in time $n^{O(k)}$. Hence, we have the following as an immediate corollary of Theorems 4.1.4 and 4.4.5.

**Corollary 4.4.7** Given a $k$-hypertournament $T = (V, A)$ with edges colored by $r$ colors, a subgroup $G \leq \text{Sym}(V)$ such that $G \in C_k$, and a $\sigma \in \text{Sym}(V)$ the edge-colored $k$-hypertournament $T$ can be canonized under $G\sigma$ action in time $(r. k! \binom{n}{k})^{O(k)}$. In particular, the canonical labeling coset $\text{CL}(T, G\sigma)$ can be computed in $n^{O(k^2)}$ time.

The main question then is how do we reduce $k$-hypertournament canonization to a case where we have in place a permutation group from $C_k$ so we can invoke Theorem 4.1.4. We are now ready to prove the main result of this section.

**Theorem 4.4.8** There is an $n^{O(k^2 + \log n)}$ time algorithm for canonizing edge-colored $k$-hypertournaments. As a consequence, isomorphism testing for $k$-hypertournaments is in $n^{O(k^2 + \log n)}$ time.

**Proof.** We first give a description of the canonization algorithm, which is recursive. Let $T = (V, A)$ be the input edge-colored $k$-hypertournament.

**Algorithm Description.**

Case 0 ($k = 2$): If $k = 2$ then we can invoke the Babai-Luks canonizing algorithm (Theorem 4.3.4) that runs in time $n^{O(\log n)}$.

Case 1 (**Vertex partitioning by degree vectors**): The algorithm carries out this step for $k > 2$: 
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If $T$ is not regular, partition $V$ as $V = V_1 \cup V_2 \cup \cdots \cup V_m$, where $V_i$ ($1 \leq i \leq m$) is the set of all vertices having the same degree vector, where the degree vectors are sorted in lexicographic order. For $1 \leq i \leq m$, let $T_i$ be the $k$-hypertournament induced by $V_i$. We recursively compute $\text{CL}(T_i, \text{Sym}(V_i))$ for all $i$. Let $\text{CL}(T_i, \text{Sym}(V_i)) = H_i \rho_i$ where $H_i = \text{Aut}(T_i)$ and $\rho_i \in \text{CL}(T_i, \text{Sym}(V_i))$.

Since $H_i$ are the automorphism groups of edge-colored $k$-hypertournaments, notice that $H_i \in C_k$ by Corollary 4.4.3. Let $H$ denote the group product $H_1 \times \cdots \times H_m$ and $\rho = (\rho_1, \ldots, \rho_m)$. Then we set $\text{CL}(T, \text{Sym}(V)) = \text{CL}(T, H \rho)$. Notice that by Corollary 4.4.7, we can compute $\text{CL}(T, H \rho)$ in time $n^{O(k^2)}$.

Repeated application of this phase eventually reduces the original $k$-hypertournament into an ordered set of regular $k$-hypertournaments, and it suffices to canonize each regular $k$-hypertournament in this list. In the next phase we explain the canonization of regular $k$-hypertournaments.

Case 2 (Regular $k$-hypertournament phase): Suppose $T = (V, A)$ is a regular $k$-hypertournament. If $k = 2$ then we invoke Case 0.

Suppose $k > 2$. The algorithm will make $n = |V|$ recursive calls, one for each vertex $v \in V$. In the call corresponding to $v$, the algorithm places $v$ as the first vertex in the canonical ordering and recurses on smaller hypertournaments. Finally, the algorithm picks the ordering that is lexicographically least among these $n$ orderings.

We now describe the recursive call that places $v$ as the first vertex of the ordering. Using $v$, the algorithm will decompose the $k$-hypertournament $T$ into an edge-colored $(k-1)$-hypertournament $T'$ on $n-1$ vertices and a $k$-hypertournament $T''$ on $n-1$ vertices.

The edge-colored $(k-1)$-hypertournament $T' = (V', A')$ is defined as follows: $V' = V \setminus \{v\}$. For $1 \leq i \leq k$, the set of hyperedges $A_i$ (colored $i$) consists of all $\frac{1}{k} \frac{(n-1)}{(k-1)}$ sequences of length $k-1$ obtained by taking each of the $\frac{1}{k} \frac{(n-1)}{(k-1)}$ hyperedges of $T$ containing $v$ at the $i$th place and dropping $v$ from the sequence. The set of all hyperedges is the disjoint union $A' = \cup_{i=1}^{k} A_i$. Notice that $T'$ is a $(k-1)$-hypertournament that is edge-colored using $k$ colors.

Next we define $T'' = (V', A'')$ with vertex set $V'$. Let $A''$ denote all hyperedges of $T$ not containing $v$. Then $T'' = (V', A'')$ is a $k$-hypertournament on $n-1$ vertices.

First, the algorithm will recursively canonize the edge-colored $(k-1)$-hypertournament $T'$. Let $\text{CL}(T', \text{Sym}(V')) = G \rho$. By Corollary 4.4.3, $G \in C_{k-1}$. Now, the algorithm invokes Corollary 4.4.7 and applies the Babai-Luks algorithm to directly can-
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onize $T''$ w.r.t. the coset $G\rho$ in time $n^{O(k^2)}$. Suppose that algorithm returns the coset $\text{CL}(T'', G\rho) = H_v\tau_v$ for vertex $v$. From the set of vertices $V$ we can pick the subset $S$ such that for each $v \in S$ the canonical labeling coset $H_v\tau_v$ gives the lexicographically least tournament. Clearly, these cosets $H_v\tau_v$, $v \in S$ must paste together into a single coset $\text{Aut}(T)\tau$, which is $\text{CL}(T, \text{Sym}(V))$, where $\tau$ can be chosen as $\tau_v$ for some fixed $v \in S$, and a generating set for $\text{Aut}(T)$ is the union of generating sets for $H_u, u \in S$ and the set $\{\tau_u\tau_w^{-1} \mid u, w \in S\}$.

**Correctness.**

We argue the correctness of the above canonization algorithm by induction on $k$ and $n$. As the base case, notice that the algorithm correctly works for $k = 2$ and for all $n$ as that is the edge-colored tournament canonization algorithm [30] (see Theorem 4.3.4).

As induction hypothesis, suppose the canonization algorithm works correctly for all edge-colored $\ell$-hypertournaments for $\ell < k$. Further, suppose the algorithm works correctly for all edge-colored $k$-hypertournaments with fewer than $n$ vertices.

For the induction step let $T = (V, A)$ be an edge-colored $k$-hypertournament on $n$ vertices with $k > 2$. The algorithm will either apply the steps in Case 1 or in Case 2. We need to argue correctness for both cases.

**Case 1.** Suppose Case 1 is applied to the $k$-hypertournament $T = (V, A)$ on $n$ vertices. This is the case when $T$ is not regular and the vertex set is partitioned as $V = \bigcup_{i=1}^{m} V_i$, where each $V_i$ is a vertex subset of all vertices with the same degree vector and the index $i$ is the sorted order of the degree vectors. By induction hypothesis, for the $k$-hypertournaments $T_i$ induced by $V_i$ the algorithm correctly computes $\text{CL}(T_i, \text{Sym}(V_i)) = H_i\rho_i$, where $H_i = \text{Aut}(T_i)$ and $\rho_i \in \text{CL}(T_i, \text{Sym}(V_i))$. Thereafter, the algorithm invokes the Babai-Luks string canonization algorithm on $T$ encoded as a string and the product of cosets $H_1\rho_1 \times \cdots \times H_m\rho_m$. Thus the correctness of the induction step for this Case 1 follows from Theorem 4.1.4.

**Case 2.** Next, suppose $T$ is a regular $k$-hypertournament, which means that Case 2 is applied to it. Let $T_1 = (V, A_1)$ and $T_2 = (V, A_2)$ be two isomorphic $k$-hypertournaments on $n$ vertices to which Case 2 of the algorithm is applied. We need to show that the algorithm produces the same canonical form for both $T_1$ and $T_2$. Let $\psi : V \to V$ be an
isomorphism from \( T_1 \) to \( T_2 \).

Recall that the algorithm works as follows in Case 2: Let the input be \( T_1 \) and \( v \in V \) be a vertex. The algorithm computes an edge-colored \((k - 1)\)-hypertournament \( T'_1 \) on \( V \setminus \{v\} \) and the remainder \( k \)-hypertournament \( T''_1 \) on \( V \setminus \{v\} \). Recursively, the algorithm canonizes \( T'_1 \) and using the resulting canonizing coset \( G_1 \rho_1 \) the algorithm canonizes \( T''_1 \) (by applying Theorem 4.1.4). Let \( T_1^{(v)} \) denote the \( k \)-hypertournament obtained by the algorithm by picking \( v \in V \) as the first vertex. The algorithm carries out these steps for each \( v \in V \) and picks the lexicographically least among them as the canonical form.

In order to show that \( T_1 \) and \( T_2 \) result in the same canonical form, we claim it suffices to argue that \( T_1^{(v)} \) and \( T_2^{(\psi(v))} \) are the same \( k \)-hypertournaments where \( T_2^{(\psi(v))} \) is the canonical form obtained by the algorithm by picking \( \psi(v) \) as the first vertex while canonizing \( T_2 \). For, if the multisets \( \{T_1^{(v)} \mid v \in V\} \) and \( \{T_2^{(\psi(v))} \mid v \in V\} \) are the same, then clearly the lexicographically least elements in the sets are the same (with multiplicity).

Thus, it suffices to show that \( T_1^{(v)} = T_2^{(\psi(v))} \). Since \( \psi : V \to V \) is an isomorphism from \( T_1 \) to \( T_2 \), notice that \( \psi \) will also be an (edge-color preserving) isomorphism between the \((k - 1)\)-hypertournaments \( T'_1 \) and \( T'_2 \) where \( T'_2 \) is the edge-colored \((k - 1)\)-hypertournament obtained by the algorithm when canonizing \( T_2 \) by placing \( \psi(v) \) as the first vertex. Hence, by induction hypothesis the algorithm will compute the same canonical forms for \( T'_1 \) and \( T'_2 \). More precisely, \( \sigma_1(T'_1) = \sigma_2(T'_2) \) for any \( \sigma_1 \in G_1 \rho_1 \) and \( \sigma_2 \in G_2 \rho_2 \) where \( G_2 \rho_2 \) is the canonical labeling coset obtained by the algorithm while canonizing \( T'_2 \). Therefore, canonizing \( T''_1 \) using coset \( G_1 \rho_1 \) and canonizing \( T''_2 \) using coset \( G_2 \rho_2 \) will also result in the same \( k \)-hypertournaments by Lemma 4.1.5. Putting it together it follows that \( T_1^{(v)} = T_2^{(\psi(v))} \). This completes the correctness proof.

**Running Time.**

To analyze the running time, let \( t(n, k) \) denote the running time taken by the algorithm for \( n \)-vertex \( k \)-hypertournaments. We claim that the following two recurrences hold for Cases 1 and 2 respectively:

\[
t(n, k) =  \
\begin{cases} 
\sum_{i=1}^{m} t(|V_i|, k) + n^{O(k^2)} & \text{Case 1 and } k > 2 \\
n(t(n - 1, k - 1) + n^{O(k^2)}) & \text{Case 2 and } k > 2 
\end{cases}
\]
First, notice that $t(n, 2) = n^{O(\log n)}$ using [30] for the base case $k = 2$. For Cases 1 and 2 the recurrence relation follows directly from the algorithm description; the additive term of $n^{O(k^2)}$ in the two cases is a consequence of Theorem 4.4.7.

The claimed time bound $t(n, k) = n^{O(k^2 + \log n)}$ is the solution for this recurrence.

**Remark 4.4.9** Finally, analogous to Theorem 4.3.9, we note that it is possible to canonize $k$-hypertournaments in polynomial time with queries to $k$-hypertournament isomorphism and rigid $k$-hypertournament canonization. The details of this reduction are quite similar to the proof of Theorem 4.3.9.
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An FPT Algorithm for Bounded Color Class Hypergraph Isomorphism

5.1 Introduction

We recall that a hypergraph is an ordered pair $X = (V, E)$ where $V$ is the vertex set and $E \subseteq 2^V$ is the edge set. Two hypergraphs $X_1 = (V_1, E_1)$ and $X_2 = (V_2, E_2)$ are said to be isomorphic, denoted $X_1 \cong X_2$, if there is a bijection $\phi : V_1 \rightarrow V_2$ such that $e = \{u_1, \cdots, u_l\} \in E_1$ if and only if $\phi(e) = \{\phi(u_1), \cdots, \phi(u_l)\} \in E_2$.

Given two hypergraphs $X_1$ and $X_2$ the hypergraph isomorphism problem (HGI) is to decide if $X_1 \cong X_2$. Graph isomorphism (GI) is obviously polynomial-time reducible to HGI. Conversely, HGI is also known to be polynomial-time reducible to GI: Given two hypergraphs $X_1 = (V_1, E_1)$ and $X_2 = (V_2, E_2)$ as instance for HGI, the reduced instance of GI consists of two corresponding bipartite graphs $Y_1$ and $Y_2$ defined as follows. The graph $Y_1$ has vertex set $V_1 \uplus E_1$ and edge set $E(Y_1) = \{\{v, e\} | v \in V_1, e \in E_1 \text{ and } v \in e\}$.\(^1\) Similarly $Y_2$ has vertex set $V_2 \uplus E_2$ and edge set $E(Y_2) = \{\{v, e\} | v \in V_2, e \in E_2 \text{ and } v \in e\}$. Clearly, the hypergraphs $X_1$ and $X_2$ are isomorphic if and only if $Y_1 \cong Y_2$.

We now define bounded color class hypergraph isomorphism problem (BCHGI), which is the main problem of interest for this chapter.

**Definition 5.1.1 (BCHGI) Input:** Two hypergraphs $X_1 = (V, E_1)$ and $X_2 = (V, E_2)$ where $V = C_1 \uplus \cdots \uplus C_m$ and for each $i$, $|C_i| \leq b$.

\(^1\)Given two set $C$ and $D$ the disjoint union of $C$ and $D$ is denoted as $C \uplus D$. 
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**Decide:** *If there is an isomorphism $\phi$ from $X_1$ to $X_2$ such that $v \in C_i$ if and only if $\phi(v) \in C_i$.*

The bounded color class graph isomorphism problem (BCGI) is the analogous problem where instead of hypergraphs we have graphs. Frust, Hopcroft and Luks gave a polynomial-time algorithm for BCGI [53] with running time $2^{O(b^2)} n^{O(1)}$, where $n$ is the number of vertices and $b$ is the size of the largest color class. Although HGI is polynomial time many-one reducible to GI, the reduction we described above does not impose any bound on the size of the color classes of the bipartite graphs $Y_i$. More specifically, in the bipartite graph $Y_i$, the vertex partition corresponding to the edges of the hypergraph $X_i$ does not get partitioned into classes of size bounded by any function of $b$ since the hyperedges are of nonconstant size, in general. Thus, the polynomial-time algorithm for BCGI cannot be applied to the bounded color class hypergraph isomorphism problem (BCHGI) to get a polynomial-time algorithm.

However, an algorithm for BCHGI with running time of the form $n^{O(b)}$ was shown in [17], where $n$ is the number of vertices and $b$ bounds the color classes. This algorithm basically applies Luks’ seminal result [80] showing that the set stabilizer problem with respect to a class of group $\Gamma_b$ can be solved in time $n^{O(b)}$. Recall that a finite group $G$ is said to be in the class $\Gamma_b$ if every nonabelian composition factor of $G$ is isomorphic to some subgroup of the symmetric group $S_b$.

**Parameterized Complexity and Isomorphism Testing**

Parameterized Complexity is a fundamental strategy for coping with intractability. Pioneered by Downey and Fellows in [44], it is a flourishing area of research (see, e.g. the monographs [45, 50]). Fixed parameter tractability provides a notion of feasible computation less restrictive than polynomial time. It provides a theoretical basis for the design of new algorithms that are efficient and practically useful for small parameter values. We quickly recall the rudiments of this theory relevant for the present chapter. More details (especially on the levels of the W-hierarchy) will be given in the next section (see also [45, 50]).

Computational problems often have inputs consisting of two or more parts where some of these parts typically take only small values. For example, an input instance of the vertex cover problem is $(G, k)$, and the task is to determine if the graph $G$ has a vertex cover of size $k$. A similar example is the $k$-clique problem where again an input
instance is a pair \((G, k)\) and the problem is to test if the graph \(G\) has a clique of size \(k\). For such problems an exhaustive search will take time \(O(n^k)\), where \(n\) is the number of vertices in \(G\). However, a finer classification is possible. The vertex cover problem has an algorithm running in time \(2^k n^{O(1)}\) (even in time \(O(1.2738^k + kn)\) [41]), whereas no algorithm is known for the \(k\)-clique problem of running time \(O(n^{o(k)})\). Thus, if the parameter \(k\) is such that \(k \ll n\), then we have a faster algorithm for the \(k\)-vertex cover problem than is known for the \(k\)-clique problem.

In their seminal work, Downey and Fellows [44, 45] also developed a theory of intractability for parameterized problems as a tool to classify parameterized problems according to their computational hardness. The W-hierarchy consists of the levels \(W[t]\), \(t \geq 1\), together with the two classes \(W[\text{SAT}]\) and \(W[\text{P}]\) and we have the inclusions

\[
\text{FPT} \subseteq W[1] \subseteq W[2] \subseteq \cdots \subseteq W[\text{SAT}] \subseteq W[\text{P}].
\]

Since Graph Isomorphism has no known polynomial time algorithm for general class of graphs, one approach is to study isomorphism testing for special classes of graphs. Often these special classes are defined by bounding some graph parameter. For example, by bounding the maximum degree, or treewidth, or genus of the graph by some constant \(b\) we get degree-\(b\) graphs, or treewidth-\(b\) graphs, or genus-\(b\) graphs respectively. Thus, these natural graph parameters give rise to parameterized versions of the graph isomorphism problem. Interestingly, the best known isomorphism testing algorithms for graphs with bounded degree [80], bounded treewidth graphs [34], and for bounded genus graphs [87] all have worst-case running time bound \(n^{O(b)}\) where \(b\) is the parameter and \(n\) is the number of vertices.

It is an interesting open question if GI has FPT algorithm with respect to any of the aforementioned parameters. We know that GI is unlikely to be hard for NP [4]. It would be interesting to know if these parameterized versions of GI are W[1]-hard or fixed parameter tractable.

Though there are several open problems regarding the parametrized complexity of graph isomorphism problem with respect to natural parameters, on the positive side we note that some FPT algorithms have been obtained for graph isomorphism with parameters tree-distance width [116], maximum size of the simplicial components [103], apart from the result of Furst et al [53] on bounded color classes.
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**The results**

In this chapter we present an FPT algorithm for bounded color class hypergraph isomorphism that runs in time $b!2^{O(b)} N^{O(1)}$ where $b$ is the size of the largest color class and $N$ is the sum of number of vertices and edges.

We will use as subroutine some FPT algorithms for certain parameterized permutation group theory problems. In Section 5.3 we define permutation groups with a *color class bound*. Following Luks’s method [83], we design an FPT algorithm for coset intersection of permutation groups where the parameter is the color class bound. We also give an FPT algorithm for set transporter problem. (These problems are formally defined in Section 5.3). While the parametrized complexity of permutation group problems, for different parameters, can be interesting in its own right, it could be applicable to graph isomorphism. For example, an FPT algorithm for the set transporter problem with respect to groups in $\Gamma_b$, with $b$ as parameter, will result in an FPT algorithm for isomorphism testing for graphs of maximum degree $b$, which is a major open problem. The parameter $b$ is a different natural parameterization for permutation group problems.

### 5.2 Preliminaries

While designing the FPT algorithm for bounded color class hypergraph isomorphism we will have to handle multihypergraphs: these are hypergraphs where the edge set is a multiset (each edge occurs with a multiplicity). Two multihypergraphs $X_1 = (V_1, E_1)$ and $X_2 = (V_2, E_2)$ are isomorphic via an isomorphism $\phi$ if $e \in E_1$ has the same multiplicity as $\phi(e)$ in $E_2$.

Apart from the basic permutation group theory introduced in the preliminary section of Chapter 2 we need the following two definitions for this chapter.

**Definition 5.2.1** For a permutation $\pi \in \text{Sym}(\Omega)$ and $C \subseteq \Omega$ we define $C^\pi = \{x^\pi | x \in C\}$. For a permutation group $G \leq \text{Sym}(\Omega)$, a subset $C \subseteq \Omega$ is called $G$-stable if $C^\pi = C$ for all $\pi \in G$.

**Definition 5.2.2** For a group $G \leq \text{Sym}(\Omega)$ and a set $C \subseteq \Omega$, the stabilizer subgroup of $G$ that stabilizes $C$, denoted $G_C$, is defined as

$$G_C = \{\pi \in G | C^\pi = C\}.$$
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5.3 Permutation Group Problems

We say that a group \( G \leq \text{Sym}(\Omega) \) has color class bound \( b \) if each \( G \)-orbit is of size bounded by \( b \). Equivalently, \( \Omega \) can be partitioned into a disjoint union of color classes \( C_1 \uplus \cdots \uplus C_m \), where each color class \( C_i \) is \( G \)-stable and \( |C_i| \leq b \). In this section we describe FPT algorithms for some permutation group problems where the parameter is the color class bound for the input groups. Given \( G = \langle S \rangle \) by generating set \( S \), since the orbits of \( G \) can be computed in polynomial time we can test if \( G \) has color class bound \( b \) in polynomial time.

The basic idea in solving these group-theoretic problems parameterized by the color class bound is to tackle one color class at a time. In some sense, we will restrict the problem to a particular color class and solve the problem for that color class and then proceed to the next color class.

5.3.1 Set Transporter

First we define the set transporter problem for general permutation groups.

**Definition 5.3.1 (Set Transporter)**

**Input:** A group \( G \leq \text{Sym}(\Omega) \) given by generating set, \( z \in \text{Sym}(\Omega) \) and two subsets \( \Pi_1, \Pi_2 \subseteq \Omega \).

**Output:** \((Gz)^{\Pi_1 \rightarrow \Pi_2} = \{x \in Gz \mid \Pi_1^x = \Pi_2\}\).

For general permutation groups, it is known that Graph Isomorphism is polynomial-time reducible to Set Transporter. However, we are interested in Set Transporter parameterized by the color class bound.

**Definition 5.3.2 (Bounded Color Class Set Transporter BC-TRANS)**

**Input:** A group \( G \leq \text{Sym}(\Omega) \) given by a generating set where \( \Omega = C_1 \uplus \cdots \uplus C_m \) and for each \( i \), \( C_i \) is \( G \)-stable, \( z \in \text{Sym}(\Omega) \) and two subsets \( \Pi_1, \Pi_2 \subseteq \Omega \).

**Parameter:** \( b = \max\{|C_1|, \cdots, |C_m|\} \).

**Output:** \((Gz)^{\Pi_1 \rightarrow \Pi_2} = \{x \in Gz \mid \Pi_1^x = \Pi_2\}\).

The FPT algorithm for solving BC-TRANS works by restricting the problem to a particular color class, solving it, and then proceeding to the next color class. The restricted version of the problem is defined as follows.
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Definition 5.3.3 (Restricted BC-TRANS)

**Input:** A group \( G \leq \text{Sym}(C \uplus D) \) given by a generating set where \( C \) and \( D \) are \( G \)-stable, \( z \in \text{Sym}(C \uplus D) \) and two subsets \( \Pi_1, \Pi_2 \subseteq C \).

**Parameter:** \( b = |C| \).

**Output:** \((Gz)_{\Pi_1 \rightarrow \Pi_2} = \{ x \in Gz \mid \Pi_1^x = \Pi_2 \}\).

Theorem 5.3.4 Let \( G \leq \text{Sym}(C \uplus U) \) be a group given by a generating set and \( C \) be \( G \)-stable with \( b = |C| \). Let \( z \in \text{Sym}(C \uplus U) \) be a permutation and \( \Pi_1, \Pi_2 \) be two subsets of \( C \). Then \((Gz)_{\Pi_1 \rightarrow \Pi_2}\) can be computed in time \( 2^{O(b)n^{O(1)}} \) where \( n = |C| + |U| \).

*Proof.* Let \( G_{\Pi_1} \) be the stabilizer subgroup of \( G \) that stabilizes \( \Pi_1 \), i.e., \( G_{\Pi_1} = \{ x \in G \mid \Pi_1^x = \Pi_1 \} \). Since \( C \) is \( G \)-stable the set \( \Pi_1 \) can only move to a subset of size \( |\Pi_1| \) contained in \( C \). Thus,

\[
[G_{\Pi_1} : G] \leq \left( \frac{b}{|\Pi_1|} \right) \leq 2^b.
\]

Also note that given \( x \in G \), it only takes \( O(n) \) time to check if \( x \in G_{\Pi_1} \).

As discussed in the preliminary section of Chapter 2, a set of coset representatives \( \{ \rho_1, \cdots, \rho_t \} \) of \( G_{\Pi_1} \) in \( G \) can be computed in time \( 2^{O(b)n^{O(1)}} \). By Theorem 2.2.14 a set of generators can also be computed in time \( 2^{O(b)n^{O(1)}} \). Using Schreier-Sims methodology, the number of generators can be reduced to \( n^2 \) by computing a strong generating set for \( G_{\Pi_1} \) also in time \( 2^{O(b)n^{O(1)}} \).

We write

\[ Gz = G_{\Pi_1}\rho_1 z \uplus \cdots \uplus G_{\Pi_1}\rho_t z. \]

The algorithm next picks the coset \( G_{\Pi_1}\rho_i z \) that sends \( \Pi_1 \) to \( \Pi_2 \) if there is any such coset\(^2\) and outputs that coset otherwise it outputs the empty set.

Remark 5.3.5 The group \( G_{\Pi_1} \) that is output by the algorithm stabilizes any \( G \)-stable set \( F \).

Theorem 5.3.6 Let \( G \leq \text{Sym}(\Omega) \) be a group given by a generating set. Suppose \( \Omega = C_1 \uplus \cdots \uplus C_m \) such that each \( C_i \) is \( G \)-stable. Let \( z \) be a permutation in \( \text{Sym}(\Omega) \) and \( \Pi_1 \) and \( \Pi_2 \) be two subsets of \( \Omega \). Then \((Gz)_{\Pi_1 \rightarrow \Pi_2}\) can be computed in time \( 2^{O(b)n^{O(1)}} \) where \( b = \max\{|C_1|, \cdots, |C_m|\} \).

\(^2\)There can be at most one such coset.
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Proof. Let $\Pi_1^{(i)} = C_i \cap \Pi_1$ and $\Pi_2^{(i)} = C_i \cap \Pi_2$. Let $G_0 = G$ and $z_0 = z$. For $i = 1, \ldots, m$ compute

$$G_i z_i = (G_{i-1} z_{i-1})_{\Pi_1^{(i)} \rightarrow \Pi_2^{(i)}}$$

using the algorithm of Theorem 5.3.4. By Remark 5.3.5 the subgroups $G_i$ computed by the algorithm will stabilize the sets $C_j$ for each $i$ and $j$. Thus, by Theorem 5.3.4 computing $G_i z_i$ from $G_{i-1} z_{i-1}$ will take time $2^{O(b)} n^{O(1)}$. Hence, the overall running time is also $2^{O(b)} n^{O(1)}$. Notice that $\Pi_1 = \Pi_1^{(1)} \uplus \cdots \uplus \Pi_1^{(m)}$ and $\Pi_2 = \Pi_2^{(1)} \uplus \cdots \uplus \Pi_2^{(m)}$. Furthermore, for each $i$ and $x \in G_m z_m$ we have $(\Pi_1^{(i)} x) = \Pi_2^{(i)}$. Hence it is easy to see that $G_m z_m = (G z)_{\Pi_1 \rightarrow \Pi_2}$.

Definition 5.3.7 (Bounded Color Class Set Stabilizer BC-STAB)

**Input:** A group $G \leq \text{Sym}(\Omega)$ given by a generating set where $\Omega = C_1 \uplus C_2 \cdots \uplus C_m$ and for each $i$, $C_i$ is $G$-stable, $z \in \text{Sym}(\Omega)$ and a subset $\Pi \subseteq \Omega$.

**Parameter:** $b = \max \{|C_1|, \ldots, |C_m|\}$.

**Output:** $(G z)_{\Pi} = \{x \in Gz \mid \Pi^x = \Pi\}$.

If we set $\Pi_1 = \Pi$ and $\Pi_2 = \Pi$ in Definition 5.3.2 of BC-TRANS, we get BC-STAB problem. Thus, by Theorem 5.3.6 this problem can also be solved in time $2^{O(b)} \text{poly}(n)$ where $n = |\Omega|$.

**Corollary 5.3.8** The problem BC-STAB can be solved in time $2^{O(b)} \text{poly}(n)$.

5.3.2 Coset Intersection

The coset intersection problem in its full generality is defined as follows.

Definition 5.3.9 (Coset Intersection)

**Input:** Two groups $G, H \leq \text{Sym}(\Omega)$ be given by generating sets and $x, y \in \text{Sym}(\Omega)$.

**Output:** $G x \cap H y$.

Graph Isomorphims is known to be polynomial-time reducible to Coset Intersection [82] since Coset Intersection is polynomial time many-one equivalent to Set Transporter. However, the known polynomial-time reduction between these problems increases the parameter value; it is not a paramterized reduction [45]. Therefore, we cannot invoke
the algorithm for BC-TRANS to given an FPT algorithm for the parametrized version of the coset intersection problem which we will define. In this section we present an FPT algorithm for BC-INTER. This algorithm will be used to solve the bounded color class hypergraph isomorphism problem.

Definition 5.3.10 (BC-INTER)

Input : Let $\Omega = C_1 \sqcup \cdots \sqcup C_m$. Let $G, H \leq \text{Sym}(\Omega)$ be given by their generating sets such that for each $i$ $C_i$ is both $G$-stable and $H$-stable, $x, y \in \text{Sym}(\Omega)$. Let $|C_i| \leq b$ for all $i$.

Parameter : $b = \max\{|C_1|, \ldots, |C_m|\}$.

Output : $Gx \cap Hy$.

Let $\Pi = \{(a, a) \mid a \in \Omega\}$. Notice that $(Lz)_\Pi = \{x \in Lz \mid \Pi^x = \Pi\}$ projected to the first or second coordinate is $Gx \cap Hy$. Since this is an instance of BC-STAB we could use Corollary 5.3.8 to compute $(Lz)_\Pi$. Unfortunately, such an algorithm for would take time $2^{O(b^2)}n^{O(1)}$, since the group $L$ has color class size bound $b^2$ (and not $b$). Nevertheless, using a different algorithm we can still solve the problem in $2^{O(b)}n^{O(1)}$ time.

Lemma 5.3.11 $(Lz)_\Pi$ can be computed in time $2^{O(b^2)}n^{O(1)}$.

Proof. The main claim required to prove the lemma is stated below.

Claim 5.3.12 Let $\Omega_1 = C \sqcup U$ and $\Omega_2 = D \sqcup V$. Let $L \leq \text{Sym}(\Omega_1) \times \text{Sym}(\Omega_2)$ be given by generating set such that $C$ and $D$ are $L$-stable. Let $z \in \text{Sym}(\Omega_1 \times \Omega_2)$. Let $\Pi \subseteq C \times D$. Then $(Lz)_\Pi$ can be computed in time $2^{O(b^2)}n^{O(1)}$ where $n = |\Omega_1| + |\Omega_2|$ and $b = \max\{|C|, |D|\}$.

Before proving the above claim, we apply it to prove the lemma. We will use the following two consequences of Claim 5.3.12.

Claim 5.3.13 Let $\Omega_1 = C_1 \sqcup \cdots \sqcup C_l$ and $\Omega_2 = D \sqcup V$. Let $L \leq \text{Sym}(\Omega_1) \times \text{Sym}(\Omega_2)$ be a permutation group given by a generating set, such that $D$ and each $C_i$ are $L$-stable sets. Let $z \in \text{Sym}(\Omega_1 \times \Omega_2)$ and $\Pi \subseteq \Omega_1 \times D$. Then $(Lz)_\Pi$ can be computed in time $2^{O(b^2)}n^{O(1)}$ where $b = \max\{|D|, |C_1|, \ldots, |C_l|\}$ and $n = |\Omega_1| + |\Omega_2|$.
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Proof. We define the sets $\Pi_i = \Pi \cap (C_i \times D)$. We will repeatedly apply Claim 5.3.12. To start off we first compute $L_1z_1 = (Lz)_\Pi$. Then we apply Claim 5.3.12 to compute $L_iz_i = (L_{i-1}z_{i-1})_\Pi$ from $L_{i-1}z_{i-1}$ for $i = 2, \cdots, m$. By Claim 5.3.12 it follows that the time taken for this computation is $2^{O(b)n^{O(1)}}$. We claim that for all $i$, $L_iz_i = (Lz)_{\Pi_1 \cup \cdots \cup \Pi_i}$. This follows form the fact that $((Lz)_{\Pi_1 \cup \cdots \cup \Pi_i})_\Pi = (Lz)_{\Pi_1 \cup \cdots \cup \Pi_i}$. Thus at the end of the computation we have $L_mz_m = (Lz)_{\Pi_1 \cup \cdots \cup \Pi_m} = (Lz)_\Pi$.

Claim 5.3.14 Let $\Omega_1 = C_1 \cup \cdots \cup C_l$ and $\Omega_2 = D_1 \cup \cdots \cup D_m$. Let $L \leq \text{Sym}(\Omega_1) \times \text{Sym}(\Omega_2)$ be a permutation group give by a generating set such that each $C_i$ and each $D_j$ is an $L$-stable subset. Let $z \in \text{Sym}(\Omega_1 \times \Omega_2)$ and $\Pi \subseteq \Omega_1 \times \Omega_2$. Then $(Lz)_\Pi$ can be computed in time $2^{O(b)n^{O(1)}}$ where $b = \max\{|C_i|, |D_j|\}_{i,j}$ and $n = |\Omega_1| + |\Omega_2|$.

Proof. Define $\Pi_j = (C_1 \cup \cdots \cup C_l) \times D_j$ for $j = 1, \cdots, m$. We can successively compute $L_jz_j = (L_{j-1}z_{j-1})_{\Pi_j}$ for $j = 1, \cdots, m$, by Claim 5.3.13. Finally, we observe that $L_mz_m = (Lz)_\Pi$.

The proof of the lemma now follows easily by setting $\Omega_1 = \Omega_2 = C_1 \cup \cdots \cup C_m$ in Claim 5.3.14.

To prove Claim 5.3.12 we use ideas from [83]. In [83], the author defines a version of set transporter problem and gives an algorithm that can be easily modified to be applied in the parametrized setting. The parametrized version of the problem is defined below.

Definition 5.3.15

Input: Let $\Omega_1 = C \cup U$ and $\Omega_2 = D \cup V$. Let $L \leq \text{Sym}(\Omega_1) \times \text{Sym}(\Omega_2)$ be given by generating set such that $C$ and $D$ are $L$-stable. Let $z \in \text{Sym}(\Omega_1) \times \text{Sym}(\Omega_2)$. Let $\Pi \in C \times D$ and $\Theta \subseteq \Phi \times \Psi \subseteq C \times D$. We also assume that $L\Theta = L$.

Parameter: $b = \max\{|C|, |D|\}$.

Output: $(Lz)_\Pi[\Theta] = \{x \in Lz \mid (\Pi \cap \Theta)x = \Pi \cap \Theta^x\}$.

We can observe from [83] that $(Lz)_\Pi[\Theta]$ can be computed in time $2^{O(b)n^{O(1)}}$ where $n = |\Omega_1| + |\Omega_2|$. For the sake of completeness we now give a proof. We modify Luks’s proof slightly to suit the current parametrized setting.

We assume without loss of generality that $|\Phi|$ and $|\Psi|$ are powers of 2. If not, we can add some more points on $\Phi$ and $\Psi$ and let $L$ act trivially on these points. This will
increase the size of the input only by a factor of 4. These extra points can be removed easily from the algorithm's output.

Since \( L_{\Theta} = L \) we have \( \Theta^x = \Theta^z \) for all \( x \in L_z \). If \( (L_z)_{\Pi}[\Theta] \) is not empty then for \( x, y \in (L_z)_{\Pi}[\Theta] \) we have \( (\Pi \cap \Theta)^x = (\Pi \cap \Theta)^y \) and hence \( (L_z)_{\Pi}[\Theta] \) is coset of \( L_{\Pi \cap \Theta} \). For simplicity we will denote \( (L_z)_{\Pi}[\Theta] \) by \( (L_z)[\Theta] \).

If \( |\Pi \cap \Theta| \neq |\Pi \cap \Theta^z| \) then \( (L_z)[\Theta] \) is empty.

Let \( |\Pi \cap \Theta| = |\Pi \cap \Theta^z| > 1 \). Let \( \Pi \cap \Theta = \{u\} \) and \( \Pi \cap \Theta^z = \{v\} \). Let \( L_u \) be the stabilizer of the point \( u \) which can be computed using Schreier-Sim method. Then we can express \( L \) as the disjoint union of cosets as

\[
L = L_u x_1 \cup \cdots \cup L_u x_k
\]

and

\[
L_z = L_u x_1 z \cup \cdots \cup L_u x_k z
\]

We pick the subcoset \( L_u x_i z \) (if there is any) that maps \( u \) to \( v \).

Next we assume \( |\Pi \cap \Theta| = |\Pi \cap \Theta^z| > 1 \). If \( |\Phi| > 1 \) we pick \( \Phi_1 \subset \Phi \) such that \( |\Phi_1| = |\Phi|/2 \) and let \( \Theta_1 = \Phi_1 \times \Psi \). Otherwise if \( |\Psi_1| > 1 \) then we pick \( \Psi_1 \subset \Psi \) such that \( |\Psi_1| = |\Psi|/2 \) and let \( \Theta_1 = \Phi \times \Psi_1 \). In both the cases we let \( \Theta_2 = \Theta \setminus \Theta_1 \).

Let \( M = L_{\Theta_1} \). Notice that \( [L : M] \leq \left( \frac{|\Phi|}{|\Phi_1|^2} \right) \leq 2^{O(b)} \), when we choose to divide the set \( \Phi \). If we divide the set \( \Psi \) then \( [L : M] \leq \left( \frac{|\Psi|}{|\Psi_1|^2} \right) \) which is still less than \( 2^{O(b)} \).

We write \( L \) as the disjoint union of the cosets of \( M \)

\[
L = M y_1 \cup \cdots \cup M y_k
\]

and

\[
L_z = M y_1 z \cup \cdots \cup M y_k z.
\]

As discussed in the preliminary section of Chapter 2, this decomposition of \( L_z \) can be computed in time \( 2^{O(b)} n^{O(1)} \) using Schreier-Sims methodology. Since \( M \) stabilizes \( \Theta_1 \), \( (M y_i z)[\Theta_1] \) will be a coset.

We use the following relation to setup the recursive calls

\[
(M y_i z)[\Theta] = ((M y_i z)[\Theta_1])[\Theta_2]
\]
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Finally we paste the answers to the subproblems \((M y_1 z)[\Theta]\) to get \((L z)[\Theta]\).

\[(L z)[\Theta] = \bigcup_{i=1}^{t} (M y_i z)[\Theta]\]

Clearly the running time is \(2^{O(b)} n^{O(1)}\).

Putting it together, we have shown the following.

**Theorem 5.3.16** There is a \(2^{O(b)} n^{O(1)}\) time bounded FPT algorithm for BC-INTER, where \(n = |\Omega|\).

5.4 FPT Algorithm for Colored Hypergraph Automorphism and Isomorphism

We will give an FPT algorithm for finding the automorphism group of a hypergraph (i.e., a set of generators for the automorphism group) which has running time \((b!)^{2^{O(b)}} N^{O(1)}\) where \(b\) is the bound on the size of the color classes and \(N\) is the sum of number of vertices and edges.

Our algorithm is a dynamic programming algorithm. The subproblems of this dynamic programming algorithm will involve multi-hypergraphs. For this reason we begin with a multihypergraph \(X = (V, E)\) where \(V\) is partitioned into color classes \(C_1, \ldots, C_m\). We assume that \(|C_i| \leq b\) for all \(i\).

We first partition the edges into different sets of edges that we call blocks. We define these more formally.

**Definition 5.4.1** We say two edges \(e_1, e_2, \in E\) are \(i\)-equivalent and write \(e_1 \equiv_i e_2\) if

\[e_1 \cap C_j = e_2 \cap C_j, \quad 1 \leq j \leq i.\]

For each \(i\) this defines an equivalence relation. Thus, \(i\)-equivalence partitions \(E\) into equivalence classes that we term as \((i)\)-blocks, \(1 \leq i \leq m\). Notice that \(i\)-equivalence is a refinement of \(j\)-equivalence for \(i > j\). Thus, if \(e_1\) and \(e_2\) are in the same \((i)\)-block then they are in the same \((j)\)-block for all \(j < i\).
The algorithm proceeds in stages.

**Stage 1.** The first stage corresponds to the last color class \( m \). Let \( A \) and \( A' \) be two \((m)\)-blocks. The \((m)\)-blocks \( A \) and \( A' \) induce two multihypergraphs \( Y \) and \( Y' \) on the vertex set \( C_m \) respectively. The algorithm will find the set of isomorphisms \( ISO_m(Y, Y') \) between these two multihypergraphs. Notice that for all \( e_1, e_2 \in A, e_1 \cap C_m = e_2 \cap C_m = a \), for some \( a \subseteq C_m \). Similarly, for all \( e'_1, e'_2 \in A', e'_1 \cap C_m = e'_2 \cap C_m = a' \). Thus the multihypergraph \( Y \) induced by \( A \) on \( C_m \) has only one edge \( a \) with multiplicity \(| A | \). Similarly, \( Y' \) has one edge with multiplicity \(| A' | \). Recall that \( A \) and \( A' \) may themselves be multisets. Hence, \(| A |\) and \(| A' |\) are their sizes as multisets.

Clearly, \( ISO_m(Y, Y') = \phi \) if \(| A | \neq | A' |\). Otherwise, \( ISO_m(Y, Y') \subseteq Sym(C_m) \) will be the coset that maps \( a \) to \( a' \). Notice that this is a set transporter problem and can be solved in time \( 2^{O(b)} \) by Theorem 5.3.6. For all pairs of \((m)\)-blocks \( A \) and \( A' \), the dynamic programming algorithm stores the set \( ISO_m(Y, Y') \) in a table where \( Y \) and \( Y' \) are the multihypergraph induced by \( A \) and \( A' \) respectively.

**Stage \( m - i + 1 \).** The \((m - i + 1)\)-th stage of the algorithm handles \((i)\)-blocks. Let \( A \) and \( A' \) be two \((i)\)-blocks. Let \( Y \) and \( Y' \) be the multihypergraphs induced by \( A \) and \( A' \), respectively, on the vertex set \( C_i \cup \cdots \cup C_m \). Thus, \( V(Y) = C_i \cup \cdots \cup C_m \) and \( E(Y) = \{ e \cap C_i \cup \cdots \cup C_m \mid e \in A \} \). The multihypergraph \( Y' = (V(Y'), E(Y')) \) is similarly defined.

In this stage the algorithm will compute the coset \( ISO_i(Y, Y') \) of all isomorphisms between \( Y \) and \( Y' \) and store the result in the \((A, A')\) entry of the dynamic programming table. We explain how the computation is done.

Clearly \( ISO_i(Y, Y') \) is empty if the size of the multiedge sets \( E(Y) \) and \( E(Y') \) of these two multihypergraphs differ. Suppose \( E(Y) \) and \( E(Y') \) has same size as multisets. For all \( e_1, e_2 \in A \) let \( e_1 \cap C_i = e_2 \cap C_i = a \), and for all \( e'_1, e'_2 \in A' \) let \( e'_1 \cap C_i = e'_2 \cap C_i = a' \). Let \( S \subseteq Sym(C_i) \) be the set consisting of permutations that map \( a \) to \( a' \). If \( S \) is empty then so is \( ISO_i(Y, Y') \). Suppose \( S \) is nonempty. Let \( \rho \) be a permutation on \( C_{i+1} \cup \cdots \cup C_m \) that maps \( Y \) to \( Y' \) isomorphically when restricted to color classes \( C_{i+1}, \ldots, C_m \). Let \( \rho' \in S \) be any permutation. Then, because \( A \) and \( A' \) are \((i)\)-blocks we have \( (\rho, \rho') \in ISO_i(Y, Y') \), where \( (\rho, \rho') \) denotes the permutation obtained by extending \( \rho \) with \( \rho' \) on the color class \( C_i \).

The \((i)\)-block \( A \) can be partitioned into \((i + 1)\)-blocks \( A_1, \ldots, A_k \). Similarly, \( A' \)
can be partitioned into \((i + 1)\)-blocks \(A'_1, \ldots, A'_k\). For each \(j\), the \((i + 1)\)-block \(A_j\) induces a multihypergraph \(Z_j\) on the color classes \(C_{i+1}, \ldots, C_m\). More specifically, 
\[ V(Z_j) = C_{i+1} \cup \cdots \cup C_m \quad \text{and} \quad E(Z_j) = \{ \{e \cap V(Z_j) \mid e \in A\} \}. \]
Similarly, let \(Z'_j\) be the multihypergraph induced by the \((i + 1)\)-block \(A'_j\).

If \(k \neq k'\) then \(ISO_i(Y, Y') = \emptyset\). Suppose \(k = k'\). For each \(s\) and \(t\) the algorithm has already computed in Stage \(m - i\) the coset \(ISO_{i+1}(Z_s, Z'_t)\) and stored it in the table. We can use these cosets to efficiently compute \(ISO_i(Y, Y')\). Let \(a_s = e \cap C_{i+1}, e \in A_s\) and \(a'_t = e' \cap C_{i+1}, e' \in A'_t\). For each \(\rho \in \text{Sym}(C_{i+1})\) the algorithm will do the following.

If \(\{a_1, \ldots, a_k\}^\rho \neq \{a'_1, \ldots, a'_k\}\) then discard the \(\rho\) and move to the next permutation in \(\text{Sym}(C_{i+1})\). Otherwise let \(a^\rho_j = a'_{\pi(j)}\) where the permutation \(\pi: [k] \rightarrow [k]\) is the corresponding mapping of indices from the \((i + 1)\)-blocks \(A_1, \ldots, A_k\) to \(A'_1, \ldots, A'_k\). Let the coset of isomorphisms \(ISO_{i+1}(Z_j, Z'_\pi(j))\) be denoted by
\[ H_{j_{\pi(j)}} \sigma_{j_{\pi(j)}} = ISO_{i+1}(Z_j, Z'_\pi(j)). \]

Now, applying Theorem 5.3.16 the algorithm can compute the intersection
\[ H_{\rho} \sigma_{\rho} = \cap_{j=1}^{k} H_{j_{\pi(j)}} \sigma_{j_{\pi(j)}}. \]
As \(k \leq 2^h\), notice that the algorithm of Theorem 5.3.16 will take time bounded by \(2^{O(h)} N^{O(1)}\). Next the algorithm will paste these cosets for all the different \(\rho \in \text{Sym}(C_{i+1})\) to form a single coset
\[ H_{\sigma} = \cup_{\rho \in \text{Sym}(C_{i+1})} H_{\rho} \sigma_{\rho}. \]

Consider \(S \times H_{\sigma}\). It is clear that \(S\) is a coset and \(S \times H_{\sigma}\) contains \(ISO_i(Y, Y')\). Crucially, since \(A\) and \(A'\) are both \((i)\)-blocks it follows that \(ISO_i(Y, Y') = S \times H_{\sigma}\). Thus, the algorithm has computed \(ISO_i(Y, Y')\) and will store it in the table corresponding to the entry \((A, A')\).

We analyze the running time at this stage. The number of blocks at any stage is bounded by the number of edges of \(X\). Thus, the \((m - i + 1)\)th stage takes time bounded by \(b!2^{O(h)} N^{O(1)}\), where the \(b!\) factor is because we cycle through all the \(\rho \in \text{Sym}(C_{i+1})\).

Finally, in the \(m\)th stage the algorithm will process all the pairs of \((1)\)-blocks in the same way as described above. In order to compute \(\text{Aut}(X)\) the algorithm does the following.

Let \(A_1, \ldots, A_k\) be the \((1)\)-blocks and let \(Y_1, \ldots, Y_k\) respectively be the multihy-
pergraphs induced on $C_1 \cup \cdots \cup C_m$. Let $a_j = e \cap C_1$ where $e \in A_j$. Notice that a permutation $\rho \in \text{Sym}(C_1)$ may or may not induce a permutation on the set $\{a_1, \ldots, a_k\}$ depending on whether $\{a_1, \ldots, a_k\}^\rho = \{a_1, \ldots, a_k\}$ or not. If $\rho$ induces a permutation, let $\pi \in S_k$ be the permutation, i.e., $a_j^\rho = a_{\pi(j)}$. Let $H_{j\pi(j)} \sigma_{j\pi(j)} = ISO_1(Y_j, Y_{\pi(j)})$. The algorithm then computes $H_{\rho \sigma} = \cap_{j=1}^k H_{j\pi(j)} \sigma_{j\pi(j)}$.

Finally, the algorithm pastes these $H_{\rho \sigma}$ to get the automorphism group

$$\text{Aut}(X) = \cup_{\rho \in \text{Sym}(C_1)} H_{\rho \sigma}.$$ 

It is easy to check that the algorithm takes time $b!2^{O(b)} N^{O(1)}$ time to compute $\text{Aut}(X)$.

**Theorem 5.4.2** Let $X = (V, E)$ be a colored hypergraph with $V = C_1 \uplus \cdots \uplus C_m$ where $C_i$ is colored with color $i$ and $|C_i| \leq b$ for all $i$. Let $N$ be the sum of number of vertices and edges of $X$. Given $X$ as input there is an algorithm that computes $\text{Aut}(X)$ in time $b!2^{O(b)} N^{O(1)}$.

Next we indicate how the above algorithm can be easily modified to give isomorphisms algorithm for colored hypergraphs with same running time. Let $X = (V, E)$ and $X' = (V', E')$ be two colored hypergraphs. Without loss of generality we assume $V = V' = C_1 \uplus \cdots \uplus C_m$ where $C_i$ is the $i$th color class. As before we partition the edges of both the hypergraphs into $(i)$-block for all $i$. Again we compute $ISO_i(Y, Y')$ where $Y$ and $Y'$ are multihypergraphs induced by $(i)$-block pair $(A, A')$, with the only difference that the block $A$ comes form hypergraph $X$ and $A'$ form $X'$. In the final step we compute the set of isomorphism $ISO(X, X')$ from $X$ to $X'$. Thus we have

**Theorem 5.4.3** Let $X = (V, E)$ and $X' = (V', E')$ be two colored hypergraphs with $V = C_1 \uplus \cdots \uplus C_m$ where $C_i$ is colored with color $i$ and $|C_i| \leq b$ for all $i$. Let $N$ be the sum of number of vertices and edges of $X$. Given $X$ and $X'$ as input there is an algorithm that computes the set $ISO(X, X')$ of isomorphism form $X$ to $X'$ in time $b!2^{O(b)} N^{O(1)}$. 
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6.1 Introduction

It often turns out that NP-hard graph problems when restricted to the class of partial $k$-trees for constant $k$ have efficient polynomial-time algorithms [33, 95]. Partial $k$-trees are also known as the class of graphs of treewidth $k$. For constant $k$, in general, they are known as bounded treewidth graphs (formal definitions are given in Section 6.3). Bodlaender [34] gave the first polynomial-time algorithm for testing the isomorphism of partial $k$-trees. Bodlaender’s algorithm, based on dynamic programming, runs in time $O(n^{k+4.5})$.

Our interest is in a complexity-theoretic characterization of Graph Isomorphism for partial $k$-trees using space bounded complexity classes. We explain our motivation for studying the space complexity of $k$-tree isomorphism. On the one hand, we have Lindell’s result [79, 69] that tree canonization is complete for deterministic logspace,\(^1\) which tightly characterizes the complexity of both isomorphism and canonization of trees. What about partial $k$-tree isomorphism? The recent TC\(^1\) upper bound for isomorphism of partial $k$-trees by Grohe and Verbitsky [60] raises the question about a tight complexity-theoretic classification of the problem. It is tempting to conjecture that partial $k$-tree isomorphism should also be complete for deterministic logspace, just like ordinary tree isomorphism. However, the best known complexity bound for even rec-

\(^1\)Provided that the tree is given in the pointer notation; using the parenthesis notation the problem is NC\(^1\)-complete [37, 69].
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Recognizing partial $k$-trees is LOGCFL (the class of decision problems that are logspace many-one reducible to CFLs) [110].

The TC$^1$ bound of [60] suggests that we can put the problem in a natural complexity class contained in TC$^1$ like LOGCFL or DET, or perhaps somewhere in the logspace counting hierarchy. The logspace counting classes, introduced in the seminal paper [7], contain many natural problems sitting in NC$^2$ and have been used to characterize most natural problems in NC$^2$ satisfactorily from a complexity-theoretic viewpoint. A comprehensive study can be found in Allender’s survey article [5].

The content of this chapter is based on [12]. In this chapter we show that full $k$-tree canonization is in FL$^{NL}$. Recall that the canonization problem for graphs is to produce a canonical form $\text{CF}(X)$ for a given graph $X$ such that $\text{CF}(X)$ is isomorphic to $X$ and $\text{CF}(X_1) = \text{CF}(X_2)$ for any pair of isomorphic graphs $X_1$ and $X_2$. It is easy to see that Graph Isomorphism is AC$^0$ reducible to Graph Canonization. However, in general it is not known if the two problems are even polynomial-time equivalent.

Interestingly, the NL oracle required for $k$-tree canonization is a language computed by an NL machine $M$ that is strongly unambiguous: for any two configurations $x$ and $y$ of machine $M$ there is at most one computation path from $x$ to $y$. The class of languages accepted by such NL machines is denoted StUSPACE($\log n$) (StUL for short) by Allender and Lange [6]. As shown in [6], StUL is in fact contained in DSPACE($\log^2 n / \log \log n$), improving the DSPACE($\log^2 n$) bound given by Savitch’s theorem. Furthermore, the complexity class StUL is closed under complementation and even closed under logspace Turing reductions [36, Corollary 15]. Thus, it follows that $k$-tree isomorphism is in StUL. The class StUL is not known to be contained in L. In fact, it contains the class ULIN of unambiguous linear languages [36] which is not known to be in L.

Recently, based on similar approach it has been shown that $k$-tree isomorphism is in L [74]. In Section 6.5 we briefly sketch their algorithm.

We note that parallel algorithms are known for $k$-tree isomorphism. For example, in [59] a processor efficient AC$^2$ algorithm was given for $k$-tree isomorphism. Since StUL $\subseteq$ UL $\subseteq$ NL $\subseteq$ AC$^1$, our upper bound is tighter than previously known bounds from a complexity-theoretic perspective.

We also look into the problem of canonizing $k$-paths, a special case of $k$-trees, and give a logspace canonization algorithm for $k$-paths. We show that $k$-path isomorphism is complete for L.
6.2 Preliminaries

In this chapter, for a graph $X$, let $V(X)$ denote its vertex set and $E(X)$ denote its edge set. The set $\{w \in V(X) \mid \{v, w\} \in E(X)\}$ of all neighbors of $v \in V(X)$ is denoted by $N(v)$. For a subset $U \subseteq V(X)$, we use $X[U]$ to denote the induced subgraph of $X$, where $V(X[U]) = U$ and $E(X[U]) = \{e \in E(X) \mid e \subseteq U\}$.

Next we recall some complexity classes defined by circuits and some space bounded classes.

A language $A$ is in the complexity class $NC^i$ (resp. $AC^i$) if there is a uniform family of circuits $\{C_n\}_n$ of depth $O(\log^i n)$ and size $\text{poly}(n)$ with internal $\text{AND}$, $\text{OR}$ and $\text{NOT}$ gates with bounded (resp. unbounded) fan-in that accepts $A$. $TC^i$ is the extension of $AC^i$ where we additionally allow unbounded $MAJORITY$ gates.

The complexity class $L$ consists of all languages $A$ accepted by a deterministic $O(\log n)$ space bounded Turing machine. $NL$ is defined in the same way by using nondeterministic machines. $FL$ is the class of all functions computable by a deterministic $O(\log n)$ space bounded Turing machine.

A nondeterministic Turing machine $M$ is called unambiguous, if for any input $x$, it has at most one accepting computation path.

$M$ is said to be reach-unambiguous if it is unambiguous and for any input $x$, there is at most one computation path from the starting configuration to any other configuration.

$M$ is said to be strongly unambiguous if it is unambiguous and for any pair of configurations $u$ and $v$ of $M$ there is at most one computation path from $u$ to $v$.

A mangrove is a directed acyclic graph such that there is at most one directed path from $i$ to $j$ for any two nodes $i$ and $j$ in the graph. In other words, a directed graph is a mangrove if and only if for any node $u$ the subgraph induced by $u$ and all nodes reachable from $u$ is a rooted directed tree.

Note that an unambiguous machine $M$ is strongly unambiguous if and only if its configuration graph is a mangrove.

A language $A$ is in the class $UL$ ($RUL$, $StUL$) if there is an $O(\log n)$ space bounded unambiguous (reach-unambiguous, strongly unambiguous, respectively) Turing machine accepting $A$. It is well known that

$$NC^1 \subseteq L \subseteq StUL \subseteq RUL \subseteq UL \subseteq NL \subseteq AC^1 \subseteq TC^1 \subseteq NC^2.$$
The following result of Allender and Lange [6] shows that Savitch’s $\log^2 n$ space deterministic simulation of NL can be improved for StUL and RUL.

**Theorem 6.2.1** [6] $\text{StUL} \subseteq \text{RUL} \subseteq \text{DSPACE}(\log^2 n / \log \log n)$.

### 6.3 $k$-Tree Canonization

We define the classes of $k$-trees and partial $k$-trees in the following definition (see [65]).

**Definition 6.3.1** The class of $k$-trees is inductively defined as follows.

- A clique with $k$ vertices ($k$-clique for short) is a $k$-tree.

- Given a $k$-tree $X'$ with $n$ vertices, a $k$-tree $X$ with $n+1$ vertices can be constructed by introducing a new vertex $v$ and picking a $k$-clique $C$ in $X'$ and then joining $v$ to each vertex $u$ in $C$. Thus, $V(X) = V(X') \cup \{v\}$, $E(X) = E(X') \cup \{\{u, v\} | u \in C\}$.

A partial $k$-tree is a subgraph of a $k$-tree.

Before we go into the $k$-tree canonization we notice that the following characterization of $k$-trees gives a logspace algorithm for recognizing $k$-trees.

**Definition 6.3.2** [72] Let $X = (V, E)$ be a graph. A subset $S$ of $V$ is called a vertex separator for two nonadjacent vertices $u, v \in V$, if in the subgraph of $X$ induced by the vertex set $V - S$ the two vertices $u, v$ are in different connected components. A vertex separator $S$ for $u, v$ is called minimal, if no proper subset of $S$ is a vertex separator for $u$ and $v$. A subset $S \subseteq V$ is a minimal vertex separator if $S$ is a minimal vertex separator for some pair of vertices $u, v \in V$.

**Lemma 6.3.3** [40] A graph $X$ with $n > k$ vertices is a $k$-tree if and only if

- every pair of nonadjacent vertices $u$ and $v$ has a $k$-clique as a minimal vertex separator and

- $E(X)$ contains exactly $\binom{k}{2} + k(n - k)$ edges.
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It is easy to see that the two conditions of Lemma 6.3.3 can be checked in logspace. Hence, from now on we can assume that the input graph $X$ is a $k$-tree. Further we assume that $V(X) = \{1, \ldots, n\}$.

Our algorithm for $k$-tree canonization works by reducing the problem to the problem of canonizing certain labeled trees that encode essential information about $k$-trees. Our initial goal is to define this labeled tree. For this we use the concept of the layer decomposition of a $k$-tree with respect to a base $B$. This concept was introduced in [71] for testing isomorphism in hookup classes. Subsequently, it was used in [39, 59] for the design of efficient $k$-tree isomorphism algorithms.

**Definition 6.3.4** (cf. [71, 59]) Let $X = (V,E)$ be a $k$-tree and let $B \subseteq V$ be a $k$-clique in $X$. Then the $B$-decomposition of $G$ is the sequence of sets $B(0), \ldots, B(p)$ such that $B(0) = B$ and $p = \max\{i \geq 0 \mid B(i) \neq \emptyset\}$, where $B(i + 1)$ is inductively defined by

$$B(i + 1) = \{v \in V - B[i] \mid N(v) \cap B[i] \text{ is a } k\text{-clique}\}.$$  

Here, $B[i]$ denotes the union $B[i] = B(0) \cup \cdots \cup B(i)$.  

The set $B(i)$ is called the $i$th layer of the $B$-decomposition of $X$. Intuitively, the layers of the $B$-decomposition indicate the order in which vertices could be added to $X$ when we choose $B$ as the initial $k$-clique. More precisely, starting with the $k$-tree $X_0 = X[B]$, $X_{i+1} = X[B[i + 1]]$ can be constructed from $X_i = X[B[i]]$ by adding the vertices in $B(i + 1)$ to $X_i$. Recall that $v$ can be added to $X_i$ if and only if the set $N(v) \cap B[i]$ of $v$’s neighbors in $B[i]$, henceforth denoted by $N_i(v)$, induces a $k$-clique in $X_i$. In [71], this set $N_i(v)$ is called the *support* of $v \in B(i)$).

If this process is successful, i.e., if each vertices of $X$ is covered by some layer $B(i)$, then $B$ is called a base of $X$ (cf. [71]).

We first show that any $k$-clique $B$ in $X$ can be used as a base for constructing $X$ (see Lemma 6.3.8).

**Definition 6.3.5** A vertex $v$ of a $k$-tree $X$ is called simplicial, if $N(v)$ induces a $k$-clique in $X$.

**Claim 6.3.6** Any $k$-tree $X$ with $n \geq k + 2$ vertices has at least two nonadjacent simplicial vertices.
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Proof. The proof is by induction on \( n \). If \( n = k + 2 \), then \( X \) is obtained from a \((k + 1)\)-clique \( X' \) by choosing a \( k \)-clique \( C \) in \( X' \) and introducing a new node \( v \) which is joined to each vertex in \( C \). Let \( u \) be the unique vertex in \( X' \) not covered by \( C \). Then \( u \) and \( v \) are two nonadjacent simplicial vertices in \( X \). For the inductive step assume that \( X \) has \( n > k + 2 \) vertices. Then \( X \) has been obtained from a \( k \)-tree \( X' \) by introducing a new node \( v \) and joining it to each vertex in a \( k \)-clique \( C \) of \( X' \). Clearly, \( v \) is simplicial in \( X \). Further, by the induction hypothesis, \( X' \) has two nonadjacent simplicial vertices \( u_1 \) and \( u_2 \). Since \( u_1 \) and \( u_2 \) are nonadjacent, at least one of them does not belong to \( C \) and therefore it is also simplicial in \( X \). \( \blacksquare \)

Claim 6.3.7 Let \( B \) be a \( k \)-clique of a \( k \)-tree \( X \) with \( n \geq k + 1 \) vertices. Then \( X \) has a simplicial vertex \( v \notin B \).

Proof. If \( n = k + 1 \), then the only vertex not in \( B \) is simplicial. If \( n > k + 1 \), then Claim 6.3.6 guarantees the existence of two nonadjacent simplicial vertices that cannot be both in \( B \). \( \blacksquare \)

Lemma 6.3.8 For any \( k \)-tree \( X = (V, E) \) and any \( k \)-clique \( B \), the \( B \)-decomposition forms a partition of \( V \).

Proof. The proof is by induction on \( n \). The base case \( n = k \) is clear. For the inductive step assume that \( n \geq k + 1 \) and let \( B(0), \ldots, B(p) \) be the \( B \)-decomposition of \( X \). By Claim 6.3.7, \( X \) has a simplicial vertex \( v \) not in \( B \). It is easy to prove that \( X - v \) is a \( k \)-tree and hence, by the induction hypothesis, the \( B \)-decomposition \( B'(0), \ldots, B'(p') \) of \( X - v \) forms a partition of \( V - \{v\} \). Now let \( i \geq 0 \) be the minimum integer such that \( N(v) \subseteq B'[i] \). Then it follows that \( B(i + 1) = B'(i + 1) \cup \{v\} \) and \( B(j) = B'(j) \) for all \( j \neq i + 1 \), implying that \( V = B[p] \). \( \blacksquare \)

The following properties of the \( B \)-decomposition have been proved in [71].

Proposition 6.3.9 If \( B \) is a base for a \( k \)-tree \( X = (V, E) \), then the \( B \)-decomposition \( B(0), \ldots, B(p) \) has the following properties.

1. Any two vertices in \( B(i) \), \( i \geq 1 \), are nonadjacent. Hence, \( N_{i-1}(v) = N_i(v) \) for any vertex \( v \in B(i) \).
2. Any vertex \( v \in B(i) \), \( i \geq 2 \), has a unique neighbor \( f(v) \in B(i - 1) \), called the father of \( v \) w.r.t. \( B \).

In order to efficiently compute information on the \( B \)-decomposition of a \( k \)-tree \( X \) we use a directed graph \( D(X, B) \) which is defined as follows (whenever \( X \) and \( B \) are clear from the context we simply write \( D \) instead of \( D(X, B) \)). \( D \) has the vertex set

\[
V(D) = \{B\} \cup \{(C, v) \mid v \notin C \text{ and } C \cup \{v\} \text{ is a } (k + 1)\text{-clique in } X\}
\]

and the vertices of \( D \) are joined by the directed edges in the set

\[
E(D) = \{(B, (B, v)) \mid (B, v) \in V(D)\} \cup \{((C, v), (C', v')) \mid v \in C', v' \notin C, |C \cap C'| = k - 1\}\.
\]

This means that in \( D \) we provide a transition from \((C, v)\) to \((C', v')\) if \( C' \) can be obtained from \( C \) by replacing some vertex \( u \in C \) by \( v \), i.e., \( C' = (C - \{u\}) \cup \{v\} \). Our next aim is to show that \( D \) is a mangrove (see Lemma 6.3.12).

**Claim 6.3.10** For any vertex \( v \in B(i), i \geq 1 \), \( D \) has a directed path of length \( i \) from \( B \) to \((N_{i-1}(v), v)\).

**Proof.** We prove the claim by induction on \( i \). The base case \( i = 1 \) is clear. For the inductive step assume that \( v \in B(i), i \geq 2 \) and let \( f(v) \in B(i - 1) \) be the father of \( v \). By the induction hypothesis it follows that \( D \) has a directed path of length \( i - 1 \) from \( B \) to \((N_{i-2}(f(v)), f(v))\). Clearly, \( f(v) \in N_{i-1}(v) \) and \( v \notin N_{i-2}(f(v)) \). Further, since \( f(v) \) is the only vertex in \( N_{i-1}(v) \) belonging to \( B(i - 1) \), the remaining \( k - 1 \) vertices belong to \( B[i - 2] \) and, as they are also neighbors of \( f(v) \), they belong to the support \( N_{i-2}(f(v)) \) of \( f(v) \). This shows that \( D \) has an edge from \((N_{i-2}(f(v)), f(v))\) to \((N_{i-1}(v), v)\). \( \square \)

**Claim 6.3.11** If \( D \) has a directed path \( B, (C_1, v_1), \ldots, (C_{i-1}, v_{i-1}), (C, v) \) of length \( i \geq 1 \) from \( B \) to some vertex \((C, v)\), then \( v \in B(i) \) and \( C = N_{i-1}(v) \subseteq B \cup \{v_1, \ldots, v_{i-1}\} \).

**Proof.** Again the proof is by induction on \( i \). If \( E(D) \) contains the edge \((B, (B, v))\), then clearly \( v \in B(1) \) via the support \( N_0(v) = B \).
For the inductive step let us assume that $B, (C_1, v_1), \ldots, (C_i-1, v_{i-1}), (C, v)$ is a directed path of length $i \geq 2$ from $B$ to $(C, v)$. Then by the induction hypothesis it follows that $v_{i-1} \in B(i-1)$ via the support $C_{i-1} = N_{i-2}(v_{i-1}) \subseteq B \cup \{v_1, \ldots, v_{i-2}\}$. As $N_{i-2}(v_{i-1}) = N_{i-1}(v_{i-1})$ by part 1 of Proposition 6.3.9, this implies that $C_{i-1}$ contains all neighbors of $v_{i-1}$ in $B[i-1]$. Since $v$ is a neighbor of $v_{i-1}$ that does not belong to $C_{i-1}$, $v$ cannot be in $B[i-1]$. As $((C_{i-1}, v_{i-1}), (C, v)) \in E(D)$, it follows that $C$ is obtained from $C_{i-1}$ by replacing some vertex $u$ in $C_{i-1}$ by $v_{i-1}$, i.e., $C = (C_{i-1} - \{u\}) \cup \{v_{i-1}\} \subseteq B \cup \{v_1, \ldots, v_{i-1}\}$. Hence, all vertices in $C$ belong to $B[i-1]$ and are adjacent to $v$, implying that $v \in B(i)$ via the support $N_{i-1}(v) = C$ (notice that $C \subset N_{i-1}(v)$ would imply $v \notin B[p]$).

Lemma 6.3.12 For any $k$-clique $B$ in a $k$-tree $X$, the graph $D(X, B)$ is a mangrove.

Proof. We first show that $D = D(X, B)$ does not have different paths from $B$ to the same node $(C, v)$.

By Claim 6.3.11, all paths from $B$ to $(C, v)$ have the same length. In order to derive a contradiction let $i$ be minimal such that there are two different paths

$$B, (C_1, v_1), \ldots, (C_{i-1}, v_{i-1}), (C, v) \text{ and,}$$

$$B, (C'_1, v'_1), \ldots, (C'_{i-1}, v'_{i-1}), (C, v)$$

of length $i$ from $B$ to some node $(C, v)$. Then $v_{i-1}$ and $v'_{i-1}$ must be different, since otherwise Claim 6.3.10 implies that $C_{i-1} = N_{i-2}(v_{i-1}) = N_{i-2}(v'_{i-1}) = C'_{i-1}$, contradicting the minimality of the path length $i$. But now Claim 6.3.11 implies that $v_{i-1}$ and $v'_{i-1}$ both belong to $B(i-1)$ as well as to the support $C$ of $v$, contradicting part 2 of Proposition 6.3.9.

To complete the proof suppose there are different directed paths between two nodes $(C, v)$ and $(C', v')$ in $D(X, B)$. Then we would also have different directed paths between the two nodes $C$ and $(C', v')$ in $D(X, C)$, contradicting the argument above. ■

Now let $T = T(X, B)$ be the subgraph of $D(X, B)$ induced by the vertices reachable from $B$. Then Lemma 6.3.12 implies that $T$ is a directed rooted tree with root $B$.

In fact, from Claims 6.3.10 and 6.3.11 it is immediate that by projecting the first component out from the nodes $(C, v) \in V(T)$ we get exactly the tree $T(X)$ defined in
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[71]. There, the following labeling with respect to a bijection $\theta : B \rightarrow \{1, 2, \ldots, k\}$ has been defined.

Let $(C, v)$ be a node in $T$. W.l.o.g. suppose that $C = \{v_1, \ldots, v_k\}$ where $C \cap B = \{v_1, \ldots, v_m\}$ for some $m \leq k$. Notice that by part 1 of Proposition 6.3.9, the $k - m$ vertices in $C - B$ belong to $k - m$ different layers $B(i_1), \ldots, B(i_{k-m})$. Then vertex $(C, v)$ is labeled by the set $\{\theta(v_1), \ldots, \theta(v_m), k + i_1, \ldots, k + i_{k-m}\}$.

We denote the tree $T$ together with this labeling by $T(X, B, \theta)$. The following theorem is due to [71].

**Theorem 6.3.13** Let $X$ and $X'$ be two $k$-trees, let $B$ be a base for $X$ and let $\theta : B \rightarrow \{1, \ldots, k\}$ be a bijection. Then $X$ and $X'$ are isomorphic if and only if there exists a base $B'$ for $X'$ and a bijection $\theta' : B' \rightarrow \{1, \ldots, k\}$ such that the two labeled trees $T(X, B, \theta)$ and $T(X', B', \theta')$ are isomorphic.

The proof of Theorem 6.3.13 crucially hinges on the fact that each isomorphic copy $T'$ of the labeled tree $T(X, B, \theta)$ provides enough information to reconstruct $X$ from $T'$ up to isomorphism. To see why, for $i \geq 1$ let $B_i$ be the set of vertices of $T'$ that have distance $i$ from the root of $T'$ and let $p$ be the maximum distance of any vertex in $T'$ from the root. Then starting with a $k$-clique $X_0$ we can successively add in parallel all the vertices $v \in B_i$ to $X_{i-1}$ for $i = 1, \ldots, p$. The crucial observation is that the labeling $\{\theta(v_1), \ldots, \theta(v_m), k + i_1, \ldots, k + i_{k-m}\}$ of the node $v$ in $T'$ tells us to which vertices in $X_{i-1}$ vertex $v$ should be connected (recall that Claim 6.3.11 guarantees that all vertices in the support of a node either belong to the base or lie on the path from the root to that vertex in the corresponding tree).

To canonize $k$-trees we use Lindell’s [79] deterministic logspace canonization algorithm for trees which can be made to work for any labeled tree by constructing gadgets for labels. More precisely, consider the algorithm $A$ that on input a $k$-tree $X$ computes the canon of all labeled trees $T(X, B, \theta)$ for all $k$-cliques $B$ in $X$ and all bijections $\theta : B \rightarrow \{1, \ldots, k\}$ and picks the lexicographically least among them. Then Theorem 6.3.13 implies that

- if two $k$-trees $X$ and $H$ are isomorphic then any tree of the form $T(X, B, \theta)$ is isomorphic to some tree of the form $T(H, B', \theta')$ and

- if $X$ and $H$ are non-isomorphic then no tree of the form $T(X, B, \theta)$ is isomorphic to some tree of the form $T(H, B', \theta')$. 
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Hence, A outputs the same tree T for both k-trees X and H if and only if X and H are isomorphic, implying that A computes a complete invariant for k-trees.

Furthermore, as explained above, the output tree T of A on input X provides enough information to reconstruct X from T in logspace up to isomorphism. The combination of A with this reconstruction procedure thus yields the desired canonization algorithm A′ for k-trees. It remains to show that A can be implemented in FL_{StUL}. In the next lemma we show that the labeled trees T(X, B, θ) can be computed in logspace relative to some oracle in StUL. The following claim provides this oracle.

**Claim 6.3.14** The problem of deciding whether a vertex \((C, v)\) of D has distance i from B is in StUL.

**Proof.** The algorithm tries to guess a path of length i from B to \((C, v)\) in the tree \(T = T(X, B)\). For that, starting with vertex B, it iteratively guesses a next node \((C', v')\) and checks if T provides an edge from the actual node to that node. If after i steps the algorithm reaches \((C, v)\) then it accepts, otherwise it rejects. Clearly, the algorithm runs in logspace since it has to store only two nodes of T and some counters. Since \(D(X, B)\) is a mangrove by Claim 6.3.12, it is easy to see that the configuration graph is also a mangrove. 

**Lemma 6.3.15** On input a k-tree X, a k-clique B and a bijection \(θ : B → \{1, \ldots, k\}\), the labeled tree \(T(X, B, θ)\) can be computed in logspace relative to some oracle in StUL.

**Proof.** The algorithm for generating \(T = T(X, B, θ)\) first outputs \(V(T)\) by checking for each node \((C, v)\) in \(V(D)\) whether it is reachable from B by using the StUL oracle of Claim 6.3.14. If so, it computes the label of \((C, v)\) by recomputing the layer numbers of all the vertices in C (again using the StUL oracle). Finally, for each distinct pair of nodes in \(V(T)\) it checks whether D provides a directed edge between them.

This shows that the algorithm A described above can indeed be implemented in logspace relative to some oracle in StUL. Hence, we can state our main result.

**Theorem 6.3.16** For each fixed k there is a canonizing algorithm for k-trees that runs in FL_{StUL}.  
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As StUL is closed under logspace Turing reductions [36, Corollary 15], we immediately get the following complexity upper bound for testing isomorphism for $k$-trees.

**Corollary 6.3.17** The isomorphism problem for $k$-trees is in StUL.

Let $X$ be a $k$-tree. Let $\phi : V(X) \rightarrow C$ be a coloring of $X$, where $C$ is a set of colors. Let $B$ be a $k$-clique of $X$ and $\theta : B \rightarrow \{1, \ldots, k\}$ be a bijection. We define a rooted labeled tree $T = T(X, \phi, B, \theta)$ as follows. The vertices and edges of $T(X, \phi, B, \theta)$ are same as of $T(X, B, \theta)$. The only difference between $T(X, B, \theta)$ and $T(X, \phi, B, \theta)$ is in the labeling. The root of $T(X, \phi, B, \theta)$ is labeled by the set $\{\langle \phi(v) \rangle | v \in B\}$. Let $(C, v)$ be a node in $T$. Let $C = \{v_1, \ldots, v_k\}$ where $C \cap B = \{v_1, \ldots, v_m\}$ for some $m \leq k$. Suppose the $k - m$ vertices in $C - B$ belong to $k - m$ different layers $B(i_1), \ldots, B(i_{k-m})$. Then vertex $(C, v)$ is labeled by the tuple

$\{(\theta(v_1), \phi(v_1)), \ldots, (\theta(v_m), \phi(v_m)), i_1, \ldots, i_{k-m}, \phi(v)\}$.

**Theorem 6.3.18** Let $X = (V, E)$ and $X' = (V', E')$ be two $k$-trees. Let $\phi : V \rightarrow C$ and $\phi' : V' \rightarrow C$ be two colorings of the graphs $X$ and $X'$ respectively. Let $B$ be a $k$-clique of $X$ and $\theta : B \rightarrow \{1, \ldots, k\}$ be a bijection. Then $X$ and $X'$ are isomorphic as colored graphs if and only if there is a $k$-clique $B'$ and bijection $\theta' : B' \rightarrow \{1, \ldots, k\}$ such that $T(X, \phi, B, \theta)$ is isomorphic to $T(X', \phi', B', \theta')$.

**Proof.** If $X$ and $X'$ are isomorphic as colored graphs via the isomorphism

$\tau : V(X) \rightarrow V(X')$

then it is easy to check that $T(X, \phi, B, \theta)$ is isomorphic to $T(X', \phi', \tau(B), \theta')$ where $\theta' : \tau(B) \rightarrow \{1, \ldots, k\}$ is the bijection which satisfies $\theta'(v') = \theta(\tau^{-1}(v'))$ for all $v' \in \tau(B)$.

For the other direction suppose $T = T(X, \phi, B, \theta)$ and $T' = T(X', \phi', B', \theta')$ are isomorphic for some $k$-clique $B'$ and bijection $\theta' : B' \rightarrow \{1, \ldots, k\}$ via the isomorphism $\pi$. We define a map $\tau : V(X) \rightarrow V(X')$ as follows. Let $(C, v)$ be a vertex of $T(X, \phi, B, \theta)$. Let $\pi((C, v)) = (C', v')$. Then define $\tau(v) = v'$. Let $v \in B$. The root of $T$ will have $(\phi(v), \phi(v))$ in its label. As $T$ and $T'$ are isomorphic their their roots get same color. So, there will be some vertex $v' \in B'$ such that $(\theta'(v'), \phi'(v')) = (\theta(v), \phi(v))$. Then define $\tau(v) = v'$. We will prove by induction on
the number \( n \) of the vertices of \( X \) that if \( T \) and \( T' \) are isomorphic then \( \tau \) is an isomorphism between \( X \) and \( X' \) that preserves color.

The base case \(( n = k) \) is easy. So, we assume \( n > k \). As the height of the tree corresponds to the number of layers 6.3.10 and since \( T = T(X, \phi, B, \theta) \) is isomorphic to \( T' = T(X', \phi', B', \theta') \), \( X \) and \( X' \) will have same number \( p \) of layers with respect to \( B \) and \( B' \) respectively. Let \( B(0), \ldots, B(p) \) and \( B'(0), \ldots, B'(p) \) be the layers of \( X \) and \( X' \) respectively. Let \( v \in B(p) \) be a simplicial vertex in \( X \). Let \((C, v) \) be the node containing \( v \) in \( T \). Let \( \overline{\tau}((C, v)) = (C', v') \). It is clear that \( T(X - \{v\}, \phi|_{V - \{v\}}, B, \theta) = T(X, \phi, B, \theta) - \{(C, v)\} \) will be isomorphic to \( T(X' - \{v'\}, \phi'|_{V' - \{v'\}}, B', \theta') = T(X', \phi', B', \theta') - \{(C', v')\} \) via \( \tau \) restricted to the nodes of \( T(X - \{v\}, \phi|_{V - \{v\}}, B, \theta) \). So, by induction hypothesis \( \tau|_{V - \{v\}} \) will be an isomorphism between \( X - \{v\} \) and \( X' - \{v'\} \). Now, \( \tau(v) = v' \) by the definition of \( \tau \) (remember, \( \overline{\tau}((C, v)) = (C', v') \)). Notice that \( \phi(v) = \phi(v') \). Thus \( \tau \) preserves color, as by induction hypothesis \( \tau|_{V - \{v\}} \) preserves color.

Let \( \{v, w\} \in E \). By induction hypothesis, it is enough to prove \( \{\tau(w), \tau(v)\} \in E' \).

Suppose \( w \in B(0) = B \). Then as \( v \) is simplicial \( w \in C \). Hence \((C, v) \) gets \((\theta(w), \phi(w)) \) in its label. The node \((C', v') \) can get this label only from \( \tau(w) \). Thus, \( \tau(w) \in C' \) and \( \{\tau(w), \tau(v)\} \in E(X') \).

Let \( w \in B(i), \) where \( i > 0 \). Let \( u \in B(p - 1) \) be the father of \( v \) in the \( B \)-decomposition of \( X \). Let \((C_u, u) \) be the node in \( T \) corresponding to \( u \). Similarly, let \( u' \in B'(p - 1) \) be the father of \( v' \) in the \( B' \)-decomposition of \( X' \) and \((C_{u'}, u') \) be the node in \( T' \) corresponding to \( u' \). As \( \overline{\tau}((C, v)) = (C', v') \), the isomorphism \( \overline{\tau} \) must also map the only neighbor \((C_u, u) \) of \((C, v) \) to the only neighbor \((C_{u'}, u') \) of \((C', v') \), i.e., \( \overline{\tau}((C_u, u)) = (C_{u'}, u') \). Thus, \( \tau(u) = u' \). If \( w = u \) then, by the above reasoning \( \{\tau(v), \tau(w)\} = \{v', u'\} \in E' \). If \( w \neq u \) then \( w \in B(i) \) where \( 0 < i < p - 1 \). Let \((C_w, w) \) be the node of \( T \) that corresponds to \( w \). Let \( \overline{\tau}((C_w, w)) = (C_{w'}, w') \). So, \( \tau(w) = w' \). As \( \overline{\tau} \) is an isomorphism between \( T \) and \( T' \), the distance of \((C_w, w) \) from the root of \( T \) must be same as the distance of \((C_{w'}, w') \) from the root of \( T' \). Thus by Claim 6.3.10 and 6.3.11 \( w' \in B'(i) \). Notice that as \( \{w, v\}, \{u, v\} \in E \) and \( v \) is simplicial, \( \{u, w\} \in E \). Hence by induction hypothesis \( \{\tau(u), \tau(w)\} = \{u', w'\} \in E' \). As \( v \) has the neighbor \( w \) in \( i \)th layer \((C, v) \) gets \( i \) in its label. Thus, the image \((C', v') \) of \((C, v) \) under \( \overline{\tau} \) must also get \( i \) in its label. So there must be some \( w'' \in B'(i) \) which is adjacent to \( v' \). But \( w'' \) must be adjacent to \( u' \) also, because \( v' \) is simplicial and \( u' \) is adjacent to \( v' \). By Proposition 6.3.9, the vertex \( u' \) cannot have two neighbors \( w' \) and
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in the same layer $i$. So we must have $w' = w''$. Hence $\{\tau(v), \tau(w)\} = \{v', w'\} = \{v', w''\} \in E'$.

\[\]  

**Theorem 6.3.19** Let $X$ be a $k$-tree and $\phi : V(X) \rightarrow C$ be a coloring of the vertices of $X$. Then the canonical form of the colored graph $X$ can be computed in $FL^{StUL}$.

**Proof.** The algorithm $A$ to canonize a colored $k$-tree again uses Lindell’s deterministic logspace algorithm to canonize labeled trees, $T(X, \phi, B, \theta)$ for all $k$-cliques $B$ of $X$ and all bijections $\theta : B \rightarrow \{1, \ldots, k\}$ and take the least among them. As a consequence of Theorem 6.3.18, this will give complete invariant. But form the complete invariant the canon of the colored graph $X$ can be computed in logspace. The only question is how to produce $T(X, \phi, B, \theta)$ form the colored graph $X$. But this problem is again reduces to deciding the layer number of a vertex $v$ in $X$ in the $B$-decomposition of $X$. The layer number of $v$ can be found in $StUL$ as in Claim 6.3.14. The labeled tree $T(X, \phi, B, \theta)$ can be found in a similar way as in Lemma 6.3.15.

An automorphism of a graph $X = (V, E)$ (possibly colored) is a bijection $\xi : V \rightarrow V$ that is an isomorphism for $X$ to itself (in case of colored graphs the isomorphism is color preserving). An automorphism $\xi$ is nontrivial if for some vertex $v$ of $X$, $\xi(v) \neq v$. If $X$ has no nontrivial automorphism then the graph is called rigid. It is easy to see that the set of all automorphisms of a graph $X$ forms a group under composition. We denote this group by $Aut(X)$. Next we list some problems related to automorphism.

**Definition 6.3.20** (GA) Input: A graph $X = (V, E)$.

Problem: Decide if $X$ has a nontrivial automorphism.

**Definition 6.3.21** (SAuto) Input: A graph $X = (V, E)$ and a list of pairs of vertices $(u_1, v_1), \ldots, (u_l, v_l)$.

Problem: Decide if $X$ has an automorphism $\xi$ such that $\xi(u_i) = v_i$ for $i = 1, \ldots, l$.

**Definition 6.3.22** (AUTO) Input: A graph $X = (V, E)$.

Problem: Compute a generating set for the automorphism group $Aut(X)$ of $X$. 
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Definition 6.3.23 (SAUTO) Input: A graph $X = (V, E)$ and a list of pairs of vertices $(u_1, v_1), \ldots, (u_l, v_l)$.

Problem: Compute an automorphism $\xi$ of $X$ such that $\xi(u_i) = v_i$ for $i = 1, \ldots, l$, if there is any such automorphism, otherwise output “does not exist”.

Let $X = (V = \{1, \ldots, n\}, E)$ be a graph. Observer that $\text{GA} \leq \text{LT}_{\text{SAuto}}$, since a logspace machine can query the oracle for $\text{SAuto}$ with $(X, i, j)$ for all $1 \leq i < j \leq n$ and accept if any of the query is answered yes.

Lemma 6.3.24 $\text{SAuto} \leq \text{LT}_{\text{AUTO}}$.

Proof. Let $X = (V, E)$ be a graph. We first show $\text{SAuto} \leq \text{LT}_{\text{AUTO}}$. Let $(X, ((u_1, v_1), \ldots, (u_l, v_l)))$ be an instance of $\text{SAuto}$. We form a colored graph $Y$ by taking two disjoint copies of $X$. In the first copy we color vertex $u_i$ using color $c_i$, and in the second copy we color vertex $v_i$ using color $c_i$ for $i = 1, \ldots, l$, where the colors $c_1, \ldots, c_l$ are distinct. We can now query AUTO for input $Y$ to get a generating set for $\text{Aut}(Y)$. By construction, $(X, ((u_1, v_1), \ldots, (u_l, v_l)))$ is a yes instance of $\text{SAuto}$ if and only if there is a generator mapping $u_i$ to $v_i$ for $i = 1, \ldots, l$. A logspace machine can easily check for this by examining the generators.

Lemma 6.3.25 $\text{AUTO} \leq \text{LT}_{\text{SAUTO}}$.

Proof. Let $X = (V = \{1, \ldots, n\}, E)$ be a graph. Let $G = \text{Aut}(X)$ be the automorphism group of $X$. Let $G^{(i)}$ denote the subgroup of $G$ which fixes the vertices $1, \ldots, i$, i.e., each element $g$ in $G^{(i)}$ satisfies the property $j^g = j$ for all $j = 1, \ldots, i$. Clearly $G^{(i)}$ is a subgroup of $G^{(i-1)}$. Thus we get a tower of subgroups

$$< id > = G^{(n-1)} \leq \cdots \leq G^{(i)} \leq G^{(i-1)} \leq \cdots \leq G^{(1)} \leq G^{(0)} = G$$

where $id$ is the identity permutation. A logspace machine starts with $G^{(n-1)}$ which is identity. Suppose the machine has output a generating set $S^{(i)}$ for $G^{(i)}$. We describe how the machine will augment $S^{(i)}$ with the coset representatives of the cosets of $G^{(i)}$.
in $G^{(i-1)}$. Each coset of $G^{(i)}$ in $G^{(i-1)}$ corresponds to a vertex $j$ where $i$ is moved all the permutation in that coset. Let $g_1 G^{(i)} , \cdots , g_m G^{(i)}$ be the cosets of $G^{(i)}$ in $G^{(i-1)}$. Notice $G^{(i-1)} = G^{(i)} \cup g_1 G^{(i)} \cup \cdots \cup g_m G^{(i)}$. To find the coset representatives the oracle for SAUTO can be queried with the instance $(X, (1, 1), \cdots , (i-1, i-1), (i, j))$ for all $j > i$. Let for $j = j_1, \cdots , j_m$ the oracle outputs the permutations $\tau_1 , \cdots , \tau_m$. (For some query the oracle may output “does not exists”). The generating set for $G^{(i-1)}$ will be $S^{(i)} \cup \{\tau_1 , \cdots , \tau_m\}$. Whenever a query is answered by a permutation $\tau$, the permutation $\tau$ is written on the output tape by the machine. The machine can thus compute Aut$(X)$ by outputting the coset representatives of $G^{(i)}$ in $G^{(i-1)}$ for $i = n-1, \cdots , 1$.

The set of all isomorphisms form $X$ to CF$(X)$ is called Canonical Labelling Coset CL. It can be checked that the CL is of the form Aut$(X)\xi$, where $\xi$ is some isomorphism from $X$ to CF$(X)$. So, the canonical labeling coset CL of a graph $X$ can be computed easily if some member $\xi$ of CL and the automorphism group Aut$(X)$ is known.

**Definition 6.3.26 (CL-Coset)** Input: A graph $X = (V, E)$.

Problem: Compute the canonical labeling coset CL of $X$.

**Definition 6.3.27 (COLOR-CP)** Input: A graph $X = (V, E)$ be a colored graph.

Problem: Compute an isomorphism from $X$ to CF$(X)$, i.e., compute a member of the canonical labeling coset of the colored graph $X$.

**Remark 6.3.28** Notice that COLOR-CP is neither a language nor a (single valued) function (same input might have different output). It is basically a search problem. We subsequently assume that any oracle for COLOR-CP actually computes a function, i.e., an input has unique output.

Next we show that a logspace machine can solve SAUTO if it has access to an oracle for COLOR-CP.

**Lemma 6.3.29** SAUTO $\leq_L^T$ COLOR-CP.

*Proof.* Let $(X, ((u_1, v_1), \cdots , (u_l, v_l)))$ be a instance of SAUTO where $X = (V, E)$ is a graph and $u_1, \cdots , u_l, v_1, \cdots , v_l \in V$. Let $X_1$ be the graph $X$ with $u_1, \cdots , u_l$ colored with colors $c_1, \cdots , c_l$ respectively. Similarly, let $X_2$ be the graph $X$ with $v_1, \cdots , v_l$ colored with colors $c_1, \cdots , c_l$ respectively. A logspace machine queries the oracle for
COLOR-CP with \( X_1 \) and \( X_2 \) and checks if the two canonical forms are the same. Notice that it requires several queries to do this because the result of a query cannot be stored. If they two canonical forms are same then the machine proceeds to compute the required automorphism. Let \( \xi_1 \) be an isomorphism from the colored graph \( X_1 \) to its canonical form \( CF(X_1) \) and let \( \xi_2 \) be an isomorphism form \( X_2 \) to \( CF(X_2) \). Then it is clear that 
\[
\xi = \xi_1 \xi_2^{-1}
\] 
maps \( u_i \) to \( v_i \) for \( i = 1, \ldots, l \). The logspace machine finds the image of all vertex under the map \( \xi \). To know where a vertex \( u \) goes under the permutation \( \xi \) it first queries the oracle for \( \text{COLOR-CP} \) with \( X_1 \) and finds the placement \( v' = \xi(u) \). Next it queries \( \text{COLOR-CP} \) with \( X_2 \) and finds the preimage \( v = \xi_2^{-1}(v') \) of \( v' \). It can then output the information that \( u \) is mapped to \( v \) under \( \xi \) and proceeds to find the image of the next vertex under \( \xi \).

As \( \text{AUTO} \leq \text{L} \) \( \text{SAUTO} \) and \( \text{SAUTO} \leq \text{L} \) \( \text{COLOR-CP} \) we get the following.

**Lemma 6.3.30** \( \text{AUTO} \leq \text{L} \) \( \text{COLOR-CP} \).

If the canonical placement and the automorphism group of a graph can be computed the it readily gives a solution to \( \text{CL-Coset} \). From Lemma 6.3.30 we an deduce the lemma.

**Lemma 6.3.31** \( \text{CL-Coset} \leq \text{L} \) \( \text{COLOR-CP} \).

Our algorithm \( A \) for canonizing colored \( k \)-trees can be easily modified to give an algorithm which gives the canonical placement as follows. While canonizing a color \( k \)-tree \( X \) the algorithm has to keep track of the vertices of \( X \) and the corresponding vertices of the labelled tree \( T(X, \phi, B, \theta) \). Also, Lindell’s deterministic algorithm for tree canonization can be easily modified to give a logspace algorithm for canonical placement of trees. In fact Lindell’s algorithm implicitly computes the canonical placement of a tree. Hence by the above lemma we get the theorem.

**Theorem 6.3.32** For any fixed \( k \), the problem \( \text{CL-Coset} \) for \( k \)-trees is in \( \text{StUL} \).

### 6.4 \( k \)-Path Canonization

A \( k \)-path is a special type of \( k \)-tree. The subgraphs of \( k \)-paths are called partial \( k \)-paths. They coincide with the graphs of *pathwidth* at most \( k \) [92]. In [61] a polynomial time algorithm for subgraph isomorphism for bounded pathwidth graphs was given. Here we look at the space complexity of the canonization problem for \( k \)-paths.
Definition 6.4.1 An interval graph is a graph whose vertices can be put in one to one correspondence with a set of open intervals on the real line such that two vertices are adjacent if and only if the corresponding intervals have a nonempty intersection.

Definition 6.4.2 [72] A $k$-path is a $k$-tree which is an interval graph.

An alternative constructive definition of $k$-paths is given in [61]. The idea is to restrict the choice of the $k$-clique used as support for adding a new vertex depending on the support of the previously added vertex. The restriction can be best described by maintaining the notion of current clique.

Initially the starting clique is the current clique. When a new vertex is added it is joined to each vertex in the current clique. After adding the new vertex the current clique may remain the same (in that case the new vertex added becomes simplicial) or it may change by dropping a vertex and adding the new vertex in the current clique. Clearly, when a vertex is dropped it cannot come back in the current clique.

The difference between the definition of $k$-tree and the constructive definition of $k$-path is that for $k$-trees a new vertex can be joined to any $k$-clique when expanding a $k$-tree, whereas for $k$-paths a new vertex can only be added to the current clique of a $k$-path.

From this constructive definition of $k$-paths the following characterization of $k$-paths in the terminology of Section 6.3 can be obtained. Recall that a caterpillar is a rooted tree in which each node has at most one child that is not a leaf.

Lemma 6.4.3 A $k$-tree $X$ is a $k$-path if and only if for some base $B$ of $X$, the tree $T(X, B)$ is a caterpillar.

Proof Sketch. Assume that $X = (V, E)$ is a $k$-path and let $C_i$, $i = k, \ldots, n - 1$, be the current $k$-clique that has been used as support for adding vertex $v_{i+1}$ to $X_i = X_i[v_1, \ldots, v_i]$, where $C_k = \{v_1, \ldots, v_k\}$ is the initial $k$-clique. Notice that $C_i \neq C_{i+1}$ implies $C_j \neq C_i$ for all $j > i$. Now it is easy to verify that $T = T(X, C_1)$ is a caterpillar with vertices $C_k, (C_k, v_{k+1}), \ldots, (C_{n-1}, v_n)$ containing for each $j \geq k$ with $C_j = C_k$ the edge $(C_k, (C_k, v_{j+1}))$ and for each pair $i, j$ with $C_i \neq C_{i+1} = C_j$ the edge $((C_i, v_{i+1}), (C_j, v_{j+1}))$.

For the other direction assume that $T = T(X, B)$ is a caterpillar and let $B(0), \ldots, B(p)$ be the $B$-decomposition of $X$. We call $v \in V - B$ a leaf node if $(N_{i-1}(v), v)$ is a leaf.
in $T$. Now we can order the vertices of $X$ in such a way that all the vertices in $B(i)$ precede the vertices in $B(i+1)$ and within each layer $B(i)$, $i > 0$, the leaf nodes come first. Let $v_1, \ldots, v_n$ be such an ordering. Then it is easy to verify that we can construct $X$ from the initial $k$-tree $X_k = X[B] = X[v_1, \ldots, v_k]$ by successively adding the vertices $v_{i+1}$ to $X_i = X[v_1, \ldots, v_i]$ using $N_i(v_{i+1})$ as the current clique.

Let $X = (V, E)$ be a $k$-path. Let $\phi : V \rightarrow C$ be a coloring of its vertices, where $C$ is a set of colors. To canonize the given colored $k$-path $X$ we use a similar approach as the one that we used in Section 6.3 for colored $k$-trees. In fact, the only difference is that now our algorithm $A$ additionally checks for each base $B$ whether $T(X, B)$ is a caterpillar. Notice that this can easily be done in logspace as follows.

Starting with the root $B$ as the current node, the algorithm verifies that the current node has at most one child $(C', v')$ in $T(X, B)$ that is not a leaf and then proceeds with $(C', v')$ as the next current node (if the current node has two or more non leaf children, the algorithm detects that $T(X, B)$ is not a caterpillar).

As soon as the algorithm reaches a node that has only leaves as children it decides that $T(X, B)$ is a caterpillar and starts to compute the canons of the labeled trees $T(X, \phi, B, \theta)$ for all bijections $\theta : B \rightarrow \{1, \ldots, k\}$ as explained in Section 6.3.

Since for a caterpillar $T(X, B)$ the oracle described in Claim 6.3.14 is clearly decidable in logspace, the algorithm $A$ works in logspace. The output of the algorithm $A$ will be a canonical invariant, but as mentioned in Section 6.3, a canonical form of $X$ can be computed in logspace form this canonical invariant. Thus, we have the following theorem.

**Theorem 6.4.4** Let $X = (V, E)$ be a $k$-path for some fixed $k$. Let $\phi : V \rightarrow C$ be a coloring of its vertices. Then the canonical form of the colored graph $X$ can be computed in $L$.

As a consequence of the above theorem we get the result.

**Corollary 6.4.5** For each fixed $k$ there is a logspace canonizing algorithm for $k$-paths. Hence, the isomorphism problem for $k$-paths is in $L$.

Here also we note that the above canonization algorithm can be modified easily to give a logspace algorithm for COLOR-CP for $k$-paths. Hence by Lemma 6.3.31 we deduce that $CLC\coset$ for $k$-paths is in $FL$. 
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**Corollary 6.4.6** For any fixed $k$, computing the canonical labelling coset of a $k$-path is in FL.

We know that the problem GA logspace disjunctively reduces to the problem of deciding if two colored graphs are isomorphic. Hence, as another corollary of Theorem 6.4.4 we get

**Corollary 6.4.7** Given a $k$-path $X$ deciding if $X$ has nontrivial automorphism, i.e., the GA problem for $k$-paths is in L.

Next we will prove that $k$-path isomorphism is complete for L under disjunctive truth-table reductions computable in uniform $AC^0$, which we denote in the sequel by $\leq_{d} AC^0$. To do this we will give a $\leq_{d} AC^0$ reduction from the following L-complete problem [48] to $k$-path isomorphism.

**Definition 6.4.8 (Order between Vertices(ORD))** Input: A directed path $X = (V = \{v_1, \ldots, v_n\}, E)$ given by its adjacency list and two vertices $v_i, v_j \in V$.

Problem: Decide if $v_i < v_j$ in the total order induced on $V$ by the directed edges.

Our reduction is essentially based on the reduction of ORD to tree isomorphism problem shown in [69].

Let $(X, v_i, v_j)$ be an input instance of ORD. Without loss of generality we assume that $v_1$ and $v_n$ are the vertices with indegree zero and outdegree zero respectively. We assume that $v_i$ and $v_j$ are different from $v_1$ and $v_n$.

Now, consider a new undirected graph $X'$ obtained from $X$ by coloring the vertex $v_i$ red, vertex $v_j$ green and the last vertex $v_n$ is colored blue, and by dropping the edge directions. Define $\binom{n}{2}$ pairs of undirected graphs $X_{p,q}$ for $1 \leq p < q < n$, where each $X_{p,q}$ has vertex set $\{v_1, \ldots, v_n\}$ and edge set $\{\{v_m, v_{m+1}\} | 1 \leq m \leq n - 1\}$. Furthermore, in $X_{p,q}$ the node $v_p$ is colored red, $v_q$ is colored green and the last vertex $v_n$ is colored blue. Clearly, $(X, v_i, v_j)$ is a yes instance of ORD if and only if the colored graph $X'$ is isomorphic to $X_{p,q}$ for some $1 \leq p < q < n$.

Next we construct $k$-paths corresponding to the graphs $X'$ and $X_{p,q}$. First we show how to construct a $k$-path $H = (V', E')$ corresponding to $X'$. It will have the following vertex set

$$V' = V \cup \{1, \ldots, k - 1\} \cup \{a_l | l = 1, 2\} \cup \{b_l | l = 1, \ldots, 4\} \cup \{c_l | l = 1, \ldots, 8\}$$
We will define the graph using current cliques. Before that we define the following sets.

\[ L_1 = \{v_1\}, \quad v_1 = v_1 \]

for \( m \leq k \), \( L_m = \{v_1, \ldots, v_m\} \) where \( d(v_1, v_m) = m \) and \( (v_p, v_{p+1}) \in E \)

for \( m > k \), \( L_m = \{v_1, \ldots, v_k\} \) where \( d(v_1, v_k) = m \) and \( (v_p, v_{p+1}) \in E \)

The sequence of current cliques in \( H' \) is the following:

\[ \{1, \ldots, k-1\} \cup L_1, \{2, \ldots, k-1\} \cup L_2, \ldots, \{k-1\} \cup L_{k-1}, L_k, \ldots, L_n. \]

Let \( C_{m_1} \) be the clique in the above sequence where \( v_i \) appears for the first time. Also let \( C_{m_2} \) be the clique where \( v_j \) appears for the first time. We attach the vertices \( a_1 \) and \( a_2 \) to the clique \( C_{m_1} \) and \( b_1, \ldots, b_4 \) to the current clique \( C_{m_2} \). We attach \( c_1, \ldots, c_8 \) to the clique \( L_m \). This completes the description of the \( k \)-path \( H' \). Notice that to compute \( H' \) it is not necessary to compute the set \( L_1, \ldots, L_n \) or the current clique sequence. Given any two vertex \( u \) and \( v \) in \( V \) it is sufficient to know if the distance between them is less than \( k \) in the directed graph \( X \). This computation can be done in \( AC^0 \).

Next we construct a \( k \)-path \( H_{p,q} = (V', E_{p,q}) \) which corresponds to the graph \( X_{p,q} \). The vertex set \( V' \) is same as the vertex set of \( H' \). We will define the graph using current cliques.

Let

\[ R_1 = \{v_1\} \]

for \( m \leq k \), \( R_m = \{v_1, \ldots, v_m\} \)

for \( m > k \), \( R_m = \{v_{m-k+1}, \ldots, v_m\} \).

The sequence of current cliques in \( H_{p,q} \) is the following:

\[ \{1, \ldots, k-1\} \cup R_1, \{2, \ldots, k-1\} \cup R_2, \ldots, \{k-1\} \cup R_{k-1}, R_k, \ldots, R_n. \]

We attach the vertices \( a_1 \) and \( a_2 \) to the clique \( R_p \) and the vertices \( b_1, \ldots, b_4 \) to the clique \( R_q \). We attach \( c_1, \ldots, c_8 \) to the clique \( R_n \). Again we notice that \( H_{p,q} \) can be computed in \( AC^0 \).

It is easy to see that if \( X' \) and \( X_{p,q} \) are isomorphic then so are \( H' \) and \( H_{p,q} \). For the other direction we will use Theorem 6.3.13. Let \( B = \{1, \ldots, k-1\} \cup \{v_1\} \). The tree \( T = T(H, B, \theta) \) is a caterpillar where \( \theta : B \to \{1, \ldots, k\} \) is defined as follows: \( \theta(i) = i \) for \( i = 1, \ldots, k-1 \) and \( \theta(v_1) = k \). The caterpillar will have two legs at the
node corresponding to the vertex $v_i$, four legs at the node corresponding to the vertex $v_j$ and eight legs at node corresponding to $v_n$. Let $T_{p,q} = T(\mathcal{H}_{p,q}, B', \theta')$ for some $B'$ and $\theta'$. For $T$ and $T_{p,q}$ to be isomorphic $B'$ must be same as $B$. This caterpillar will have two, four and eight legs at nodes corresponding to the vertices $v_p$, $v_q$ and $v_n$ respectively. Now it is easy to see that if $\mathcal{H}'$ and $\mathcal{H}_{p,q}$ are isomorphic then $X'$ and $X_{p,q}$ are also isomorphic.

**Theorem 6.4.9** For each $k$, $k$-path isomorphism is complete for $L$ under $\leq^{AC^0}_d$ reduction.

We have seen in Corollary 6.4.7 that the GA problem for $k$-path is in $L$. Here we will prove that the problem is in fact complete for $L$ under $\leq^{AC^0}_d$ reduction. We will do this by showing that the ORD problem $AC^0$ disjunctively reduces to the $k$-path automorphism problem. Let $(X, v_i, v_j)$ be an instance of ORD. Again, we will use the idea of the colored graphs $X'$ and $X_{p,q}$. Let $\mathcal{H}_{p,q}$ be the colored graph obtained by fusing the vertex $v_1$ of the graphs $X'$ and $X_{p,q}$. Notice that $\mathcal{H}_{p,q}$ has a nontrivial automorphism if and only if $(X, v_i, v_j)$ is an “yes” instance of ORD. Next we will construct a $k$-path $C_{p,q}$ which will represent the graph $\mathcal{H}_{p,q}$. We will construct $C_{p,q}$ using the idea of current cliques. We assume without loss of generality that $v_1$ has indegree 0, $v_n$ has out degree 0 and the distances from $v_1$ to $v_i$ and $v_j$ are more that $k + 1$. We also assume that the distance between $v_i$ and $v_j$ is more than 2. As before we define the following sets

$$R_1 = \{v_1\}$$

for $m \leq k$, $R_m = \{v_1, \ldots, v_m\}$

for $m > k$, $R_m = \{v_{m-k+1}, \ldots, v_m\}$.

and the sets

$$L_1 = \{v_1\}, v_{i_1} = v_1$$

for $m \leq k$, $L_m = \{v_1, \ldots, v_m\}$ where $d(v_1, v_m) = m$ and $(v_p, v_{p+1}) \in E$

for $m > k$, $L_m = \{v_1, \ldots, v_k\}$ where $d(v_1, v_k) = m$ and $(v_p, v_{p+1}) \in E$

The vertex set of $C_{p,q}$ is

$$V = \{w_i \mid i = 1, \ldots, n\} \cup \{v_i \mid i = i, \ldots, n\} \cup \{-k - 1, \ldots, 2k + 1\}.$$
For integers \(a, b\) where \(a < b\) let \([a, b]\) denote the interval \(\{i \mid i = a\text{ to } b\}\). The sequence of current cliques is as follows.

\[
L_n, \ldots, L_{k+1}, L_k, \quad L_{k-1} \cup \{-k - 1\}, L_{k-2} \cup [-k - 1, -k], \ldots, L_1 \cup [-k - 1, -3], \quad \{-k - 1, -2\}, \ldots, [k + 2, 2k + 1], \quad [k + 3, 2k + 1] \cup R_1, [k + 4, 2k + 1] \cup R_2, [2k, 2k + 1] \cup R_{k-2}, \{2k + 1\} \cup R_{k-1}, \quad R_k, \ldots R_n.
\]

Let \(L_{i_1}\) be the first set in the sequence where \(v_i\) appears and let \(L_{i_2}\) be the first set where \(v_j\) appears. Notice that \(L_{i_2-1}\) and \(L_{i_2+1}\) are the two sets just before and after the set \(L_{i_2}\) in the sequence. We connect vertex \(u_1\) to all the vertices in the set \(L_{i_1}\), we connect the vertices \(u_2\) and \(u_3\) to the cliques \(L_{i_2-1}\) and \(L_{i_2+1}\) respectively. Similarly we connect the vertices \(w_1, w_2\) and \(w_3\) to all the vertices of the cliques \(R_p, R_{q-1}\) and \(R_{q+1}\) respectively.

We have to prove that \(C_{p,q}\) has a nontrivial automorphism if and only if \(H_{p,q}\) has a nontrivial automorphism for some \(p, q\) where \(p < p + 1 < q\). For that we use the next theorem. The proof of the theorem is similar to Theorem 6.3.13.

**Theorem 6.4.10** Let \(X\) be a \(k\)-tree. Let \(B\) be a clique in \(X\) and \(\theta : B \rightarrow \{1, \ldots, k\}\) be a bijection. Then \(X\) has a nontrivial automorphism iff there is a clique \(B'\) and bijection \(\theta' : B' \rightarrow \{1, \ldots, k\}\) such that \(B' \neq B\) or \(B = B'\) but \(\theta(v) \neq \theta'(v)\) for some \(v \in B = B'\) and \(T(X, B, \theta)\) is isomorphic to \(T(X, B', \theta')\).

Suppose \(C_{p,q}\) has a nontrivial automorphism. To apply Theorem 6.4.10 we choose \(B\) to be \(\{1, \ldots, k\}\) and \(\theta\) to be identity. Notice that for any other clique \(B'\), \(T(C_{p,q}, B', \theta')\) (for any \(\theta'\)) will have different height. This forces \(B'\) to be same as \(B\). It is not hard to prove that the only choice of \(\theta'\) that can give nontrivial automorphism is \(\theta'(i) = k+1-i\). But then this will force \(H_{p,q}\) to have nontrivial automorphism. The other direction is similar. If \(H_{p,q}\) has a nontrivial automorphism then so does \(C_{p,q}\). This can be seen again using Theorem 6.4.10 by taking \(B = B' = \{1, \ldots, k\}\), \(\theta(i) = i\) and \(\theta'(i) = k+1-i\). As before the graph \(C_{p,q}\) can be computed in \(\text{AC}^0\).

**Theorem 6.4.11** The **Auto** problem for \(k\)-paths is complete for \(L\) under \(\leq_d^{\text{AC}^0}\) reduction.
6.5 Remarks

Building on the ideas described in this chapter, Köbler and Kuhnert recently gave a logspace algorithm for \( k \)-tree isomorphism \[74\]. Their result along with Theorem 6.4.9 implies that the \( k \)-tree isomorphism is hard of logspace. In this section we mention the salient points of their algorithm. See \[74\] for details.

In Section 6.3 (page 115) we defined a mangrove \( D(X, B) \) and from that we defined a tree \( T(X, B) \) in page 116. In \[74\], instead of doing that they define the following graph.

**Definition 6.5.1 \([74]\)** Let \( X = (V, E) \) be a \( k \)-tree. The tree representation \( T(X) \) of \( X \) is defined by

\[
V(T(X)) = \{ M \subseteq V \mid M \text{ is a } \( k \)-clique or a \( (k + 1) \)-clique \}
\]

\[
E(T(X)) = \{ \{ M_1, M_2 \} \subseteq V \mid M_1 \subset M_2 \}
\]

They prove that the tree representation is actually a tree (and thus the name tree representation) and it can be computed in logspace.

**Theorem 6.5.2 \([74]\)** Let \( X \) be a \( k \)-tree. Then

- The tree representation \( T(X) \) of \( X \) is a tree.
- The tree representation \( T(X) \) can be computed in FL.

Later they define a scheme for labelling the nodes of the tree representation which is similar to \( T(X, B, \theta) \) in Section 6.3 (page 117) which preserves isomorphism. The labelling scheme is shown to be computable in logspace. This gives the logspace algorithm for \( k \)-tree isomorphism.
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