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This article is a quick introduction to the theory of character polyno-
mials which allow us study characters if symmetric groups of Sn across all
n. The main conceptual tool is the formula in § 2.5 for the total Frobe-
nius characteristic of a character polynomial. Formulas for the moments of
character polynomials were first obtained in [3]. Their variants for signed
moments are new.
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1. Preliminaries

In this section we recall basic facts about symmetric functions. A quick
expositions of these facts can be found in Macdonald [2] or Prasad [4, 5].
As usual, Q denotes the field of rational numbers. Following Anglo-French
combinatorialists’ notation, we use N to denote the set of non-negative in-
tegers and P to denote the set of positive integers.

1.1. Integer Partitions. An integer partition is a finite weakly decreas-
ing sequence of positive integers

λ = (λ1, . . . , λl), λ1 ≥ · · · ≥ λl.

The size of the integer partition λ is the sum |λ| of its parts λ1, . . . , λl. Note
that there is one integer partition of size 0, namely the empty partition with
no parts, denoted ∅.

It is often convenient to express the integer partition λ in exponential
notation

λ = 1l12l2 · · · ,
1
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where li is the number of parts of λ that are equal to i. We have

|λ| =
∑
i∈P

ili.

Integers which do not occur in the partition may be omitted from the expo-
nential notation. For example, the partition (4, 4, 2, 1, 1, 1) has exponential
notation 132142. We denote the set of all integer partitions by Par and the
set of integer partitions of size n by Parn.

Given an integer partition λ = (λ1, . . . , λl) its Young diagram is the
array Y (λ) = {(i, j) | 1 ≤ i ≤ l, 1 ≤ j ≤ λi}. The conjugate of a partition
λ is the partition λ′ whose Young diagram is {(j, i) | (i, j) ∈ Y (λ)}.

1.2. Conjugacy classes in Sn. Recall that Sn denotes the set of all per-
mutations of the set [n] = {1, . . . , n}. An cycle of a permutation w ∈ Sn
is a minimal closed subset C ⊂ [n] such that w(C) = C. The cycle C is
said to be an i-cycle if it has cardinality i. The cycle type of a permutation
w ∈ Sn is the integer partition

α = 1a12a2 · · ·

where ai is the number of i-cycles in w.
If w has cycle type α, then [5, Exercise 2.2.24] the centralizer of w in

Sn has cardinality

zα :=
∏
i∈P

iaiai!.

All the permutations of a given cycle type form a conjugacy class in Sn. By
the orbit-stabilizer theorem, the number of permutations with cycle type α
is n!/zα.

1.3. The Schur Inner Product. For each n ∈ N, and class functions
χ and η in Sn, consider the Schur inner product

〈χ, η〉n =
1

n!

∑
w∈Sn

χ(w)η(w).

With respect to this inner product, the irreducible characters of Sn form an
orthonormal basis. By § 1.2,

〈χ, η〉n =
∑

α∈Parn

1

zα
χ(wα)η(wα),

where for each α ∈ Parn, wα denotes a permutation with cycle type α.
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1.4. Symmetric Functions. Let Λ denote the ring of symmetric func-
tions in infinitely many variables x1, x2, . . . and coefficients in Q [4, Sec-
tion 1]. Then

Λ =
⊕
d∈N

Λd,

where Λd is the space of homogeneous symmetric functions of degree d.
Here we are considering formal symmetric functions in infinitely many vari-
ables.

The algebra Λ is the polynomial algebra generated by the powersum
symmetric functions

pn = xn1 + xn2 + · · · for n ∈ P

or the elementary symmetric functions

en =
∑

i1<i2···<in

xi1 · · ·xin for n ∈ P,

or the complete symmetric functions

hn =
∑

i1≤i2≤<in

xi1 · · ·xin for n ∈ P.

It is natural to set e0 = h0 = 1.
For a partition λ = 1l12l2 · · · , powersum, elementary, and complete

symmetric functions are defined by

pλ =
∏
i

pl1i , eλ =
∏
i

elii , hλ = hlii .

The empty products p∅ = e∅ = h∅ = 1.
The degree of pλ, eλ and hλ is |λ|. The assertion that λ is the polynomial

algebra generated by the elementary symmetric functions {pi}i∈P, {ei}i∈P,
{hi}i∈P is equivalent to the assertion that

{pλ | λ ∈ Pard}, {eλ | |λ ∈ Pard}, {hλ | λ ∈ Pard}

are bases of Λd for every d ∈ N.
Let Λ[[t]] denote the ring of formal power series with coefficients in Λ.

We have generating functions

E(t) =
∑
d∈N

edt
d =

∏
i∈P

(1 + xit)(1.4.1)

H(t) =
∑
d∈N

hdt
d =

∏
i∈P

(1− xit)−1(1.4.2)

P (t) =
∑
d∈P

pdt
d−1 =

∑
i∈P

xi
1− xit

.(1.4.3)
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Equations (1.4.1) and (1.4.2) imply

H(t)E(−t) = 1.(1.4.4)

1.5. Complete Symmetric Functions in Terms of Power Sums.

LEMMA. We have

H(t) =
∑
α∈Par

pαt
|α|

zα
.

PROOF. We have

pαt
|α|

zα
=
∑
ai∈N

∏
i∈P

paii t
iai

iaiai!

=
∏
i∈P

∑
ai∈N

(pit
i/i)ai

ai!

=
∏
i∈P

exp(pit/i)

= exp

(∑
j∈P

∑
i∈P

(xjt)
i

i

)

=
∏
j∈P

exp

(
log

1

1− xjt

)
=
∏
j∈P

1

1− xjt
= H(t),

as claimed. �

The expansion of hn in terms of power sum symmetric functions can be
obtained by comparing coefficient of tn on both sides of the identity of the
lemma:

hn =
∑

λ∈Parn

pλ
zλ
.(1.5.1)

1.6. Schur Functions. For each partition λ = (λ1, . . . , λl) the Schur
function sλ can be defined by the l × l Jacobi-Trudi determinants

sλ = det(hλi+j−i) = det(eλ′i+j−i)

Here λ′ denotes the partition conjugate to λ as in § 1.1, and it is understood
that hi = 0 and ei = 0 for i < 0. An easy way to remember how to
write down a Jacobi-Trudi determinant is to first write hλ1 , . . . , hλl along
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the principal diagonal and then note that the subscripts increment along
each row from left to right. For example,

s(2,2,1) = det

h2 h3 h4
h1 h2 h3
0 h0 h1

 .

The conjugate of the partition (2, 2, 1) is (3, 2), and the corresponding de-
terminant of elementary symmetric functions is

s(2,2,1) = det

(
e3 e4
e1 e2

)
.

The symmetric functions {sλ | λ ∈ Pard} also form a basis of Λd for every
d ∈ N.

1.7. The Hall Inner Product. The Schur inner product on Λd is the
one with respect to which Schur functions form an orthogonal basis:

(sλ, sµ)n = δλµ for all λ, µ ∈ Parn .

We have (see [2, §1.6])

(hλ,mµ)n = δλµ,(1.7.1)

(pλ, pµ)n = zλδλµ.(1.7.2)

1.8. Pieri Rules. The elementary and complete symmetric functions
en and hn are in fact special cases of Schur functions:

s(n) = hn and s1n = en for all n ∈ N.

Pieri rules [4, Section 6] allow us to multiply an arbitrary Schur function by
one of these, and express the result as a sum of Schur functions.

DEFINITION. Given partitions λ and µ, we say that µ−λ is a horizontal
(vertical) strip of length k if |µ| = |λ|+k, the Young diagram of µ contains
the Young diagram of λ, and every column (row) of the Young diagram of
µ contains at most one cell that is not in the Young diagram of λ.

LEMMA. Suppose that λ = (λ1, . . . , λl) and µ = (µ1, . . . , µm). Then
µ− λ is horizontal strip if and only if m− 1 ≤ l ≤ m and

µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ · · · ≥ µl−1 ≥ λl−1 ≥ µm ≥ λm,(1.8.1)

taking λm = 0 if l = m− 1.

THEOREM (Pieri Rules). For every λ ∈ Par,

sλhk =
∑
µ

sµ,(1.8.2)
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the sum being over all partitions µ such that λ − µ is a horizontal strip of
length k, and

sλek =
∑
µ

sµ,(1.8.3)

the sum being over all partitions µ such that λ − µ is a vertical strip of
length k.

1.9. An Inversion Formula. If µ−λ is a horizontal (vertical) strip we
write “µ ∈ λ+ h.s.” or “λ ∈ µ− h.s.” (“µ ∈ λ+ v.s.” or “λ ∈ µ− v.s.”).

LEMMA. Suppose f and g are Q-valued functions on Par. Then

g(λ) =
∑

µ∈λ− h.s.

f(µ)(1.9.1)

if and only if

f(λ) =
∑

µ∈λ− v.s.

(−1)|λ|−|µ|g(µ).(1.9.2)

PROOF. Define F,G ∈ Λ[[t]] by

F (t) =
∑
λ∈Par

t|λ|f(λ)sλ, G(t) =
∑
λ∈Par

t|λ|g(λ)sλ.

Then

F (t)H(t) =
∑
λ∈Par

∑
n∈N

tn+|λ|f(λ)sλhn

=
∑
λ∈Par

∑
µ∈λ+ h.s.

t|µ|sµ by (1.8.2)

=
∑
µ∈Par

t|µ|sµ
∑

λ∈µ− h.s.

f(λ).

Thus (1.9.1) is equivalent to the assertion that F (t)H(t) = G(t). Similarly,

G(t)E(−t) =
∑
µ∈Par

t|µ|sµ
∑

λ∈µ− v.s.

(−1)|µ|−|λ|g(λ).

Thus (1.9.2) is equivalent to the assertion that G(t)E(−t) = F (t). The
equivalence of F (t)H(t) = G(t) and G(t)E(−t) = F (t) is a consequence
of (1.4.4). �
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1.10. The Frobenius Characteristic.

DEFINITION. Given a class function f : Sn → Q, its Frobenius char-
acteristic is defined as

chn f =
1

n!

∑
w∈Sn

f(w)pαw ,

where αw denotes the cycle type of the permutation w.

In view of § 1.2,

chn f =
∑
α`n

1

zα
f(wα)pα,

where, for each α ∈ Parn, wα denotes a permutation with cycle type α.
The Frobenius characteristic takes the Schur inner product on class func-

tions (§ 1.3) on Sn to the Hall inner product on Λn (§ 1.7):

THEOREM. For class functions χ and η on Sn,

〈χ, η〉n = (chn χ, chn η)n.

PROOF. We have

〈χ, η〉n =
∑
α`n

1

zα
χ(wα)η(wα)

On the other hand, using the orthogonality of the powersum symmetric
functions from 1.7,

(chn χ, chn η)n =

(∑
α`n

1

zα
χ(wα)pα,

∑
α`n

1

zα
η(wα)pα

)
n

=
∑
α`n

1

zα
χ(wα)η(wα),

thereby proving the theorem. �

1.11. The Murnaghan-Nakayama Formula. The irreducible charac-
ters of Sn are {χλ | λ ∈ Parn}. They are characterized by

chn χ
λ = sλ.(1.11.1)
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The identity (1.11.1) is in fact equivalent to the Murnaghan-Nakayama for-
mula for the expansion of a Schur function in the power-sum basis [5, Sec-
tion 5.4]:

sλ = chn χ
λ

=
∑

α∈Parn

χλ(wα)
pα
zα
.(1.11.2)

Inverting this identity gives

pα =
∑

λ∈Parn

χλ(wα)sλ for all α ∈ Parn .(1.11.3)

2. Character Polynomials and their Frobenius Characteristics

2.1. Character Polynomials. Let

Q = Q[X1, X2, . . . ],

the ring of polynomials in infinitely many variables X1, X2, . . . . The ring
Q has basis

Bmon = {Xα | α ∈ Par},
where for each partition α = 1a12a2 · · · ,

Xα =
∏
i∈P

Xai
i .

The variable Xi is considered to be homogeneous of degree i so that, if
α ∈ Parn, then the monomial Xα is homogeneous of degree n. The basis
Bmon will be called the monomial basis of Q.

For each i ∈ P, n ∈ N and w ∈ Sn, let Xi(w) denote the number of
i-cycles in w. Thus Xi can be regarded as a class function Xi : Sn → Q for
every n ∈ N. It follows that every q ∈ Q can also be regarded as a class
function q : Sn → Q for every n ∈ N.

EXAMPLE. For each n ∈ N, consider the representation of Sn on Qn

where w ∈ Sn acts by the corresponding permutation matrix. Then

X1(w) = trace(w;Qn) for every n ∈ N.

DEFINITION. Let {Vn}n∈N be a family of representations with Vn a
representation of Sn. We say that the family V = {Vn} has polynomial
character if there exists q ∈ Q such that

q(w) = trace(w;Vn)(2.1.1)

for every n ∈ N. We say that {Vn} has eventually polynomial character if
(2.1.1) holds for sufficiently large n.
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The family {Qn} in the example has polynomial character given by the
polynomial X1.

2.2. Total Frobenius Characteristic. Given a family f = {fn}, where
fn : Sn → Q is a class function, define its total Frobenius characteristic to
be

ch f =
∑
n∈N

tn chn fn.(2.2.1)

Given a family V = {Vd} of representations, where Vd is a representa-
tion of Sd with character χd, define its total Frobenius characteristic chV to
be the total Frobenius characteristic of the family {χd} of class functions.

For example if Vd is the trivial representation of Sd for each d, then
chV = H(t), and if Vd is the sign representation, then chV = E(t).

2.3. Induction. The product structure in Λ corresponds to induction of
representations of symmetric groups in the following sense:

THEOREM. Suppose χ is a character of Sm and η a character of Sn.
Then

chm χ chn η = chm+n Ind
Sm+n

Sm×Sn(χ⊗ η).

In particular, if λ ∈ Parn then

chm+n Ind
Sn+k
Sn×Sk(χλ ⊗ χ(k)) = sλhk.(2.3.1)

Therefore, by the Pieri rule (1.8.2),

Ind
Sn+k
Sn×Sk(χλ ⊗ χ(k)) =

⊕
µ∈λ+ h.s.

χµ.(2.3.2)

2.4. The Binomial Basis. For each partition α = 1a12a2 · · · define(
X

α

)
=
∏
i∈P

(
Xi

ai

)
.

Then
(
X
α

)
= Xα + lower degree terms. It follows that

Bbin =
{(X

α

)
| α ∈ Par

}
is a basis of Q.
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2.5. Total Frobenius Characteristic of a Character Polynomial.

THEOREM. For every α ∈ Par,

ch

(
X

α

)
=
pαt
|α|

zα
H(t).

PROOF. For partitions α = 1a12a2 · · · and β = 1b12b2 · · · , let
(
β
α

)
=∏

i

(
bi
ai

)
. Observe that

(
β
α

)
= 0 unless bi ≥ ai for all i. We have

ch

(
X

α

)
=
∑
n∈N

∑
β`n

(
β

α

)
pβ
zβ
tn

=
∑
bi∈N

∏
i∈P

bi!

ai!(bi − ai)!
pbii
ibibi!

tibi

=
∏
i∈P

paii t
iai

iaiai!

∑
bi≥ai

∏
i∈P

pbi−aii ti(bi−ai)

ibi−ai(bi − ai)!

=
pαt
|α|

zα
H(t),

using §1.5. �

2.6. Image of Total Frobenius Characteristic.

THEOREM. The image of character polynomials under the total Frobe-
nius characteristic is given by

ch(Q) = Λ[[t]]H(t).

PROOF. By § 2.5, ch
(
X
α

)
∈ Λ[[t]]H(t) for every α ∈ Par. Since these

elements form the basis Bbin of Q, it follows that ch(Q) ⊂ Λ[[t]]H(t).
For the converse, if φ(t) ∈ Λ[[t]]H(t), by (1.4.4), φ(t)E(−t) ∈ Λ[[t]].
Therefore, we may write

φ(t)E(−t) =
∑
α

cα
pα
zα
t|α|

for some rational coefficients {cα}α∈Par. It follows that

φ =
∑
α

cα
pα
zα
t|α|H(t) = ch

(∑
α∈Par

cα

(
X

α

))
,

whence φ ∈ ch(Q). �
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2.7. Stabilized Schur Functions. The results of § 2.3 and 2.6 suggest
the following construction for representations with polynomial character:
For every λ ∈ Parn and every m ∈ N, let

ρmλ =
∑

µ`m,µ∈λ+ h.s.

χµ.(2.7.1)

In particular, if ρmλ = χλ if m = |λ|, and ρmλ = 0 if m < |λ|. Then the total
Frobenius characteristic of this family of characters is

ch{ρmλ } = t|λ|sλH(t).

We call t|λ|sλH(t) the stabilized Schur function. Since the Schur functions
gives rise to a basis

{t|λ|sλ | λ ∈ Par}

of Λ[[t]], the stabilized Schur functions

{t|λ|sλH(t) | λ ∈ Par}

form a basis of Λ[[t]]H(t). However, the homogeneous components of
t|λ|sλH(t) are not, in general, Frobenius characteristics of irreducible rep-
resentations.

EXAMPLE. Taking λ = (1), ρm(1) = IndSmS1×Sm−1
χ(1)⊗χ(m−1) = χ(m) +

χ(m−1,1). Thus ρm(1) is the representation of Sm on Qm by permutation ma-
trices.

Using the expansion of sλ in terms of power sum symmetric functions
from § 1.11, we have

t|λ|sλH(t) =
∑
α`|λ|

χλ(wα)
t|α|pα
zα

H(t) =
∑
α`|λ|

χλ(wα) ch

(
X

α

)
.

THEOREM. For every λ ∈ Par and m ≥ |λ|, let ρmλ be as in (2.7.1).
The family ρλ = {ρmλ } has polynomial character given by

uλ =
∑
α`|λ|

χλ(wα)

(
X

α

)
.(2.7.2)

COROLLARY. The set

Bstab = {uλ | λ ∈ Par}

is a basis of Q.
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2.8. Padded Partitions. Given λ = (λ1, . . . , λl) ∈ Par and n ∈ N
such that n ≥ |λ|+ λ1, define λ[n] ∈ Parn by

λ[n] = (n− |λ|, λ1, . . . , λl).(2.8.1)

For example, if λ = ∅, the empty partition, then λ[n] = (n) is defined for
all n ≥ 0.

For a partition µ = (µ1, . . . , µm), let µ+ denote the partition (µ2, . . . , µm).

LEMMA. For λ = (λ1, . . . , λl) and µ = (µ1, . . . , µm) ∈ Par, µ − λ is
a horizontal strip if and only if µ1 ≥ λ1 and λ− µ+ is a horizontal strip.

PROOF. This is an easy consequence of Lemma 1.8. �

COROLLARY. Given partitions λ and µ and an integer n, µ[n]− λ is a
horizontal strip if and only if n ≥ λ1 + |µ| and λ− µ is a horizontal strip.

We have

t|λ|sλH(t) =
∑
n≥|λ|

tn
∑

µ`n, µ∈λ+ h.s.

sµ

=
∑
n≥|λ|

tn
∑

λ∈µ++ h.s.

sµ+[n]

=
∑

µ∈λ− h.s.

∑
n≥|λ|

tnsµ[n].(2.8.2)

Define

s̃λ =
∑

n≥λ1+|λ|

tnsλ[n].

Then (2.8.2) can be interpreted as

t|λ|sλH(t) ≡
∑

µ∈λ− h.s.

s̃µ.(2.8.3)

By Lemma 1.9, we get

s̃λ =
∑

µ∈λ− v.s.

(−1)|λ|−|µ|t|µ|sµH(t).(2.8.4)

2.9. Specht Character Polynomials. Using (2.7.2) and (2.8.4), we have:

THEOREM. For every partition λ, the family {sλ[n]} has eventually
polynomial character given by

qλ =
∑

µ∈λ− v.s.

(−1)|λ|−|µ|
∑
α`|µ|

χµ(wα)

(
X

α

)
.(2.9.1)

The polynomial qλ is called the Specht character polynomial.
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COROLLARY. The set

BSpecht = {qλ | λ ∈ Par}

is a basis of Q.

2.10. Multiplicity of a Specht module.

THEOREM. For λ ∈ Parn, let χλ denote the irreducible character of Sn
corresponding to λ. Then, for all β ∈ Par,〈(

X

β

)
, χλ

〉
n

=
∑

α`|β|, α∈λ− h.s.

χα(wβ)

zβ
.

PROOF. Since the Frobenius characteristic maps the Schur inner prod-
uct to the Hall inner product (§ 1.10), by Theorem 2.5 and Pieri’s rule
(1.8.2), 〈(

X

β

)
, χλ

〉
n

=

(
pβ
zβ
h|λ|−|β|, sλ

)
n

.

Applying the expansion (1.11.3) of pβ in terms of Schur functions, we get〈(
X

β

)
, χλ

〉
n

=
1

zβ

∑
|α|`|β|

χα(wβ)(sαh|λ|−|β|, sλ)n.

The Schur inner product in the above expression can be evaluated using
Pieri’s rule (1.8.2) to give the desired identity. �

2.11. Moments and Signed Moments. Given q ∈ Q and n ∈ N,
define the nth moment 〈q〉n and nth signed moment {q}n of q by

〈q〉n =
1

n!

∑
w∈Sn

q(w)

{q}n =
1

n!

∑
w∈Sn

ε(w)q(w).

THEOREM. For every partition α,〈(
X

α

)〉
n

=

{
1
zα

if n ≥ |α|,
0 otherwise.{(

X

α

)}
n

=

{
sgn(wα)
zα

if n ∈ {|α| − 1, |α|},
0 otherwise.

PROOF. Take λ = (n) and λ = (1n), respectively in Theorem 2.10. �



14 AMRITANSHU PRASAD

3. Representations of GLn

3.1. Polynomial Representations. For a Q-vector space V , let V ∗ de-
note its linear dual.

DEFINITION. A homogeneous polynomial representation of GLm(Q)
of degree n consists of a Q-vector space V , together with a group homo-
morphism ρ : GLm(Q)→ GLQ(V ) such that, for every v ∈ V and ξ ∈ V ∗,
g 7→ ξ(ρ(g)v is homogeneous polynomial function of degree n of the en-
tries of the matrix g ∈Mm(Q).

Equivalently, the matrix of ρ(g) with respect to any basis of V has en-
tries that are polynomial functions of the entries of g.

EXAMPLE. Let {e1, . . . , em} denote the basis of coordinate vectors of
Qm. The space V = Sym2Qm of symmetric tensors of degree two has a
basis {eiej | 1 ≤ i ≤ j ≤ n}. If g ∈ GLm(Q) has matrix (gij), then

g · (eiej) =

(
n∑
k=1

gkiek

)(
n∑
l=1

gljel

)

=
n∑
k=1

gkigkje
2
k +

∑
1≤k<l≤n

2gkigljekel

Therefore Sym2Qm is a homogeneous polynomial representation of GLm(Q)
degree 2.

EXAMPLE. The exterior square V = ∧2Qm has a basis {ei ∧ ej | 1 ≤
i < j ≤ n}. If g ∈ GLm(Q) has matrix (gij), then

g · (ei ∧ ej) =

(
n∑
k=1

gkiek

)
∧

(
n∑
l=1

gljel

)
=

∑
1≤k<l≤n

(gkiglj − gljgki)ekel

Therefore ∧2Qm is a homogeneous polynomial representation of GLm(Q)
degree 2.

In general SymnQm and ∧nQm are homogeneous polynomial repre-
sentations of GLm(Q) degree n.

3.2. The Character of a Polynomial Representation.

DEFINITION. If (ρ, V ) is a homogeneous polynomial representation of
GLm(Q) of degree n, its character is defined as

char ρ(x1, . . . , xm) = trace(ρ(diag(x1, . . . , xm));V ),
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where diag(x1, . . . , xm) denotes the diagonal matrix in GLm(Q) with diag-
onal entries x1, . . . , xm.

For anyw ∈ Sm, diag(x1, . . . , xm) is conjugate to diag(xw(1), . . . , xw(m))
inGLm(Q). It follows that the polynomial char ρ(x1, . . . , xm) is symmetric
in the variables x1, . . . , xm.

3.3. Character of symmetric and exterior tensors. Given a symmet-
ric function f(x1, x2, . . . ) as in § 1.4, its specialization of m variables is the
symmetric polynomial in m variables obtained by setting xm+1 = xm+2 =
· · · = 0. We will denote this specialization by f(x1, . . . , xm).

THEOREM. For every non-negative integer n, it is easy to see that

char SymnQm = hn(x1, . . . , xm),

char∧nQn = en(x1, . . . , xm).

PROOF. SymnQm has basis

{ei1 · · · ein | 1 ≤ i1 ≤ · · · ≤ in ≤ m}.
The diagonal matrix diag(x1, . . . , xm) scales basis vector ei1 · · · ein by a
factor of xi1 · · ·xim . Thus the trace of diag(x1, . . . , xm) on SymnQm is

hn(x1, . . . , xm) =
∑

1≤i1≤···≤in≤m

xi1 · · ·xin .

The proof for ∧nQm is similar. ∧nQm has basis

{ei1 · · · ein | 1 ≤ i1 < · · · < in ≤ m},
whence the trace of diag(x1, . . . , xm) on SymnQm is

en(x1, . . . , xm) =
∑

1≤i1M ···<in≤m

xi1 · · ·xin .

�

3.4. Irreducible Polynomial Representations of GLm(Q). A virtual
polynomial representation of GLm(Q) is a formal difference U−V of poly-
nomial representations. In the spirit of the construction of integers from
natural numbers, formal differences U − V and U ′ − V ′ are considered to
be the same if U ⊕ V ′ is isomorphic to U ′ ⊕ V .

A polynomial representation (ρ, V ) of GLm(Q) is said to be irreducible
if it does not admit any proper non-trivial invariant subspace. It is a famous
result of Schur that every polynomial representation of GLm(Q) can be
written uniquely as a direct sum of irreducible polynomial representations,
and that every irreducible polynomial representation is homogeneous.

Thus the set of virtual representations of GLm(Q) is the free Abelian
group generated by irreducible homogeneous polynomial representations.
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This Abelian group can be regarded as a ring, with product structure coming
from the tensor product of representations.

It follows from the definition of char (§ 3.2) that, for polynomial repre-
sentations V and W of GLm(Q),

charV ⊗W = charV charW.

Note that the tensor product of homogeneous polynomial representations of
degree n1 and n2 is n1 + n2.

EXAMPLE. Consider the defining representation of GLm(Q) on Qm.
This is an irreducible homogeneous polynomial of degree 1, and

charQn = x1 + · · ·+ xm = h1(x1, . . . , xm).

Furthermore, the character of its d-fold tensor power is given by

char(Qn)⊗d = (x1 + · · ·+ xm)d.

3.5. Constructing Irreducible Representations of GLm(Q). Let λ =
(λ1, · · · , λm) be a partition of n with at most m positive parts. Using the
operations of addition and multiplication on the ring of virtual polynomial
representations of GLm(Q), define the Weyl module associated to λ by a
Jacobi-Trudi type (see § 1.6) determinants

Wλ(Q
m) = det(Symλi+j−iQm) = det(∧λ′i+j−i).

Since determinants involve positive and negative terms, the above expres-
sions are potentially virtual representations that turn out to be irreducible
representations after cancellation.

THEOREM. The representations Wλ(Q
m), as λ runs over the set of in-

teger partitions of n with at most m parts, form a complete set of repre-
sentatives of the homogeneous irreducible polynomial representations of
GLm(Q) of degree n. Moreover,

charWλ(Q
m) = sλ(x1, . . . , xm).

3.6. Counting Subsets and Multisets. A weighted set is a set A, to-
gether with a weight function v : A → P. Given a subset B ⊂ A, define
the weight of B as

v(B) =
∑
b∈B

v(b).

A multiset B with elements drawn from A is a function fB : A → N,
where, for each a ∈ A, fB(a) can be thought of as the multiplicity of a in
B. We write B @ A. Given B @ A, the weight of B is defined as

v(B) =
∑
a∈A

fB(a)v(a).
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In a set with no specified weight function, it is customary to assume v(a) =
1 for every a ∈ A. In that case, the weight of a subset is its cardinality.

THEOREM 3.1. Let (A, v) be a weighted set. Let
(
A
n

)
denote the number

of subsets of A with weight n, and let
[
A
n

]
denote the number of multisets

with elements drawn from A with weight n. Then∑(
A

n

)
tn =

∏
a∈A

(1 + tv(a))

∑[
A

n

]
tn =

∏
a∈A

(1− tv(a))−1.

In particular, if, for each i ∈ P, ai is the number of elements of A with
weight i, then ∑(

A

n

)
tn =

∏
i∈P

(1 + ti)ai

∑[
A

n

]
tn =

∏
i∈P

(1− ti)−ai .

We leave the proof as an exercise to the reader. For a nice way to think
about such generating functions, see [1].

3.7. Character Polynomials of Symmetric Powers. For all m,n ∈
N, Vn = Symm(Qn) is a representation of Sn.

THEOREM. Let {Hm} be the sequence in Q determined by the identity
in Q[[t]]: ∑

m≥0

Hmt
m =

∏
i≥1

(1− ti)−Xi .

The family of representations Vn = SymmQn (Vn is a representation of Sn)
has polynomial character given by Hm for each m ∈ N.

PROOF. Symm(Qn) has a basis indexed by multisets of weight m with
elements drawn from n. The trace of w ∈ Sn on Symm(Qn) is the number
of such multisets that are fixed by the action of w. These are precisely the
multisets for which all the elements in each cycle of w occur with the same
multiplicity. Each such multiset can therefore be regarded as a multiset of
cycles of w, where an i-cycle has weight i. Since the number of i-cycles in
w is Xi(w), the result follows. �
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3.8. Moment Generating Functions for Symmetric Powers.

THEOREM. We have

∑
m∈N

∑
n∈N

〈Hm〉n t
mvn =

∏
i∈N

(1− vti)−1∑
m∈N

∑
n∈N

{Hm}n t
mvn =

∏
i∈N

(1 + vti).

In other words, the multiplicity of the trivial representation of Sn in SymmQn

is the number of integer partitions ofm with at most n non-zero parts, while
the multiplicity of the sign representation of Sn in SymmQn is the number
of integer partitions of m with either n or n− 1 distinct non-zero parts.

PROOF. The sums on the left hand sides of the formulae are over all
permutations in all Sn, a partition in Sn getting weight 1

n!
. Such a sum can

be rewritten as a sum over all integer partitions, the partition α = 1a12a2 · · ·
getting weight 1

zα
. Thus we have

∑
m∈N

∑
n∈N

〈Hm〉n t
mvn =

∑
m∈N

∑
ai∈N

Hm(a1, a2, . . . )t
m
∏
i∈P

viai

iaiai!

=
∑
ai∈N

∏
i∈P

(1− ti)−ai v
iai

iaiai!

=
∏
i∈P

∑
ai∈N

1

ai!

(
vi

i(1− ti)

)ai
=
∏
i∈P

exp

(∑
j≥0

(vtj)i

i

)

=
∏
j∈N

exp log
1

1− vtj

=
∏
j∈N

1

1− vtj
,
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proving the first identity. For the second identity, we proceed similarly, but
with a sign thrown in:∑
m∈N

∑
n∈N

{Hm}n t
mvn =

∑
m∈N

∑
ai∈N

Hm(a1, a2, . . . )t
m
∏
i∈P

((−1)i+1v)iai

iaiai!

=
∏
i∈P

∑
ai∈N

1

ai!

(
−(−v)i

i(1− ti)

)ai
=
∏
i∈P

exp

(
−
∑
j≥0

(−vtj)i

i

)
=
∏
j∈N

(1 + vtj),

completing the proof. �

3.9. Character Polynomials of Exterior Powers. For allm,n ∈ NN ,
Vn = ∧m(Qn) is a representation of Sn.

THEOREM. Let {Em} be the sequence in Q determined by the identity
in Q[[t]]: ∑

m≥0

Emt
m =

∏
i≥1

(1− (−t)i)Xi .

The family of representations Vn = ∧mQn (Vn is a representation of Sn)
has polynomial character given by Em for each m ∈ N.

PROOF. ∧m(Qn) has a basis indexed by subsets of [n] of cardinality m.
The trace of w ∈ Sn on ∧m(Qn) is the signed sum of such subsets that
are fixed by the action of w. These are precisely the unions of cycles of w.
Each such subset can therefore be regarded as a set of cycles of w, where an
i-cycle has weight i. The sign of an i-cycle is −(−1)i. Since the number of
i-cycles in w is Xi(w), the result follows. �

3.10. Moment Generating Function for Exterior Powers.

THEOREM. We have∑
m∈N

∑
n∈N

〈Em〉n t
mvn =

1 + tv

1− v
,

∑
m∈N

∑
n∈N

{Em}n t
mvn =

1 + v

1− tv
.

In other words, the trivial representation of Sn occurs with multiplicity one
in ∧mQn if m = 0 for all n ∈ N, or if m = 1 and n ∈ P, and does not
occur otherwise. The sign representation of Sn occurs with multiplicity one
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in ∧mQn if and only if n = m ≥ 0 or n = m + 1 ≥ 0, and does not occur
otherwise.

PROOF. Using § 3.10 and proceeding as in § 3.8, we get∑
m∈N

∑
n∈N

〈Em〉n t
mvn =

∏
i∈P

∑
ai∈N

1

ai!

(
vi(1− (−t)i)

i

)ai
=
∏
i∈P

exp

(
vi

i
− (−vt)i

i

)
=

1 + vt

1− v
,

as claimed. The proof of the second identity is similar. �

3.11. The General Moment Generating Function. For each x = (x1, . . . , xl) ∈
Nl, let

Hx = Hx1 · · ·Hxl ,

Ex = Ex1 · · ·Exl .

THEOREM 3.2. For all l,m ∈ N, we have∑
x∈Nl,y∈Nm, n∈N

〈HxEy〉 txuyvn =
∏
R@[l]

∏
S⊂[m]

(1− (−1)|S|tRuSv)(−1)
|S|+1

.

∑
x∈Nl,y∈Nm, n∈N

{HxEy} txuyvn =
∏
R@[l]

∏
S⊂[m]

(1− (−1)|S|+1tRuSv)(−1)
|S|

PROOF. From § 3.7 and § 3.9 we have∑
x∈Nl,y∈Nm

HxEyt
xuy =

∏
i∈P

(∏
r∈[l]

(1− tir)−Xi
∏
s∈[m]

(1− (−u)is)
Xi
)
.

Using the generating function and proceeding as in § 3.8 and § 3.10 we get∑
x∈Nl,y∈Nm, n∈N

〈HxEy〉 txuyvn =
∏
i∈P

∑
ai∈N

viai

iaiai!

∏
s∈[m](1− (−us)i)ai∏

r∈[l](1− tir)ai

= exp

(∑
i∈P

vi
∏

s∈[m](1− (−us)i)
i
∏

r∈[l](1− tir)

)
(3.11.1)

Now∑
i∈P

vi
∏

s∈[m](1− (−us)i)
i
∏

r∈[l](1− tir)
=
∑
R@[l]

∑
S⊂[m]

(−1)|S|
∑
i∈P

((−1)|S|tRuSv)i

i
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The formulae

log
1

1− x
=
∑ xi

i
and log(1 + x) = −

∑ (−x)i

i

can be combined into

log(1− εx)−ε = ε
∑ (εx)i

i
for ε = ±1.

Therefore,

(−1)|S|
∑
i∈P

((−1)|S|tRuSv)i

i
= log(1− (−1)|S|tRuSv)(−1)

|S|+1

Using this to evaluate (3.11.1) yields the first formula in the theorem.
Similarly,∑

x∈Nl,y∈Nm, n∈N

{HxEy} txuyvn =
∏
i∈P

∑
ai∈N

−(−v)iai

iaiai!

∏
s∈[m](1− (−us)i)ai∏

r∈[l](1− tir)ai

= exp

(∑
i∈P

−(−v)i
∏

s∈[m](1− (−us)i)
i
∏

r∈[l](1− tir)

)
(3.11.2)

But now∑
i∈P

−(−v)i
∏

s∈[m](1− (−us)i)
i
∏

r∈[l](1− tir)
=
∑
R@[l]

∑
S⊂[m]

∑
i∈P

(−1)|S|+1
((−1)|S|+1tRuSv)i

i

=
∑
R@[l]

∑
S⊂[m]

log(1− (−1)|S|+1tRuS)|S|,

from which the second formula follows. �

3.12. Vector Partitions and their Generating Functions. Given x ∈
Nl, a vector partition of x with n parts is a decomposition

x = x1 + · · ·+ xn,(3.12.1)

where each xi ∈ Nl, and the order in which the summands are written
does not matter. Note that some of summands xi are permitted to be the
zero vector. We denote the number of vector partitions of x with n parts by
pn(x).

THEOREM. We have∑
x∈Nl

∑
n∈N

pn(x)txvn =
∏
R@[l]

1

1− tRv
.



22 AMRITANSHU PRASAD

The proof is quite similar to the product decomposition of the generating
function for integer partitions. A distinct part vector partition with n parts
is a vector partition of the form (3.12.1) where the vectors x1, . . . ,xn are all
distinct integer vectors. Note that the zero vector is permitted as one of the
summands in (3.12.1), but in a distinct part vector partitions, it is allowed
to occur at most once. Let qn(x) denote the number of distinct part vector
partitions of x with n parts.

THEOREM. We have∑
x∈Nl

qn(x)txvn =
∏
R@[l]

(1 + tRv).

EXAMPLE. The partitions of (2, 1) with two parts are given by:

(0, 0) + (2, 1), (1, 0) + (1, 1), (2, 0) + (0, 1),

so that p2(2, 1) = 3. Since all the summands in all these vector partitions
are distinct, q2(2, 1) = 3 as well.

3.13. Vector Partitions and Symmetric Tensors.

THEOREM. For every l ∈ N,∑
x∈Nl

∑
n∈N

〈Hx〉n t
xvn =

∏
R@[l]

1

1− tRv
,

∑
x∈Nl

∑
n∈N

{Hx}n t
xvn =

∏
R@[l]

(1 + tRv).

In other words, for every x ∈ Nl, the multiplicity of the trivial representa-
tion of Sn in

SymxQn := Symx1 Qn ⊗ · · · ⊗ Symxl Qn

is pn(x), and the multiplicity of the sign representation of the Sn in Symx Qn

is qn(x).

3.14. Vector Partitions with Zero-One Vectors. Given y ∈ Nm, let
|y| denote the sum of the entries of y. A vector y = (y1, . . . , yl) ∈ Nm is
said to be a zero-one vector if yi ∈ {0, 1} for 1 ≤ i ≤ l. Define integer-
valued functions p∗n : Nm → N and q∗n : Nm → N by∑

y∈Nm

p∗n(y)uyvn =
∏
S⊂[m]

(1− (−1)|S|tSv)(−1)
|S|+1

∑
y∈Nm

q∗n(y)uyvn =
∏
S⊂[m]

(1− (−1)|S|+1tSv)(−1)
|S|
.

The combinatorial interpretation of p∗n(y) and q∗n(y) are as follows:
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THEOREM. For each y ∈ Nm and each n ∈ N, p∗n(y) (resp., q∗n(y)) is
the number of decompositions

y = y1 + · · ·+ yn, where yi ∈ {0, 1}m,

and the summands yi for which |yi| is odd (resp., even) occur at most once.

3.15. Vector Partitions and Exterior Powers.

THEOREM. For every m ∈ N,∑
y∈Nm

∑
n∈N

〈Ey〉n t
yvn =

∏
S⊂[m]

(1− (−1)|S|tSv)(−1)
|S|+1

∑
y∈Nm

∑
n∈N

{Ey}n t
yvn =

∏
S⊂[m]

(1− (−1)|S|+1tSv)(−1)
|S|
.

In other words, the multiplicity of the trivial representation of Sn in

∧yQn := ∧y1Qn ⊗ · · · ⊗ ∧ymQn

is p∗n(y), while the multiplicity of the sign representation of Sn is q∗(y).

3.16. Trivial and Sign Characters in Weyl Modules. Using the Jacobi-
Trudi determinants § 3.5, it is possible to use the results of § 3.13 and § 3.15
to give combinatorial interpretations for the trivial and sign representations
in Weyl modules:

THEOREM. Let λ be an integer partition with l parts and largest part
of size m.

(1) The multiplicity of the trivial representation of Sn in Wλ(Q
n) is

given by∑
w∈Sn

sgn(w)pn(λ1 − 1 + w(1), . . . , λl − l + w(l))

and∑
w∈Sn

sgn(w)p∗n(λ′1 − 1 + w(1), . . . , λm −m+ w(m)).

(2) The multiplicity of the sign representation of Sn in Wλ(Q
n) is

given by∑
w∈Sn

sgn(w)qn(λ1 − 1 + w(1), . . . , λl − l + w(l))

and∑
w∈Sn

sgn(w)q∗n(λ′1 − 1 + w(1), . . . , λm −m+ w(m)).
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EXAMPLE. Let λ = (2, 2, 1). Note that for n ≥ |x|, pn(x) is con-
stant. Thus, for n ≥ 5, the multiplicity of the trivial representation of Sn in
Wλ(Q

n) is given by

p5(2, 2, 1)− p5(2, 3, 0)− p5(3, 1, 1) + p5(4, 1, 0) = 26− 16− 21 + 12 = 0,

or by

q5(3, 2)− q5(4, 1) = 1− 0 = 1.

For fixed x, qn(x) = 0 for n ≥ |x|+ 2 (since, in any vector partition of
x with more than |x|+ 1 parts, the zero vector must occur more than once).
Hence the sign representation will not occur in Wλ(Q

n) for n > |λ|+ 1.

EXAMPLE 3.3. In W(3,2,2)(Q
3), the multiplicity of the sign representa-

tion of S3 is

q∗3(3, 2)− q∗3(4, 1) = 0.
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