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1 Overview

In the previous lectures, we have discussed about Suffix Trees (ST), Suffix Arrays (SA) and LCP
(Longest Common Prefix) Arrays. In this lecture we will discuss the linear time constructions of
these data structures. Recall that, in the Suffix Array, SA[i] = j means that suffix starting at j is
the it" in the lexicographic order of all suffixes, and in the LCP array, LCPJi] contains the length
of the longest prefix between SA[i] and SA[i + 1].

2 Constructing Suffix Arrays (SA) and LCP Arrays from Suffix
Trees (ST)

2.1 Constructing ST [1]

Let us consider the suffixes are inserted in the tree in the order sufq, sufs,...suf,. In the i'* step,
suf; is inserted into tree T;_; to form tree T; by starting from the root and following the unique
path matching characters in suf; one by one until no more matches are possible. If the traversal
does not end at an internal node, create an internal node there and append the unmatched portion
of suf; as edge labels. Constructing Suffix Tree in the naive way will take O(n?) time.

For an O(n) running time, suffix links are used to construct Compact Suffix Trees. Suppose we are
inserting suf; in T;_; and let v be an internal node in 7;_; on the path from root to leaf labelled

(i —1).

suf;_1 =ca...where c € ¥ and o € ¥*. Since v is an internal node, there must be another suffix
suf; = ca...,where j < (i —1). Because suf; ; is previously inserted, there is a already a path
labelled o in T;—1, i.e., suf;;; = a... Therefore suf; = a.... To insert suf; faster, comparison of
characters in suf; can start beyond the prefix . This is how suffix links are exploited to save on
time.

2.2 Contructing SA and LCP Arrays from ST

Now, SA can be constructed from ST simply by reading all the leaves of the ST in the left-right
order. This takes time linear in the number of suffixes, O(n).

In the ST, the string depth of the least common ancestor of two suffixes is the LCP length between
those two suffixes.



3 Constructing LCP Arrays from SA [2]

Let R be an array of size n such that R[i] = j = SA[j] =i. R can be constructed by a linear scan
of SA in O(n) time. Now we do the following:

For i =1 to (n —1) : Compute LCP(suf;, SA[R[] + 1]).

The array R facilitates locating an arbitrary suffix suf; and its right neighbor in SA in constant
time. Initially, the length of the longest common prefix between suf; and right neighbor in SA is
computed manually and recorded. Now we need to argue that using the information LCP(suf;,
SA[R[i] +1]), it would be possible to compute LCP(suf,;,, SA[R[i+ 1]+ 1]) in amortized constant
time.

Computing LCP(suf;,, SA[R[i + 1] 4+ 1]) from LCP(suf;, SA[R[i] + 1]):

Let suf; be the right neighbor of suf; in the SA and let LCP(suf;,suf;)=1,1 > 1. As suf; is
lexicographically greater than suf; and T'[i] = T'[j] , this implies suf; is lexicographically greater
than suf,,;. The length of the longest common prefix between them is [ — 1. Then it follows that,
the length of the longest common prefix between suf,,; and its right neighbor in the suffix array is
> [—1. So, we can skip the first (I — 1) characters and the comparison starts from the I** character.

Analysis:

We charge a comparison between r* the character of suf; and the corresponding character in its
right neighbor suffix in SA to i 4+ — 1. There is only one failed comparison in each iteration of the
algorithm. So the total number of failed comparisons is O(n). As for successful comparisons, each
position in the string is charged only once for a successful comparison. Thus, the total number of
comparisons over all iterations is O(n).

4 Constructing SA in Linear time [3]

Let T be a string of length n over the alphabet set 3. For convenience, assume n = 0(mod 3). Now
use the following algorithms:

1. Sort all suf; where 7 is not a multiple of 3. Let R(i) denote the rank of suf;.
2. Use the result of Step 1 to sort the %n suffixes suf; with i = 0(mod 3).

3. Merge the two sorted lists from Step 1 and Step 2.

We assume |X| is constant, as we well be using Radix sort to sort the suffixes.



4.1 Analysis
Step 1:

e Perform a radix sort of the %n triples (T'[i], T[i+1], T[i+2]) for i = 1 or 2(mod 3)and associate
with each distinct triple its rank R(i) € {1,2,... 2n} in sorted order.

o If all triples are distinct, the suffixes are already sorted.

e Otherwise, create a new string 7" = suf,’ @ sufs’. ! Sorting T” recursively gives the sorted
order of suf; where i(mod 3) # 0.

Step 2:

Perform a radix sort on the tuples (7'[7], R(¢ + 1)) for all i(mod 3) = 0. Note that R(i + 1) is
obtained from Step 1.

Step 3:

Here we essentially need to argue that we can compare two suffixes in constant time to merge the
two lists obtained from Step 1 and Step 2 of the algorithm. To compare suf;, (i mod 3 = 0) and
suf;, (j mod 3 = 1) compare T'[i] and T'[j]. If they are unequal, the answer is clear. Otherwise
the ranks of suf;,, and suf,; in the sorted order obtained in Step 1 determines the answer. To
compare suf;, (i mod 3 = 2) with suf;, (j mod 3 = 0), compare the first two characters of the two
suffixes. If they are both identical, the ranks of suf; , and suf;,, in the sorted order obtained in
Step 1 determines the answer.

Running time:
The run-time of this algorithm is given by the recurrence T'(n) = T(%%) + O(n), which results in
O(n) running time.
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15 denotes concatenation.



