# Catalan numbers <br> Wonders of Science CESCI, Madurai, August 252009 

V.S. Sunder<br>Institute of Mathematical Sciences<br>Chennai, India<br>sunder@imsc.res.in

August 25, 2009

## Enumerative combinatorics

Enumerative combinatorics deals with the bag of tricks used by mathematician to count the number of objects in a set - very often by setting up a bijection (or 1-1 correspondence) with some other set one can count. Here are two of my favourite examples:

## Enumerative combinatorics

Enumerative combinatorics deals with the bag of tricks used by mathematician to count the number of objects in a set - very often by setting up a bijection (or 1-1 correspondence) with some other set one can count. Here are two of my favourite examples:

## Theorem

$$
\begin{aligned}
\binom{n}{k} & =\binom{n-1}{k-1}+\binom{n-1}{k} \\
k\binom{n}{k} & =n\binom{n-1}{k-1}
\end{aligned}
$$

## Enumerative combinatorics

Enumerative combinatorics deals with the bag of tricks used by mathematician to count the number of objects in a set - very often by setting up a bijection (or 1-1 correspondence) with some other set one can count. Here are two of my favourite examples:

## Theorem

$$
\begin{aligned}
\binom{n}{k} & =\binom{n-1}{k-1}+\binom{n-1}{k} \\
k\binom{n}{k} & =n\binom{n-1}{k-1}
\end{aligned}
$$

## Proof.

(a) Among all possible Indian cricket teams, consider those that include Sehwag and those that do not.

## Enumerative combinatorics

Enumerative combinatorics deals with the bag of tricks used by mathematician to count the number of objects in a set - very often by setting up a bijection (or 1-1 correspondence) with some other set one can count. Here are two of my favourite examples:

## Theorem

$$
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\binom{n}{k} & =\binom{n-1}{k-1}+\binom{n-1}{k} \\
k\binom{n}{k} & =n\binom{n-1}{k-1}
\end{aligned}
$$

## Proof.

(a) Among all possible Indian cricket teams, consider those that include Sehwag and those that do not.
(b) To pick a cricket team and a captain, you can either first pick the team and then the captain (like the Aussies) or first pick the captain and then the rest of the team (like the English).
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(ii) $C_{n}$ is the number of strings of $n R$ 's and $n U$ 's so that each initial substring has at least as many R's as U's.
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Call an element of $\mathcal{P}((0,0),(n, n))$ good if it does not cross the diagonal $y=x$, and write $\mathcal{P}_{g}((0,0),(n, n))$ for the set of such paths. In view of (2), we need only to identify the number $\mathcal{P}_{b}((0,0),(n, n))$ of bad paths, since $C_{n}=\left|\mathcal{P}_{g}\right|=|\mathcal{P}|-\left|\mathcal{P}_{b}\right|$.

Note, by a shift, that we may identify $\mathcal{P}_{g}((0,0),(n, n))$ with the set $\mathcal{P}_{g}((1,0),(n+1, n))$ of monotonic paths which do not touch the diagonal $y=x$. Consider the set $\mathcal{P}_{b}((1,0),(n+1, n))$ of monotonic paths which do touch the diagonal $y=x$.
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(2) if we write $\widetilde{\sigma}$ for the path obtained by reflecting the path $\sigma$ in the diagonal $y=x$, then the association

$$
\gamma \leftrightarrow \gamma_{1} \circ \widetilde{\gamma_{2}}
$$

sets up a bijection $\mathcal{P}_{b}((1,0),(n+1, n)) \leftrightarrow \mathcal{P}((1,0),(n, n+1))$. (Reason: any monotonic path from $(1,0)$ to $(n, n+1)$ starts below the diagonal and finishes above the diagonal, and hence must be of the form $\gamma_{1} \circ \widetilde{\gamma}_{2}$ for a path $\gamma$ which must necessarily be in $\left.\mathcal{P}_{b}((1,0),(n+1, n))\right)$.

So, another appeal to (2) shows that

$$
\begin{aligned}
\left|\mathcal{P}_{b}((0,0),(n, n))\right| & =\left|\mathcal{P}_{b}((1,0),(n+1, n))\right| \\
& =|\mathcal{P}((1,0),(n, n+1))| \\
& =\binom{2 n}{n-1}
\end{aligned}
$$

So, another appeal to (2) shows that

$$
\begin{aligned}
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and hence

$$
\begin{aligned}
C_{n} & =\binom{2 n}{n}-\binom{2 n}{n-1} \\
& =\frac{(2 n)!}{n!n!}-\frac{(2 n)!}{(n+1)!(n-1)!} \\
& =\frac{(2 n)!}{n!n!}\left(1-\frac{n}{n+1}\right) \\
& =\frac{1}{n+1}\binom{2 n}{n}
\end{aligned}
$$

In the literature, you will find references to Dyck paths which are really nothing but a (rotated, then reflected) version of what we have called 'good monotonic paths'. By definition, the permissible steps in a Dyck path move either south-east or north-east from $\left(m_{1}, m_{2}\right)$ to $\left(m_{1}, m_{2} \pm 1\right)$, the path starts and ends on the $x$-axis, and the required 'goodness' from it is that it should never stray below the $x$-axis, although it may touch it. (The reason for my departure from convention is that it is easier, with my limited computer skills, to draw pictures with horizontal and vertical lines!)

In the literature, you will find references to Dyck paths which are really nothing but a (rotated, then reflected) version of what we have called 'good monotonic paths'. By definition, the permissible steps in a Dyck path move either south-east or north-east from $\left(m_{1}, m_{2}\right)$ to ( $m_{1}, m_{2} \pm 1$ ), the path starts and ends on the $x$-axis, and the required 'goodness' from it is that it should never stray below the $x$-axis, although it may touch it. (The reason for my departure from convention is that it is easier, with my limited computer skills, to draw pictures with horizontal and vertical lines!)

Thus $C_{n}$ is the number of Dyck paths of length $2 n$ (from $(0,0)$ to $(2 n, 0)$ ).

In the literature, you will find references to Dyck paths which are really nothing but a (rotated, then reflected) version of what we have called 'good monotonic paths'. By definition, the permissible steps in a Dyck path move either south-east or north-east from $\left(m_{1}, m_{2}\right)$ to $\left(m_{1}, m_{2} \pm 1\right)$, the path starts and ends on the $x$-axis, and the required 'goodness' from it is that it should never stray below the $x$-axis, although it may touch it. (The reason for my departure from convention is that it is easier, with my limited computer skills, to draw pictures with horizontal and vertical lines!)

Thus $C_{n}$ is the number of Dyck paths of length $2 n$ (from $(0,0)$ to $(2 n, 0)$ ). A Dyck path is said to be irreducible if it touches the $x$-axis only at $(0,0)$ and $(2 n, 0)$. By ignoring the first and last steps of the path (and shifting down by one unit), it is not hard to see that the number of irreducible Dyck paths of length $2 n$ is $C_{n-1}$.
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C_{0}=1 \quad \text { and } \quad C_{n+1}=\sum_{i=0}^{n} C_{i} C_{n-i} \forall n \geq 0 \tag{3}
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A proof of this recurrence relation appeals to the 'Dyck path' definition, and goes by induction, considering the smallest $i$ such that a given Dyck path passes through $(2(i+1), 0)$, and the fact that the number of such irreducible Dyck paths is $C_{i} C_{n-i}$.

Here is a Dyck path which is a concatenation of two irreducible ones:
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from which we see that

$$
C(x)=1+x C(x)^{2}
$$

Solving this quadratic equation, we see that we must have

$$
\begin{equation*}
C(x)=(1 \pm \sqrt{1-4 x}) / 2 x \tag{4}
\end{equation*}
$$

The + sign in equation (4) yields a function which 'blows up' at 0 . On the other hand, the function $c(x)=(1-\sqrt{1-4 x}) / 2 x$ is smooth at 0 and is seen to have a Taylor series expansion. Since the Catalan numbers are determined by the recurrence relations (3) it follows that $C_{k}$ should be the coefficient of $x^{k}$ in this power series. Recalling what one had learnt about the binomial theorem for general exponents, we recover the formula of Theorem 2.
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Also, $C_{n}$ has the following interpretations:

- $C_{n}$ is the number of ways that the vertices of a convex 2 n -gon can be paired so that the line segments joining paired vertices do not intersect.
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- $C_{n}$ is the number of ways of tiling a stairstep shape of height $n$ with $n$ rectangles.


The $n \times n$ Hankel matrix whose $(i, j)$ entry is the Catalan number $C_{i+j-2}$ has determinant 1 , regardless of the value of $n$. For example, for $n=4$, we have
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\end{array}\right|=1
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Note that if the entries are "shifted", namely the Catalan numbers $\mathrm{Ci}+\mathrm{j}-1$, the determinant is still 1 , regardless of the size of $n$. For example, for $n=4$ we have

$$
\left|\begin{array}{cccc}
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The Catalan numbers form the unique sequence with this property.

1. Verify that all the collections asserted to have $C_{n}$ elements do indeed have that many elements.
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3. Check the details of the proof of the recurrence relation which was outlined here.
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5. Check the details of the proof of the recurrence relation which was outlined here.
6. Try to verify the assertions about Hankel matrices of Catalan numbeers.
