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Today we look at the status of another matchings-related question: decide whether a
graph has exactly one perfect matching. We call this the Unique Perfect Matching
problem, UPM in short. We will show:

• UPM is in P.

• For bipartite graphs, UPM is in deterministic NC.

• UPM, even restricted to bipartite graphs, is hard for non-deterministic logspace NLOG.

1 UPM is in P

The naive strategy for checking if a graph has exactly one perfect matching works:

Algorithm 1 Test-UPM-1

1: Input: A graph G.
2: Find a maximum matching M in G using any P-time algorithm.
3: M is not perfect, then reject.
4: for each e ∈M do
5: if G \ {e} has a perfect matching then
6: reject.
7: end if
8: end for
9: Otherwise for each e ∈ M , e is essential in any perfect matching in G. So in fact M is

the only perfect matching. Accept.

This algorithm requires 1 + n/2 invocations of a perfect matching algorithm. There are
more efficient ways of detecting UPM, but we will not discuss them here.

2 Bipartite UPM in NC

The algorithm of Section 1 is sequential because it calls a maximum/perfect matching routine
in steps 1 and 3, and this routine is not known to have an NC algorithm in general. For special
cases where maximum matching is known to be in NC, the method can be implemented in
NC, since the n/2 calls to the routine in step 3 can be performed in parallel. For bipartite
graphs, we do not know of an NC algorithm for maximum matching. Nevertheless, we can
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design an NC algorithm for bipartite UPM, using a different approach. This algorithm is
due to Kozen, vazirani and Vazirani [KVV85]. Thus, testing uniqueness is apparently easier
than testing existence, since we are allowed to (in fact, expected to) also reject if there are
multiple perfect matchings.

The NC algorithm uses as a subroutine a procedure that constructs in NC a perfect
matching in a graph G, given the promise that G has exactly one perfect matching. Note that
under this promise, we have already seen an NC algorithm for constructing the matching:
namely, the Grigoriev-Karpinski algorithm from last class. (There, we assumed that the
number of perfect matchings was bounded by a polynomial in n. Here, the polynomial is
n0 = 1.) Since the promise here is more stringent, there is a simpler algorithm due to Rabin
and Vazirani [RV89], described below.

Let G be the given bipartite graph, on 2n vertices. Let the parition of the vertices be
U ∪ V , with |U | = |V | = n and E ⊆ U × V . Consider the n× n bipartite adjacency matrix
B of G: rows are indexed by U and columns by V , and Bi,j = 1 if (ui, vj) is an edge, 0
otherwise. (If the vertices U ∪ V are ordered so that U appears before V , then the standard

adjacency matrix A of G has the form

[
0 B
BT 0

]
. All the relevant information is contained

in B.)
Every matching in G contributes a term, either +1 or −1, to det(B). Hence if there is

just one matching, M , then det(B) = ±1. And M can be retrieved as follows: For each
edge e = (ui, vj), if e ∈M , then Gi,j = G \ {ui, vj} has exactly one perfect matching and so
its bipartite adjacency matrix Bi,j has determinant ±1. If e 6∈ M , then Gi,j has no perfect
matching (any perfect matching here could be extended to a perfect matching M ′ in G using
e) and so det(Bi,j) = 0. Thus we have the following algorithm:

Algorithm 2 Construct-UPM

1: Input: The bipartite adjacency matrix B of a bipartite graph G known to have exactly
one perfect matching.

2: for all e = (ui, vj) do
3: if det(Bi,j ∈ {−1,+1}) then
4: ce = 1
5: else
6: ce = 0
7: end if
8: end for
9: E ′ = {e ∈ E | ce = 1} is the perfect matching.

Now we use this algorithm to test uniqueness. Note that the algorithm can be run on
any bipartite graph, but without the UPM promise, the edge set E ′ returned may not be
a perfect matching at all. If E ′ is not a perfect matching, then certainly G is not a UPM
graph. Even if E ′ is a perfect matching, it may not be unique. We can try to check this using
steps 4-8 of Algorithm 1. But that requires an NC algorithm for existence. Instead we do
the following: create a weighted graph H where edges in E ′ have weight x (x is a variable)
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and other edges have weight 1. Let D be the bipartite adjacency matrix of H. Then the
terms of det(D) are no longer ±1. A matching using k edges from E ′ gives rise to a term
of the form ±xk. Thus terms of det(D) are of the form ±xk for 0 ≤ k ≤ n. Clearly, if E ′

is the only perfect matching in G, then the only term in det(D) is ±xn. The tricky part is
showing the converse.

Lemma 1 det(D) = ±xn ⇐⇒ E ′ is the unique perfect matching in G.

Proof: The⇐ direction is obvious; we consider the⇒ direction. Without loss of generality,
assume that the vertices in U and V are renumbered so that E ′ = {(u1, v1), (u2, v2), . . . , (un, vn)},
giving rise to the identity permutation. So det(D) = xn. Assume, to the contrary, that G
has perfect matchings other than E ′. We need to show that the terms of these matchings do
not cancel each other in the determinant.

The disjoint union (symmetric difference) of any two perfect matchings is a collection of
vertex-disjoint even alternating cycles, each of length at least 4. Let M be the set of all
perfect matchings other than E ′ in G. Let k be the smallest number such that for some
M ∈M, M ⊕ E ′ has a cycle of length 2k.

Claim 2 The terms of all perfect matchings agreeing with E ′ in exactly n − k edges have
the same sign.

Proof: Let M be a perfect matching agreeing with E ′ in exactly n− k edges. Then M ⊕E ′
has alternating cycles with 2k edges, and by our choice of k, all these edges must lie on a
single cycle. Let the cycle be as follows, starting from the E ′ edge: ui1vi1ui2vi2 . . . uikvik .
Renumber the vertices so that i1 = 1, i2 = 2, . . . , ik = k. (Renumbering does not change
the sign of a permutation; the sign depends only on the cycle structure of the permutation.)
Now we see that

M = {(u2, v1), (u3, v2), . . . , (uk, vk−1), (u1, vk)} ∪ {(uj, vj) | k < j ≤ n}

Thus the permutation corresponding to M has the cycle decomposition

〈 (k, k − 1, . . . , 2, 1), (k + 1), . . . , (n) 〉

Hence its sign depends only on k; it is +1 if k is odd and −1 otherwise.

Ths, ifM is not empty, then k is well-defined, and det(D) has a term akx
n−k, where |ak|

is the number of perfect matchings agreeing with E ′ in exactly n−k edges. This contradicts
det(D) = ±xn.

This now gives us the algorithm for testing if G is in UPM.
The only step we have glossed over here is how to compute, in NC, the determinant of a

matrix over integers, or where entries are in Z ∪ {x}.
One question to ask at this stage is, why doesn’t this work for non-bipartite graphs?

Is there not an analogue of Lemma 1 using the skew-symmetric Tutte matrix, and setting
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Algorithm 3 test-UPM-2

1: Input: Bipartite graph G
2: Run Construct-UPM(G) to get an edge set E ′.
3: if E ′ is not a perfect matching then
4: reject.
5: end if
6: Replace entries in B corresponding to E ′ with the variable x to get D.
7: Compute the n+ 1 coefficients of the univariate degree n polynomial det(D).
8: if det(D) 6= ±xn then
9: reject

10: else
11: accept
12: end if

the E ′ variables to x and the others to 1? Indeed in [KVV85] this is claimed to work, but
the claim was later retracted. In fact there are known cases where the determinant of the
Tutte matrix, so initialised, turns out to be ±x2n even though there is more than one perfect
matching; see [HTM06]. What goes wrong in the proof of the claim is that the determinant
has squares of perfect matchings as well as cross terms (products of two perfect matchings),
and the cross-terms can nullify the perect matchings.

3 NLOG reduces to Bipartite UPM

We now show that UPM, and even Bipartite UPM, is at least as hard as NLOG. A canonical
complete problem for NLOG is Directed Acyclic Reachability: Given a directed acyclic graph
G and vertices s, t in it, determine whether there is a path from s to t in G. Since NLOG is
known to be closed under complementation, another canonical complete problem is Directed
Acyclic Unreachability:

Directed-Acyclic-UnReachability =

{
〈G, s, t〉} |

G is a directed acyclic graph;
s, t are vertices in G;
there is no path from s to t in G.

}

We show that this reduces to bipartite UPM.

Lemma 3 There is a log-space many-one reduction from Directed Acyclic UnReachability
to Bipartite Unique Perfect Matching.

Proof: Let G, s, t be the given unreachability instance. Without loss of generality, we can
assume that there are no edges entering s and no edges leaving t. Construct an undirected
graph H = (VH , EH) as follows:

VH = {uin | u ∈ VG \ {s}} ∪ {uout | u ∈ VG \ {t}}
EH = {(uin, uout) | u ∈ VG \ {s, t}} ∪ {(uout, vin) | (u, v) ∈ EG}
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Note that H is a bipartite graph; all the “out” nodes are in one part, and all the “in” nodes
in another.

Claim 4 Paths in G from s to t are in bijection with perfect matchings in H.

Proof: ⇒: Let ρ be a path in G from s to t. Let the vertices on the path be (s =
)u0, u1, . . . , ul(= t) for some l. The corresponding perfect matching in H is

Mρ = {(u0
out, u

1
in), (u1

out, u
2
in), . . . , (ul−1

out , u
l
in)} ∪ {(vin, vout) | v not on ρ}

⇐: Let M be a perfect matching in H. Then there is some u1 such that (sout, u
1
in) ∈M

and so (s, u1) ∈ EG. Hence there has to be some u2 such that (u1
out, u

2
in) ∈ M and so

(u1, u2) ∈ EG. Continuing in this way, since the graph is acyclic, we must eventually reach
a vertex ulin such that there is no vertex ulout. But t is the only such vertex. So we can
reconstruct a path ρM from s to t.

Now note that the above two constructions put together actually give a bijection.

Now we construct graph H ′ by adding to H the edge (tin, sout). This certainly creates
one new perfect matching:

M = {(vin, vout) | v ∈ VG \ {s, t}} ∪ {(sout, tin)}

It does not create any other perfect matchings: if any other perfect matching M ′ uses
(sout, tin), then M ⊕M ′ contains a cycle in H not touching sout or tin, and from this cycle
we would be able to extract a directed cycle in G, contradicting its acyclicity.

Thus we conclude

(number of perfect matchings in H ′) = 1 + (number of perfect matchings in H)

= 1 + (number of paths in G from s to t)

= 1 if and only if G has no path from s to t

and hence H ′ is in UPM if and only if (G, s, t) ∈ Directed-Acyclic-UnReachability.
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