A Note on the Analyticity of Density of States

M. Kaminaga! M. Krishnal S. Nakamura?

April 28, 2012

Abstract

We consider the d-dimensional Anderson model, and we prove the
density of states is locally analytic if the single site potential distri-
bution is locally analytic and the disorder is large. We employ the
random walk expansion of resolvents and a simple complex function
theory trick. In particular, we discuss the uniform distribution case,
and we obtain a sharper result using more precise computations. The
method can be also applied to prove the analyticity of the correlation
functions.

1 Introduction

We consider the Anderson tight binding model, i.e., a random Schrédinger
operator
HY = Hy+V* onH = (*Z%,

where d > 1, V¥ = {V¥(n)|n € Z%} are i.i.d. random variables with the
common distribution g, and Hy is given by

Hou(n) =h Z u(m) for u € H.

|[n—m|=1

with a constant h > 0.
If T is a finite box of Z?, we will denote by HS - the operator HY re-

stricted to £2(I") with Dirichlet boundary conditions. The integrated density
of states(IDS for short), N(F), is defined by

1, y
N(E) rlinéd #F#{elgenvalues of H{p < E}.
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Here we denote the cardinality of a set S by #S. It is a consequence of
ergodic theorem for almost every w the limit exists for all £ € R and is
independent of w. Moreover supp (dN) = o(H“) a.e. w. The basic facts
about the density of states is found in any of the standard books in the
area for example Cycon-Froese-Kirsch-Simon [5], Carmona-Lacroix [4] and
Figotin-Pastur [8]. It is a result of Pastur [14] that N (F) is always con-
tinuous. The IDS N(E) is positive, non-decreasing and bounded (by 1)
function satisfying N (co) = 1. So it is the distribution function of a proba-
bility measure. In the case when this measure is absolutely continuous, the
density n(FE) of this measure is called the “the density of states”. One of
the questions of interest is the degree of smoothness of the function n(F),
which is also often referred to as the smoothness of IDS, which we do in the
following.
Then our main result is stated as follows:

Theorem 1. Let I € I' € R be intervals, and suppose i has an analytic
density function g(\) on I'. Then there is hg > 0 such that n()\) is analytic
on I if 0 < h < hg.

Our argument is so simple that we have good control of the constant.

There are many results on the smoothness of IDS for one-dimensional
case. For example, N'(F) is differentiable, even infinitely differentiable under
some regularity assumptions on g (Companino-Klein [6] and Simon-Taylor
[15]). Moreover the smoothness of IDS in the Anderson model on a strip are
considered, for example, Klein-Speis[12], Klein-Lacroix-Speis[11], Glaffig[10]
and Klein-Speis[13].

On the other hand, there are very few results on the smoothness of
IDS for multi-dimensional case. Using Molchanov formula (of expressing
the matrix elements of e~ in terms of a random walk on the lattice),
Carmona showed (see section VI.3 [4] ) that for the Cauchy distribution the
IDS is C*°. Recently, Veseli¢ [16] shows the Lipschitz-continuity of IDS for
homogeneous Gaussian random potentials using a Wegner estimate.

Among the most important other results in the multi-dimensional case
are Bovier-Campanino-Klein-Perez [1], Constantinescu-Frohlich-Spencer|[3]
and Bellissard-Hislop [2] and all the available results require that h is small
or the region of energy considered is away from the middle of the spectrum.
We also consider the case with small h, which corresponds to the large
disorder case. A typical result in Bovier-Companino-Klein-Perez [1] is that
N(E) is (n + 1)-times continuously differentiable under the condition that
the Fourier transform ¢(t) of du satisfies (14 [t|)?*"¢(t) € L'. On the other
hand Constantinescu-Frohlich-Spencer [3] show that N (E) is real analytic
in E, for |ReE| large enough if the density of p is analytic in the strip
{V : |[ImV] < 2(d + €)} for arbitrarily small, but positive e. Bellissard-
Hislop [2] proves that if the distribution du has a density analytic in a strip
about the real axis, then these correlation functions are also analytic outside



of the planes corresponding to coincident energies. In particluar, their result
implies the analyticity of n(E), and of current-current correlation function
outside of the diagonal.

We prove Theorem 1 in the next section. In Section 3, we discuss an
important example, i.e., the uniform distribution case, and present explicit
constants. Section 4 is devoted to the discussion on correlation functions.
We consider 2-correlation functions only, which is useful to study current-
current correlation. The idea itself applies to higher correlation functions.

2 Proof of Theorem 1

2.1 The density of states

Let 6 = (Onm)peze € H for m € 7%, where 0, is the Kronecker sym-
bol. We denote the (n,m)-entry of an operator A on ¢2(Z%) by A(n,m) =
(O, Adp,). The following formula of the density of states in terms of the
resolvent is well-known:

n(A) = %ii_rgE(Im(H“ A —i2)"(0,0) (1)
where E(-) denotes the expectation with respect to the randomness (see,
e.g., [4], Remark VI.1.5). Hence, in order to prove the analyticity of n(\),
it suffices to show that E((H* — 2)7%(0,0)) is analytic in a complex neigh-
borhood of I. We use the random walk expansion of resolvent to analyze
E((H* — 2)7%(0,0)). The random walk expansion is proposed by Fréhlich
and Spencer[9] and used used by Constantinescu, Frohlich and Spencer|[3]
for n(E).

2.2 Random walk expansion of resolvents

We say v = (ng,n1, . ..,nx) € (Z4)*1 is a path of length k if [nj —nj_1| =1
for j = 1,...,k, and we write the initial point and the end point of v as
i(y) = no and t(y) = nyg, respectively. We write the set of all paths of
length k& with the initial point ng and the end point ny by I'y(ng,ng). We
note #Tk(ng,ni) < (2d)* for any ng,ny € Z% We use the Neumann series
expansion of the resolvent:

(HY —2)"L= (V¥ = 2) 1Y (~Ho(V¥ — 2)Y)F,

k=0

which converges if [Imz| > ||Hop|| = 2dh. It is easy to see

k
(HO(V“’ — z)*l)k(n,m) = H V¥ (n;) — 2) )7L
v€lk(n,m)  j=1



where v = (ng,...,ng). Thus we learn

[e%) k
E(H— ) m) =Y Y <—h>’fE(H<W<nj>—z>1). @)

k=0 ~€elk(n,m) j=0

We now consider E(H?ZO(V”(nj) — 2)7!) for each v = (ng,...,n;) €
Tk(n,m). We denote #(v,a) = #{nj € v ‘ n; = a} for « € Z¢. By
the independence of the site potentials, we can write

k
B([I0v=0m) =) = T] B(((e) - ) #0)

j=0 a€Zd

du(N)
_’r[/kA_Z#mM' (3)

a€cZd

We note #(v,a) = 0 except for finitely many a and hence the product is a
finite product. We also note »_ ;4 #(7, @) = k for v € T'(n, m).

For £ > 0, we set
dp(A
Bf(z):/()\_(z))fa

which is primarily defined for z € C,, where C+ = {z € C| £1Im(z) > 0}.

2.3 Analytic continuation of By(z)

In the following, we suppose I = (a,b), I' = (a — §,b+ §) with some ¢ > 0,
and we write 5 = {z eC ‘ dist(z, 1) < 6}. We suppose i has a density
function g(A\) on I’, and g()\) is extended to a complex function which is
holomorphic in 25 and continuous on ;.

Lemma 2. Under the assumptions above, By(z) is extended to a holomor-
phic function in Qs U C4. Moreover, there is C > 1 such that for any
0<d <0,

1By(2)| <C(6—08) forzeQy, £=0,1,....
Proof. Let n = 095 N C_ (see Figure 1).
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Figure 1: The integration path n
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Then by the Cauchy theorem, we learn

T R (G
Bg(z)—/R\Il ()\—z)f—i_/n(w—z)f fi E(C_|_.

From this representation, it is clear that By(z) is extended to {25 UC_ as a
holomorphic function. Also, by setting

C=1+(b—a+md)sup|g(z)]
zen

we have the inequality since |z —w| > § — ¢ if z € Qs and w € n or
weR\TI. O

2.4 Proof of the main theorem

By Lemma 2 and (3), we now learn that E <H§_O(V“’ (nj) —z)_1> is extended

to a holomorphic function in C; Uy, and it is bounded by C*(§ —§")~* on
Qs. We recall #T,(n, m) < (2d)*, and hence

e k
> 5 #E([Im -2
k=0 ~€eT(n,m) J=0
= N (2dCh\ "
< kionkck(s _ sn—k _
<Y rF@A)FCHE - §) Z<5_5,> < 00
k=0 k=0
for z € Qg if h < (6 —4")/(2dC). Thus by (2), under this condition,
E((H* — z)~'(n,m)) is holomorphic in z € Q. In particular, we learn
E((H* — 2)~1(0,0)) is holomorphic in z € Qy, and we conclude Theorem 1
thanks to (1). O

3 An example

Here we consider a typical Anderson model, that is, the case when p has
the uniform distribution on [—a, a] with @ > 0. In this case, it is well-known
o(HY) = [—a — 2dh,a + 2dh] almost surely.

Since p has the density 1/2a on (—a,a), we can apply Theorem 1 to
conclude that for any b < a, n(\) is analytic on (—b,b) if h is sufficiently
small. However, in this case, we can explicitly compute By(z) to obtain a
sharper result. We have

Bie) = 5 [ 52 = 5-(og(a—2) ~ log(—a - )

and for £ > 2,

1 (% d\ 1 1 1
Bilz) =3, / (A =2 2a(l-1) <<a —2) (ca- z>“>’
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Now we consider the case h = 1 and change a, which is equivalent by a
simple scaling. . If 6(logd + 7) < a and 1 < 6 < a, then we have

|By(z)| <6¢ for z such that dist(z, {#a}) > 6, Rez € (—a,a),

for all ¢ € N. If a > 2d(log(2d) + 7), then we can choose § > 2d ar-
bitrarily close to 2d to satisfy the above conditions. Then by modify-
ing the above argument, we learn that E((H* — 2)71(0,0)) is analytic on
{z|dist(z,{£a}) > §,Rez € (—a,a)}. Thus we have the following theorem.

Theorem 3. Let h = 1, and suppose i has the uniform distribution on
[—a, a] with a > 2d(log(2d) +m). Then n(X) is analytic on (—a+2d,a—2d).

4 Correlation functions

Here we extend our method to show the analyticity of correlation functions
(see Bellissard-Hislop[2]). For simplicity, we consider 2-correlation functions
only, which applies to current-currect correlation functions.

We denote

1
HY — E)= — lim Im(H® — E —ie)~!
J ) = g Hm, T i€)

when the limit is well-defined. Let Ay, A2 be bounded operators, which is
local in the following sense: there are R, M > 0 such that

Aj(k,0)=0if [k —¢| >R, |Aj(k,0)| <M for VEk, ¢,
with j = 1,2. The 2-correlation function for H¥, A; and As is defined by
K(e1,e2) = E[(0(H” — e1) A16(HY — e2) A2)(0,0)]
for e1,e9 € R.

Theorem 4. Let I, I' be intervals as in Theorem 1. Then there is v > 0
such that K (e1, e2) is analytic on I x I\ D(vh), where D(B) = {(e1,e2) €
R2 ’ |61 —62| < ,3}

Namely, the 2-correlation function K (e1, e2) is analytic away from a small
neighborhood of the diagonal, and the width of the exceptional set is O(h)
as h — 0. We note that for a fixed h > 0, we do not have the analyticity in
(e1,e2) very close to the diagonal set.

Proof. Let I = [a,b], and let a < Ey < Ey <b. We show
F(z1,29) = E[((HY — z1) ' A1(H* — 23) "' 42)(0,0)]

is analytically extended to a complex neighborhood of (z1,29) = (E1, E2)
from (z1,22) € C4 x C4, or (2z1,22) € C4 x C+. We consider the case:



(z1,22) € C4 x C_ only. The other cases can be handled similarly. We
choose & > 0 so that

By > Eq + 26, [a—é,b—i—d]@[’. (4)

By direct computations as in previous sections, we have

(HY = 21) PA (H® — 20) Ty = > (V¥ = 20) H[(—Ho) (V¥ — 21) 1] "%
k,0=0

x ALV = 29) " [(—Ho) (V¥ — 20) 7]  As.

We denote the set of the paths satisfying the following conditions by I'y, ¢(n, m):
= (N0, N1y ey N, MO, -« g, M) € (Z4)FT3 such that ng = n, myyy =
m, |n; —ni—1| = 1 for i = 1,...,k, Imj —mj_1| = 1for j =1,...,¢,
Ing —mo| < R and |my —myi1| < R. We note #Ly ¢(n,m) < (2R)??(2d)**.
Then we have

E[((HY - 21) LA (HY — 2) L Ay)(n, m)]

= Z Z (=) Ay (g, mo) Ao (me, ms1) X
k£=0~€T}, o(n,m)
k

4
< B [T = 20 T (omy) — 200 |

i=1 j=1

Now we write

vi(y, @) = #{ni | ni=a}, n(y,a) =#{m; | m; =a}
for v = (no,n1,...,nk, mo,...,mg,mes1) € Ik p(n,m). Then by the inde-
pendence, it is easy to observe

¢

k
E [H(V%ni) ) LV Omy) - )

=1 j=1
- H E[(V¥(a) — 21) 10 (V¥ (@) — 29)772(1)]
aezd
_ H / dp(A) _
ot (A — 21)1 () (X — zg)v2(10)

We also note > v1(v,a) = k and > vo(7y,a) = £ for v € T’ o(n,m). We
denote

By (21, 22) = / e Zil)lz(()/\\)_ L (21,22) € C4 x C_,

and Q;(E) = {z € C | |z — E| < §}. Then, as well as Lemma 2, we have
the following lemma:



Lemma 5. By (21,22) is extended to a holomorphic function in Qs5(E1) x
Qs(Ey). Moreover, there is C > 1 such that for any 0 < § < 6, k and ¢,

|Bre(z1,22)] <O —8) 7 for (21, 22) € Q5(E1) x Qs (Ea).
We note the constant C' is also independent of Ey, Fo and 4,8’ > 0 as

long as they satisfy (4). The proof of Lemma 5 is similar to that of Lemma 2,
but we use the contour:

n=0(Cy UQs(E1) \ Q5(E2))

to represent By (21, 22) by a contour integral (see Figure 2). We omit the

detail.
n
o m
w 5 .EQ e

Figure 2: The integration path

Using the lemma, we learn

|F (21, 22)| < Z (2R)24(2d)R R+ N 2ORH (5 — §')~ht
k,0=0

for (2’1,22) € Qg/(El) X Qg/(EQ). If
2dhC(6 — &)t < 1, ie., § — & > 2dCh,

then the random walk expansion converges uniformly in Qg (E7) x Qs (E2),
and inparticular, F'(z1,z22) is analytic. We may choose ¢ = 6/2, and we
conclude F'(eq,ez) is analytic if |e; — e2] > 8dCh. This, combined with
other cases, implies the assertion. ]
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