# Demazure flags, Chebyshev polynomials and mock theta functions 

by<br>Rekha Biswal<br>MATH10201105001<br>The Institute of Mathematical Sciences<br>Chennai 600113

A thesis submitted to the
Board of Studies in Mathematical Sciences
In partial fulfillment of requirements
For the Degree of

## DOCTOR OF PHILOSOPHY

of
HOMI BHABHA NATIONAL INSTITUTE


April, 2016

# Homi Bhabha National Institute Recommendations of the Viva Voce Board 

As members of the Viva Voce Board, we certify that we have read the dissertation prepared by Rekha Biswal entitled "Demazure flags, Chebyshev polynomials and mock theta functions" and recommend that it maybe accepted as fulfilling the dissertation requirement for the Degree of Doctor of Philosophy.

Chair - Parameswaran Sankaran

Guide/Convener - Sankaran Viswanath

Member 1 - Amritanshu Prasad
$\qquad$
Member 2 - K N Raghavan
$\qquad$
Member 3 - Kathrin Bringmann

Final approval and acceptance of this dissertation is contingent upon the candidate's submission of the final copies of the dissertation to HBNI.

I hereby certify that I have read this dissertation prepared under my direction and recommend that it may be accepted as fulfilling the dissertation requirement.

Date:

Place:
Guide

## STATEMENT BY AUTHOR

This dissertation has been submitted in partial fulfillment of requirements for an advanced degree at Homi Bhabha National Institute (HBNI) and is deposited in the Library to be made available to borrowers under rules of the HBNI.

Brief quotations from this dissertation are allowable without special permission, provided that accurate acknowledgement of source is made. Requests for permission for extended quotation from or reproduction of this manuscript in whole or in part may be granted by the Competent Authority of HBNI when in his or her judgement the proposed use of the material is in the interests of scholarship. In all other instances, however, permission must be obtained from the author.

## DECLARATION

I, hereby declare that the investigtion presented in the thesis has been carried out by me. The work is original and has not been submitted earlier as a whole or in part for a degree / diploma at this or any other Institution / University.

Rekha Biswal

## List of publications

- Published
(1) Rekha Biswal and Ghislain Fourier, Minuscule schubert varieties: poset polytopes, PBW-degenerated Demazure modules, and Kogan faces Algebras and Representation Theory, 18, (2015), Issue 6, pages 1481-1503.
(2) Rekha Biswal, Vyjayanthi Chari, Lisa Schneider and Sankaran Viswanath, Demazure Flags, Chebyshev polynomials, Partial and Mock theta functions Journal of Combinatorial Theory, Series A, 140, (2016), pages 38-75.

Rekha Biswal

Dedicated to my brother
Nigamananda Biswal

## ACKNOWLEDGEMENTS

First and foremost, I would like to express my sincere gratitude to my thesis advisor Prof. Sankaran Viswanath for introducing me to the representation theory of infinite dimensional Lie algebras and for his stimulating guidance, continuous support and immense patience throughout my Ph.d. I thank him for granting me a lot of autonomy in choosing my area of doctoral studies and for the various opportunities which I had during my Ph.D. He has always been kind and generous to me. I have learnt a lot from him.

It gives me immense pleasure to thank Prof. Vyjayanthi Chari from whom I have been learning a lot. I am amazed by her enthusiasm and dedication towards mathematics which has left an everlasting impression on me.

I appreciate my collaborators Prof. Vyjayanthi Chari, Ghislain Fourier, Deniz Kus, Lisa Schneider, Peri Shereen, Jeffrey Wand for their helpful advices and fruitful conversations. Working with them has been a rewarding experience for me.

I would like to thank Professors K.N.Raghavan, Amritanshu Prasad, Vijay Kodiyalam, D.S. Nagaraj, Parameswaran Sankaran, Sanoli Gun for their help in various stages of my Ph.D.

I am indebted to so many student colleagues for providing me a vibrant atmosphere which helped me to learn and grow. I am especially grateful to Minati, Neha, Shraddha, Hrudaya, Kamalakshya, Uday, Anish, Arghya, Archana, Dibyakrupa, Prasanna, Ravinder, Venkatesh, Sachin, Arun, Biswajit, Seshadri for being great friends throughout my

Ph.D. I am also grateful to IMSc administrative officer Mrs. Indra for taking care of the necessities for all my academic foreign visits during my Ph.D.

Words can never be enough to express my gratitude to my beloved parents for their unconditional love and support. My sister Shikha, my nephews Omm, Somm and my sister-in-law deserve special thanks for keeping me grounded and providing liveliness all the time.

Finally I would like to thank Soumyashant and my brother Nigamananda Biswal for too many reasons to mention.

Rekha Biswal

## Contents

Synopsis ..... 13

1. Introduction ..... 16
1.1. Recursive formulae for $[D(\ell, s): D(m, n)]_{q}$ ..... 17
1.2. Numerical multiplicities and Chebyshev polynomials ..... 20
1.3. Graded multiplicities and mock theta functions ..... 22
2. Preliminaries ..... 25
2.4. The simple Lie algebra $\mathfrak{g}$ ..... 26
2.5. The Weyl group of $\mathfrak{g}$ ..... 27
2.6. The finite-dimensional irreducible $\mathfrak{g}$-modules ..... 27
2.7. The affine Lie algebra $\widehat{\mathfrak{g}}$ ..... 28
2.8. The Weyl group of $\widehat{\mathfrak{g}}$ ..... 30
2.9. The category $\mathcal{O}$ ..... 31
2.10. Highest-weight modules ..... 32
2.11. Integrable modules ..... 33
2.12. Demazure modules ..... 34
2.13. The current algebra $\mathfrak{g}[t]$ ..... 35
2.14. The Weyl modules of $\mathfrak{g}[t]$ ..... 35
2.15. The graded character of local Weyl modules ..... 37
2.16. Local Weyl modules as level one Demazure modules ..... 38
3. Recursive Formula 40
3.17. The affine Lie algebra $\widehat{\mathfrak{s l}_{2}} 40$
3.18. Demazure modules of $\widehat{\mathfrak{s l}_{2}} 41$
3.19. Graded character of $\mathfrak{s l}_{2}[t]$-modules 42
3.20. The $\mathfrak{s l}_{2}[t]$-stable Demazure modules $\tau_{r}^{*} D(\ell, s) 44$
3.21. Demazure flag of $\mathfrak{s l}_{2}[t]$-stable Demazure modules 46
3.22. Proof of Theorem 1.1.1 47
3.23. Proof of Proposition 1.1.2 51
4. Numerical Multiplicities 59
4.24. Demazure Flags and generating series 59
4.25. Numerical Multiplicity and Chebyshev Polynomials 61
4.26. The functions $A_{n}^{\ell \rightarrow m}(x, 1) \quad 63$
4.27. Proof of 1.2.1 63
4.28. Numerical multiplicities for general case 64
5. Graded multiplicites 68
5.29. A closed form for $A_{n}^{1 \rightarrow 3}(x, q) \quad 68$
5.30. Formulae of $A_{n}^{1 \rightarrow 3}(x, q)$ for $n=0,1,2 \quad 70$
5.31. specializations of $A_{n}^{1 \rightarrow 3}(x, q) \quad 70$
5.32. Mock theta functions 72

## Bibliography

## SYNOPSIS

The mathematical objects known as current algebras are closely related to affine Lie algebras which are some of the most interesting examples of Kac-Moody algebras. In this thesis, we investigate an important class of representations of the current algebras, the so-called Demazure modules. The work of several mathematicians over the past decades has thrown much light on the structure of these modules. But, in very recent work (2013), Vyjayanthi Chari, of the University of California at Riverside, and her collaborators introduced a rather novel point of view which we may refer to as the "Demazure flags approach". Roughly speaking, this approach is a way of decomposing a Demazure module into simpler Demazure modules, but of higher "level". In this document, we carry out a deeper analysis of Demazure flags.

It was observed in [23] that one could use the results of [17] and [21] to show the following: for all integers $m \geq \ell>0$ and any non-negative integer $s$, the Demazure module denoted by $D(\ell, s)$, admits a Demazure flag of level $m$, i.e., there exists a decreasing sequence of graded submodules of $D(\ell, s)$ such that the successive quotients are isomorphic to $\tau_{p}^{*} D(m, n)$ where $p \geq 0,0 \leq n \leq s$ and $s-n$ is even. The proof of the statement requires taking the $q=1$ limit of a result proved by A. Joseph [17] in the quantum case using the theory of canonical bases. In [9], the authors gave a direct proof of this result. Their methods also showed the existence of a level $m$ Demazure flag in a much wider class of modules for $\mathfrak{s l}_{2}[t]$. The number of times a particular level $m$-Demazure module appears as a quotient in a level $m$-flag is independent of the choice
of the flag. We define a polynomial in an indeterminate $q$ by,

$$
[D(\ell, s): D(m, n)]_{q}=\sum_{p \geq 0}\left[D(\ell, s): \tau_{p}^{*} D(m, n)\right] q^{p},
$$

where $\left[D(\ell, s): \tau_{p}^{*} D(m, n)\right]$ is the multiplicity of $\tau_{p}^{*} D(m, n)$ in a level $m$-Demazure flag of $D(\ell, s)$. The polynomial $[D(\ell, s): D(m, n)]_{q}$ is called the graded multiplicity of $D(m, n)$ in the level $m$-Demazure flag of $D(\ell, s)$ and the polynomial $[D(\ell, s): D(m, n)]_{q}$ evaluated at $q=1$ is called the numerical multiplicity of $D(m, n)$ in the level $m$-Demazure flag of $D(\ell, s)$. It is known that

$$
[D(\ell, s): D(m, s)]_{q}=1, \quad[D(\ell, s): D(m, n)]_{q}=0 \quad s-n \notin 2 \mathbb{Z}_{+}
$$

Moreover, for $m \geq \ell^{\prime} \geq \ell$ we have

$$
\begin{equation*}
[D(\ell, s): D(m, n)]_{q}=\sum_{p \in \mathbb{Z}_{\geq 0}}\left[D(\ell, s): D\left(\ell^{\prime}, p\right)\right]_{q}\left[D\left(\ell^{\prime}, p\right): D(m, n)\right]_{q} . \tag{0.0.1}
\end{equation*}
$$

In [9], explicit recurrence relations were given for the multiplicity of a level $(\ell+1)-$ Demazure module ocurring in a filtration of $D(\ell, n)$. A closed form solution of these recurrences was however only obtained in some special cases: the numerical multiplicities (the $q=1$ case) were computed for $\ell=2, m=3$, and the graded multiplicities for $\ell=1, m=2$. The authors also showed that the graded multiplicities of level 3 Demazure modules in level 2 Demazure module are related to partial theta series. In this thesis we undertake a deeper study of the polynomials $[D(\ell, s): D(m, n)]_{q}$ and the associated
generating series: given $\ell, m \in \mathbb{N}$ with $m \geq \ell$, set

$$
A_{n}^{\ell \rightarrow m}(x, q)=\sum_{k \geq 0}[D(\ell, n+2 k): D(m, n)]_{q} x^{k}, \quad n \geq 0 .
$$

We extend the results of [9], obtaining closed form expression of those generating series in more general cases. We also relate the generating series to mock theta functions in some special cases. This thesis consists of 5 chapters which we briefly describe below:

- In chapter 1, we give a brief introduction to the problems.
- In chapter 2, we recall some preliminaries that will help us present the results in this thesis.
- In chapter 3, we establish a recursive formula for the polynomials $[D(\ell, s)$ : $D(m, n)]_{q}$.
- In chapter 4, we study the series $A_{n}^{\ell \rightarrow m}(x, 1)$ and give explicit formulae for $A_{n}^{1 \rightarrow m}(x, 1)$ and $A_{n}^{2 \rightarrow m}(x, 1)$ involving Chebyshev polynomials.
- In chapter 5, we are concerned about the $q$-multiplicities when $\ell=1$ and $m=3$. We prove that in this case, the generating series $A_{n}^{1 \rightarrow 3}(x, q)$ when appropriately specialized reduce to expressions involving the fifth order mock theta functions $\phi_{0}, \phi_{1}, \psi_{0}, \psi_{1}$ of Ramanujan.


## Chapter 1

## Introduction

Let $\mathfrak{s l}_{2}[t]=\mathfrak{s l}_{2} \otimes \mathbb{C}[t]$ be the Lie algebra of two by two matrices of trace zero with entries in the algebra $\mathbb{C}[t]$ of polynomials with complex coefficients in an indeterminate $t$. The degree grading of $\mathbb{C}[t]$ defines a natural grading on $\mathfrak{s l}_{2}[t]$. Let $D(\ell, s)$ be the graded $\mathfrak{s l}_{2}[t]$-module generated by an element $v_{s}$ with defining relations:

$$
\begin{gather*}
(x \otimes \mathbb{C}[t]) v_{s}=0, \quad(h \otimes f(t)) v_{s}=s f(0) v_{s}, \quad(y \otimes 1)^{s+1} v_{s}=0,  \tag{1.0.2}\\
\left(y \otimes t^{s_{1}+1}\right) v_{s}=0, \quad\left(y \otimes t^{s_{1}}\right)^{s_{0}+1} v_{s}=0, \quad \text { if } \quad s_{0}<\ell . \tag{1.0.3}
\end{gather*}
$$

Here, $x, h, y$ is the standard basis of $\mathfrak{s l}_{2}$ and $s_{0} \in \mathbb{N}$ and $s_{1} \in \mathbb{Z}$ with $s_{1} \geq-1$ and $s_{0} \leq \ell$ are such that $s=\ell s_{1}+s_{0}$. The $D(\ell, s)$ are called Demazure modules; they are finite dimensional and $\ell$ is called the level of the Demazure module. If $V$ is a graded $\mathfrak{s l}_{2}[t]$ module, let $\tau_{r}^{*} V$ denote the graded $\mathfrak{s l}_{2}[t]$-module with the graded pieces shifted uniformly by $r$ and the action of $\mathfrak{s l}_{2}[t]$ unchanged. Let $\mathbb{Z}_{+}$denote the set of non-negative integers. For $n \in \mathbb{Z}_{+}$, the local Weyl module $W_{\text {loc }}(n)$ is the $\mathfrak{s l}_{2}[t]$-module generated by an element
$w_{n}$ with following defining relations:

$$
\begin{equation*}
(x \otimes \mathbb{C}[t]) w_{n}=0, \quad\left(h \otimes t^{s}\right) w_{n}=n \delta_{s, 0} w_{n}, \quad(y \otimes 1)^{n+1} w_{n}=0 . \tag{1.0.4}
\end{equation*}
$$

### 1.1. Recursive formulae for $[D(\ell, s): D(m, n)]_{q}$

In chapter 3 of the thesis, we give a recursive formula for the polynomials $[D(\ell, s)$ : $D(m, n)]_{q}$, which could be viewed as giving the definition of these polynomials. This recursive formula plays a critical role in studying $A_{n}^{1 \rightarrow m}(x, 1)$ and relating $A_{n}^{1 \rightarrow 3}(x, q)$ to mock theta functions.

Given integers $m \geq \ell>0$ and integers $s, n$, set

$$
\begin{equation*}
[D(\ell, s): D(m, n)]_{q}=0, \quad \text { if } s<0 \text { or } n<0 \tag{1.1.1}
\end{equation*}
$$

We have

$$
\begin{equation*}
[D(\ell, 0): D(m, n)]_{q}=\delta_{n, 0}, \quad n \in \mathbb{Z}_{+}, \tag{1.1.2}
\end{equation*}
$$

where $\delta_{j, k}$ is the Kronecker delta function. More generally,

$$
\begin{align*}
& {[D(\ell, s): D(m, n)]_{q}=0, \quad \text { if } s-n \notin 2 \mathbb{Z}_{+}, \text {and }}  \tag{1.1.3}\\
& {[D(\ell, s): D(m, s)]_{q}=1, \quad s \in \mathbb{Z}_{+} .} \tag{1.1.4}
\end{align*}
$$

Given a non-negative integer $n$ and a positive integer $m$ let $0 \leq r(n, m)<m$ be the unique integer such that $n=m\left\lfloor\frac{n}{m}\right\rfloor+r(n, m)$. We prove the following theorem:

Theorem 1.1.1. Let $\ell, m$ be positive integers with $m \geq \ell$. For all $s, n \in \mathbb{Z}_{+}$, we have

$$
\begin{aligned}
& {[D(\ell, s+1): D(m, n)]_{q}=[D(\ell, s): D(m, n-1)]_{q}+\left(1-\delta_{r(n+1, m), 0}\right)[D(\ell, s): D(m, n+1)]_{q}} \\
& -\left(1-\delta_{r(s, \ell), 0}\right)[D(\ell, s-1): D(m, n)]_{q}-q^{\left\lfloor\frac{\lfloor }{\ell}\right\rfloor r(s, \ell)}\left(1-q^{\left\lfloor\frac{\llcorner }{\ell}\right\rfloor}\right)[D(\ell, s-2 r(s, \ell)-1): D(m, n)]_{q} \\
& \quad+q^{\left(\left\lfloor\frac{n}{m}\right\rfloor+1\right)(m-r(n, m)-1)}\left(1-q^{\left\lfloor\frac{n}{m}\right\rfloor+1}\right)[D(\ell, s): D(m, n+2 m-2 r(n, m)-1)]_{q} .
\end{aligned}
$$

This theorem can be viewed as giving a recursive definition of the polynomials $[D(\ell, s)$ : $D(m, n)]_{q}$. Thus, (1.1.1) and (1.1.2) define $[D(\ell, s): D(m, n)]_{q}$ for all $s \leq 0$ and $n \in \mathbb{Z}$. For $s \geq 0$, assume that we have defined $\left[D\left(\ell, s^{\prime}\right): D(m, n)\right]_{q}$ for all $s^{\prime} \leq s$ and all $n \in \mathbb{Z}$. The right hand side in Theorem 1.1.1 only involves $\left[D\left(\ell, s^{\prime}\right): D\left(m, n^{\prime}\right)\right]$ with $s^{\prime} \leq s, n^{\prime} \in \mathbb{Z}$ and hence shows that $[D(\ell, s+1): D(m, n)]_{q}$ is defined for all $n \in \mathbb{Z}_{+}$, and hence, by (1.1.1), for all $n \in \mathbb{Z}$. To prove the above theorem, we study the tensor product $D(\ell, s) \otimes D(\ell, 1)$ and write the graded character of the tensor product explicitly as a linear combination of graded characters of level $\ell$-Demazure modules. If $m>\ell$, this result allows us to write the graded character of $D(\ell, s) \otimes D(\ell, 1)$ as linear combination of graded characters of level $m$-Demazure modules in two different ways. A comparison of the coefficients then proves the theorem. We briefly explain the strategy of the proof below. First we prove the following proposition:

Proposition 1.1.2. Let $\ell$ be a positive integer and let $s \in \mathbb{Z}_{+}$. Write $s=\ell s_{1}+s_{0}$ with $s_{1}, s_{0} \in \mathbb{Z}, s_{1} \geq-1$ and $0<s_{0} \leq \ell$. We have,

$$
\begin{aligned}
& \operatorname{ch}_{\mathrm{gr}} D(\ell, s) \operatorname{ch}_{\mathrm{gr}} D(\ell, 1)=\operatorname{ch}_{\mathrm{gr}} D(\ell, s+1)+\left(1-\delta_{s_{0}, \ell}\right) \operatorname{ch}_{\mathrm{gr}} D(\ell, s-1) \\
& \quad+q^{s_{1}\left(s_{0}-\ell \delta_{s_{0}, \ell}\right.}\left(1-q^{s_{1}+\delta_{s_{0}}, \ell}\right) \mathrm{ch}_{\mathrm{gr}} D\left(\ell, s-2\left(s_{0}-\ell \delta_{s_{0}, \ell}\right)-1\right)
\end{aligned}
$$

It is easy to see that if $V$ is a finite dimensional graded $\mathfrak{s t}_{2}[t]$-module and admits a Demazure flag of level $m$, then

$$
\begin{equation*}
\operatorname{ch}_{\mathrm{gr}} V=\sum_{s \in \mathbb{Z}}[V: D(m, s)]_{q} \operatorname{ch}_{\mathrm{gr}} D(m, s) . \tag{1.1.5}
\end{equation*}
$$

In particular, if $D(\ell, s)$ admits a Demazure flag of level $m$, then we can write,

$$
\operatorname{ch}_{\mathrm{gr}} D(\ell, s)=\sum_{p \geq 0}[D(\ell, s): D(m, p)]_{q} \mathrm{ch}_{\mathrm{gr}} D(m, p),
$$

where $m \in \mathbb{Z}_{+}$with $m \geq \ell$. Multiplying both sides of the equation by $\operatorname{ch}_{\mathrm{gr}} D(\ell, 1)$ gives,

$$
\begin{equation*}
\operatorname{ch}_{\mathrm{gr}} D(\ell, s) \operatorname{ch}_{\mathrm{gr}} D(\ell, 1)=\sum_{p \geq 0}[D(\ell, s): D(m, p)]_{q} \operatorname{ch}_{\mathrm{gr}} D(m, p) \operatorname{ch}_{\mathrm{gr}} D(m, 1) . \tag{1.1.6}
\end{equation*}
$$

Here, we have used the fact that $D(\ell, 1) \cong D(m, 1)$ as $\mathfrak{s l}_{2}[t]$-modules. Now, we know that the product of graded characters is the graded character of the tensor product. We can therefore apply Proposition 1.1.2 to both sides of the preceding equation. Applying it to the right hand side gives us a linear combination of the graded characters of level $m$-Demazure modules. Applying it to the left hand side, gives a linear combination of graded characters of level $\ell$-Demazure modules. These can be further expressed as
a combination of the graded characters of level $m$-Demazure modules. Equating the coefficients of a level $m$-Demazure module on both sides will prove Theorem 1.1.1.

### 1.2. Numerical multiplicities and Chebyshev polynomials

In chapter 4 of the thesis, we greatly extend the results for the numerical multiplicities in [9] by using the recursive formula in Theorem 1.1.1. We prove that the generating function for the numerical multiplicity when $\ell=1$ is a rational function involving the Chebyshev polynomials. A level one Demazure module is isomorphic to a local Weyl module [7] and hence our result completely determines the numerical multiplicities of a level $m$ flag of a local Weyl module for any given $m \geq 1$. We prove the following recursion on the generating series $A_{n}^{1 \rightarrow m}(x, 1)$ using Theorem 1.1.1.

Theorem 1.2.1. For $n \geq-1$ and $m \geq 1$, the power series $A_{n}^{1 \rightarrow m}(x, 1)$ satisfies the recurrence,

$$
A_{n}^{1 \rightarrow m}(x, 1)= \begin{cases}A_{n+1}^{1 \rightarrow m}(x, 1)-x A_{n+2}^{1 \rightarrow m}(x, 1) & \text { if } m \nmid n+2 .  \tag{1.2.1}\\ A_{n+1}^{1 \rightarrow m}(x, 1) & \text { if } m \mid n+2 .\end{cases}
$$

Then we use the above theorem to give a closed form for $A_{n}^{1 \rightarrow m}(x, 1)$. We first recall some relevant facts about Chebyshev polynomials. For $n \geq 0$, the Chebyshev polynomial $U_{n}(x)$ of the second kind, of degree $n$, is given by the recurrence relation:

$$
U_{n+1}(x)=2 x U_{n}(x)-U_{n-1}(x) \text { for } n \geq 1, \quad U_{0}(x)=1, \quad U_{1}(x)=2 x
$$

We define

$$
P_{n}\left(x^{2}\right)=x^{n} U_{n}\left((2 x)^{-1}\right)
$$

and then it is easy to see that $P_{n}(x)$ 's satisfy the following recurence.

$$
\begin{equation*}
P_{0}=P_{1}=1 \text { and } P_{n+1}(x)=P_{n}(x)-x P_{n-1}(x) \text { for } n \geq 1 . \tag{1.2.2}
\end{equation*}
$$

We now establish the following corollary of Theorem 1.2.1 which gives the closed form of $A_{n}^{1 \rightarrow m}(x, 1)$.

Corollary 1.2.2. For $n \in \mathbb{Z}_{+}$, let $r, s$ be the unique non-negative integers such that $n=m s+r$ with $0 \leq r<m$. Then

$$
A_{n}^{1 \rightarrow m}(x, 1)=\frac{P_{m-r-1}(x)}{P_{m}(x)^{s+1}} .
$$

Finally, we consider the general case, i.e., the multiplicities of level $m$ Demazure modules in level $\ell$ Demazure modules for any $m \geq \ell$. For $n \geq 0$, define

$$
\widetilde{A}_{n}^{\ell \rightarrow m}(x, q)=\sum_{s \geq 0}[D(\ell, s): D(m, n)]_{q} x^{s} .
$$

Since the coefficient of $x^{s}$ is zero unless $s-n$ is a non-negative even integer, we have $\widetilde{A}_{n}^{\ell \rightarrow m}(x, q)=x^{n} \widetilde{A}_{n}^{\ell \rightarrow m}\left(x^{2}, q\right)$. We prove the following proposition which gives us a way of computing $\widetilde{A}_{n}^{\ell \rightarrow m}(x, 1)$ implicitly.

Proposition 1.2.3. Let $1 \leq \ell \leq m$ and $n \geq 0$. Let $\beta_{r}(x) \in \mathbb{C}[[x]], 0 \leq r<\ell$, be the unique power series such that

$$
\widetilde{A}_{n}^{\ell \rightarrow m}(x, 1)=\sum_{r=0}^{\ell-1} x^{r} \beta_{r}\left(x^{\ell}\right)
$$

Then we have

$$
\widetilde{A}_{n}^{1 \rightarrow m}(x, 1)=\sum_{r=0}^{\ell-1} \widetilde{A}_{r}^{1 \rightarrow \ell}(x, 1) \beta_{r}\left(y^{\ell}\right),
$$

where $y=x / P_{\ell}\left(x^{2}\right)^{\frac{1}{\ell}}$.

Using the above proposition, we obtain the following corollary which gives an explicit expression for $A_{n}^{2 \rightarrow m}(x, 1)$.

Corollary 1.2.4. Let $m \geq 2, n \geq 0$. Then

$$
A_{n}^{2 \rightarrow m}(x, 1)=\left(\frac{1}{1+x}\right)^{\left\lfloor\frac{n}{2}\right\rfloor+1} A_{n}^{1 \rightarrow m}\left(\frac{x}{1+x}, 1\right)
$$

### 1.3. Graded multiplicities and mock theta functions

In chapter 5 of the thesis, we focus on graded multiplicities. Our next main result concerns the graded multiplicities when $\ell=1$ and $m=3$. In this case, we show that the generating series when appropriately specialized reduce to expressions involving the following fifth order mock theta functions $\phi_{0}, \phi_{1}, \psi_{0}, \psi_{1}$ of Ramanujan.

$$
\begin{array}{ll}
\phi_{0}(q)=\sum_{n=0}^{\infty} q^{n^{2}}\left(-q ; q^{2}\right)_{n} & \phi_{1}(q)=\sum_{n=0}^{\infty} q^{(n+1)^{2}}\left(-q ; q^{2}\right)_{n} \\
\psi_{0}(q)=\sum_{n=0}^{\infty} q^{\frac{(n+1)(n+2)}{2}}(-q ; q)_{n} & \psi_{1}(q)=\sum_{n=0}^{\infty} q^{\frac{n(n+1)}{2}}(-q ; q)_{n}
\end{array}
$$

The appearance of Ramanujan's mock theta functions in this set-up is quite unexpected and intriguing. Certain Hecke type double sums, which are closely related objects, have previously appeared in Kac-Peterson's work [19] on characters of integrable representations of $\widehat{\mathfrak{s l}_{2}}$. Further, mock theta functions (in the modern sense, following Zwegers [30]) appear in Kac-Wakimoto's theory of affine superalgebras and their characters [20]. Given any power series $f$ in the indeterminate $q$, we define

$$
f^{+}(q)=\sum_{n \geq 0} c_{2 n} q^{n}=\frac{f\left(q^{\frac{1}{2}}\right)+f\left(-q^{\frac{1}{2}}\right)}{2}, \quad f^{-}(q)=\sum_{n \geq 0} c_{2 n+1} q^{n}=\frac{f\left(q^{\frac{1}{2}}\right)-f\left(-q^{\frac{1}{2}}\right)}{2 q^{\frac{1}{2}}},
$$

so that $f(q)=f^{+}\left(q^{2}\right)+q f^{-}\left(q^{2}\right)$. Then we prove the following results:

## Theorem 1.3.1.

$$
\begin{array}{ll}
A_{0}^{1 \rightarrow 3}(1, q)=\phi_{0}^{+}(q) & A_{0}^{1 \rightarrow 3}(q, q)=\phi_{1}^{-}(q) \\
A_{1}^{1 \rightarrow 3}(1, q)=\psi_{1}(q) & A_{1}^{1 \rightarrow 3}(q, q)=\psi_{0}(q) / q \\
A_{2}^{1 \rightarrow 3}(1, q)=\phi_{0}^{-}(q) & A_{2}^{1 \rightarrow 3}(q, q)=\phi_{1}^{+}(q) / q^{2}
\end{array}
$$

We now consider the specializations $A_{n}^{1 \rightarrow 3}\left(q^{k}, q\right)$ for arbitrary $k \in \mathbb{Z}$ and $0 \leq n \leq 2$. We show that these are in fact linear combinations of the mock theta functions with coefficients in $\mathbb{Z}\left[q, q^{-1}\right]$. More precisely, we have

Theorem 1.3.2. Let $k \in \mathbb{Z}$. Then:
(1)

$$
A_{1}^{1 \rightarrow 3}\left(q^{k}, q\right)=a_{k, 0}(q) \psi_{0}(q)+a_{k, 1}(q) \psi_{1}(q)+b_{k}(q),
$$

for some $a_{k, 0}, a_{k, 1}, b_{k} \in \mathbb{Z}\left[q, q^{-1}\right]$.
(2)

$$
A_{0}^{1 \rightarrow 3}\left(q^{k}, q\right)=c_{k, 0}(q) \phi_{0}^{ \pm}(q)+c_{k, 1}(q) \phi_{1}^{ \pm}(q)+d_{k}(q),
$$

for some $c_{k, 0}, c_{k, 1}, d_{k} \in \mathbb{Z}\left[q, q^{-1}\right]$. The choice of signs ( $\pm$ ) on the right hand side is made as follows: both signs are (+) if $k$ is even, and both are ( - ) if $k$ is odd.

$$
\begin{equation*}
A_{2}^{1 \rightarrow 3}\left(q^{k}, q\right)=e_{k, 0}(q) \phi_{0}^{ \pm}(q)+e_{k, 1}(q) \phi_{1}^{ \pm}(q)+f_{k}(q), \tag{3}
\end{equation*}
$$

for some $e_{k, 0}, e_{k, 1}, f_{k} \in \mathbb{Z}\left[q, q^{-1}\right]$. The choice of signs ( $\pm$ ) on the right hand side is now opposite to that above, with both signs ( - ) if $k$ is even, and $(+)$ if $k$ is odd.

Finally, we turn to $A_{n}^{1 \rightarrow 3}(x, q)$ for arbitrary $n \geq 0$. Let us define

$$
F_{n}(x, q)=A_{n}^{1 \rightarrow 3}(x, q) \prod_{i=1}^{\left\lfloor\frac{n}{3}\right\rfloor}\left(1-q^{i}\right),
$$

with $F_{-1}(x, q)=0$. Let $\mathbb{Z}((q))$ denote the ring of Laurent series with integer coefficients. We then have the following:

Proposition 1.3.3. Let $R \subset \mathbb{Z}((q))$ denote the $\mathbb{Z}\left[q, q^{-1}\right]$-span of $\left\{1, \phi_{0}^{ \pm}, \phi_{1}^{ \pm}, \psi_{0}, \psi_{1}\right\}$. Let $n \geq 0, k \in \mathbb{Z}$. Then $F_{n}\left(q^{k}, q\right) \in R$.

## Chapter 2

## Preliminaries

In this chapter, we recall certain well-known definitions and results which will be used in this thesis. We begin with brief history. The theory of semisimple Lie algebras and their representations lies at the heart of modern mathematics. The finitedimensional simple Lie algebras over the field of complex numbers were classified in the works of Élie Cartan and Wilhelm Killing in the 1930's. There are four infinite series $A_{r}(r \geq 1) ; B_{r}, C_{r}(r \geq 2) ; D_{r}(r \geq 4)$ which are called the classical Lie algebras, and five exceptional Lie algebras $E_{6}, E_{7}, E_{8}, F_{4}, G_{2}$. The Lie algebras of type $A, D$, and $E$ are called of type simply laced. The structure of these Lie algebras is uniformly described in terms of certain finite sets of vectors in a Euclidean space called root systems. The theory of finite-dimensional representations of semisimple Lie algebras is largely reduced to the study of their irreducible representations, due to Weyl's complete reducibility theorem. The irreducibles are parametrized by their highest weights. In the late 1960's, Victor Kac and Robert Moody built on this work and independently defined and studied a class of Lie algebras, now called the Kac-Moody Lie algebras. These are generalizations of
the finite-dimensional simple Lie algebras. In the four decades since their discovery, the theory of Kac-Moody Lie algebras and their representations has emerged as a field that has deep and intriguing connections to diverse fields of mathematics and mathematical physics, such as invariant theory, combinatorics, topology, modular forms and theta functions, singularities, finite simple groups, Hamiltonian mechanics, soliton equations, and quantum field theory. The reader is referred to, e.g., the books of Bourbaki [3], Carter [4], Dixmier [12], Humphreys [15], or Kac [18] for a detailed exposition of the theory. Throughout the thesis, $\mathbb{C}$ denotes the field of complex numbers, $\mathbb{Z}$ the set of integers, $\mathbb{Z}_{+}$the set of non-negative integers, $\mathbb{N}$ the set of positive integers, $\mathbb{C}[t]$ the polynomial ring in an indeterminate $t, \mathbb{C}\left[t, t^{-1}\right]$ the ring of Laurent polynomials, and $\mathbf{U}(\mathfrak{a})$ the universal enveloping algebra corresponding to a complex Lie algebra $\mathfrak{a}$.

### 2.4. The simple Lie algebra $\mathfrak{g}$

Let $\mathfrak{g}$ be a finite-dimensional simple Lie algebra over $\mathbb{C}$ of rank $r$, with Cartan subalgebra $\mathfrak{h}$. Set $I=\{1,2, \ldots, r\}$. Let $R$ (resp. $R^{+}$) be the set of roots (resp. positive roots) of $\mathfrak{g}$ with respect to $\mathfrak{h}$ and let $\theta \in R^{+}$be the highest root in $R$. Let (. |.) be a non-degenerate, symmetric, invariant bilinear form on $\mathfrak{h}^{*}$ normalized so that the square length of a long root is two. For $\alpha \in R$, let $\alpha^{\vee} \in \mathfrak{h}$ be the corresponding co-root and let $\mathfrak{g}_{\alpha}$ be the corresponding root space of $\mathfrak{g}$. It is well-known that $\operatorname{dim} \mathfrak{g}_{\alpha}=1, \forall \alpha \in R$. For each $\alpha \in R^{+}$, we fix non-zero elements $x_{\alpha}^{ \pm} \in \mathfrak{g}_{ \pm \alpha}$ such that $\left[x_{\alpha}^{+}, x_{\alpha}^{-}\right]=\alpha^{\vee}$. We set $\mathfrak{n}^{ \pm}=\oplus_{\alpha \in R^{+}} \mathfrak{g}_{ \pm \alpha}$. The weight lattice $P$ (resp. the set of dominant weights $P^{+}$) is the $\mathbb{Z}$-span (resp. $\mathbb{Z}_{+}$-span) of the fundamental weights $\omega_{i}, i \in I$ of $\mathfrak{g}$. The root lattice $Q$ is the $\mathbb{Z}$-span of the simple roots $\alpha_{i}, i \in I$ of $\mathfrak{g}$. The dominant root lattice
$Q^{+}=\sum_{i \in I} \mathbb{Z}_{+} \alpha_{i}$. Set $d_{i}=2 /\left(\alpha_{i} \mid \alpha_{i}\right), \forall i \in I$. We define $L=\sum_{i \in I} \mathbb{Z} d_{i} \omega_{i}$, a sub lattice of $P$, and $M=\sum_{i \in I} \mathbb{Z} d_{i} \alpha_{i}$, a sub lattice of $Q$. We note that $L$ and $M$ are the images of the co-weight and co-root lattices respectively under the identification of $\mathfrak{h}$ and $\mathfrak{h}^{*}$ induced by the form (.|.).

### 2.5. The Weyl group of $\mathfrak{g}$

For each $i \in I$, the fundamental reflection $s_{\alpha_{i}}$ (or $s_{i}$ ) is given by

$$
s_{\alpha_{i}}(\lambda)=\lambda-\left\langle\lambda, \alpha_{i}^{\vee}\right\rangle \alpha_{i}, \quad \forall \lambda \in \mathfrak{h}^{*} .
$$

The subgroup $W$ of $G L\left(\mathfrak{h}^{*}\right)$ generated by all fundamental reflections $s_{i}, i \in I$ is called the Weyl group of $\mathfrak{g}$. Given $w \in W$, let $\ell(w)$ be the length of a reduced expression for $w$. Let $w_{0}$ be the longest element in $W$.

### 2.6. The finite-dimensional irreducible $\mathfrak{g}$-modules

It is well-known that the finite-dimensional irreducible $\mathfrak{g}$-modules (up to isomorphism) are indexed by the elements of $P^{+}$. For $\lambda \in P^{+}$, the corresponding finite-dimensional irreducible $\mathfrak{g}$-module $V(\lambda)$ is the cyclic $\mathfrak{g}$-module generated by an element $v_{\lambda}$ with the following defining relations:

$$
x_{\alpha}^{+} v_{\lambda}=0, \quad h v_{\lambda}=\langle\lambda, h\rangle v_{\lambda}, \quad\left(x_{\alpha}^{-}\right)^{\left(\lambda, \alpha^{\vee}\right\rangle+1} v_{\lambda}=0, \quad \forall \alpha \in R^{+}, h \in \mathfrak{h} .
$$

### 2.7. The affine Lie algebra $\widehat{\mathfrak{g}}$

Let $\mathfrak{g}$ be a finite-dimensional simple Lie algebra over $\mathbb{C}$ as in $\S 2.4$. Let $\widehat{\mathfrak{g}}$ be the corresponding (untwisted) affine Lie algebra defined by

$$
\widehat{\mathfrak{g}}=\mathfrak{g} \otimes \mathbb{C}\left[t, t^{-1}\right] \oplus \mathbb{C} c \oplus \mathbb{C} d
$$

where $c$ is central and the other Lie brackets are given by

$$
\begin{gathered}
{\left[x \otimes t^{m}, y \otimes t^{n}\right]=[x, y] \otimes t^{m+n}+m \delta_{m,-n}(x \mid y) c,} \\
{\left[d, x \otimes t^{m}\right]=m\left(x \otimes t^{m}\right),}
\end{gathered}
$$

for all $x, y \in \mathfrak{g}$ and integers $m, n$. The Lie subalgebras $\widehat{\mathfrak{h}}, \widehat{\mathfrak{n}}^{+}$, and $\widehat{\mathfrak{b}}$ of $\widehat{\mathfrak{g}}$ are defined as follows:

$$
\widehat{\mathfrak{h}}=\mathfrak{h} \oplus \mathbb{C} c \oplus \mathbb{C} d, \quad \widehat{\mathfrak{n}}^{+}=\mathfrak{n}^{+} \otimes \mathbb{C}[t] \oplus\left(\mathfrak{n}^{-} \oplus \mathbb{C}\right) \otimes t \mathbb{C}[t], \quad \widehat{\mathfrak{b}}=\widehat{\mathfrak{h}} \oplus \widehat{\mathfrak{n}}^{+} .
$$

We regard $\mathfrak{h}^{*}$ as a subspace of $\widehat{\mathfrak{h}}^{*}$ by setting $\langle\lambda, c\rangle=\langle\lambda, d\rangle=0$ for $\lambda \in \mathfrak{h}^{*}$. For $\xi \in \widehat{\mathfrak{h}}^{*}$, let $\left.\xi\right|_{\mathfrak{h}}$ be the element of $\mathfrak{h}^{*}$ obtained by restricting $\xi$ to $\mathfrak{h}$. Let $\delta, \Lambda_{0} \in \widehat{\mathfrak{h}}^{*}$ be given by

$$
\langle\delta, \mathfrak{h}+\mathbb{C} c\rangle=0,\langle\delta, d\rangle=1, \quad\left\langle\Lambda_{0}, \mathfrak{h}+\mathbb{C} d\right\rangle=0,\left\langle\Lambda_{0}, c\right\rangle=1 .
$$

Extend the non-degenerate form on $\mathfrak{h}^{*}$ to a non-degenerate symmetric bilinear form on $\widehat{\mathfrak{h}}^{*}$ by setting,

$$
\left(\mathfrak{h}^{*} \mid \mathbb{C} \delta+\mathbb{C} \Lambda_{0}\right)=(\delta \mid \delta)=\left(\Lambda_{0} \mid \Lambda_{0}\right)=0 \quad \text { and } \quad\left(\delta \mid \Lambda_{0}\right)=1
$$

Set $\widehat{I}=I \cup\{0\}$. The elements $\alpha_{i}, i \in \widehat{I}$ where $\alpha_{0}=\delta-\theta$ are the set of simple roots of $\widehat{\mathfrak{g}}$, and the elements $\alpha_{i}^{\vee}, i \in \widehat{I}$ where $\alpha_{0}^{\vee}=c-\theta^{\vee}$ are the corresponding co-roots. The Chevalley generators $e_{i}$ and $f_{i}(i \in \widehat{I})$ of $\widehat{\mathfrak{g}}$ are given by following:

$$
e_{0}=x_{\theta}^{-} \otimes t, \quad f_{0}=x_{\theta}^{+} \otimes t^{-1}, \quad e_{i}=x_{\alpha_{i}}^{+} \otimes 1, \quad f_{i}=x_{\alpha_{i}}^{-} \otimes 1, \quad(i \in I)
$$

Let $\widehat{R}^{+}$be the set of positive roots,

$$
\widehat{R}^{+}=\{\alpha+n \delta: \alpha \in R, n \in \mathbb{N}\} \cup R^{+} \cup\{n \delta: n \in \mathbb{N}\},
$$

and $\widehat{R}^{-}$be the set of negative roots,

$$
\widehat{R}^{-}=\{\alpha+n \delta: \alpha \in R, n \in-\mathbb{N}\} \cup R^{-} \cup\{n \delta: n \in-\mathbb{N}\} .
$$

Let $\widehat{R}_{r e}=\{\alpha+n \delta: \alpha \in R, n \in \mathbb{Z}\}$ be the set of real roots, and $\widehat{R}_{i m}=\{n \delta: n \in \mathbb{Z} \backslash\{0\}\}$ be the set of imaginary roots. The set of roots $\widehat{R}$ of $\widehat{\mathfrak{g}}$ is given by $\widehat{R}=\widehat{R}_{r e} \cup \widehat{R}_{i m}=$ $\widehat{R}^{-} \cup \widehat{R}^{+}$. The root space decomposition of $\widehat{\mathfrak{g}}$ is given by

$$
\mathfrak{g}=\bigoplus_{\gamma \in \widehat{R}} \mathfrak{g}_{\gamma} \oplus \widehat{\mathfrak{h}},
$$

where $\mathfrak{g}_{\gamma}=\{x \in \widehat{\mathfrak{g}}:[h, x]=\langle\gamma, h\rangle x, \forall h \in \widehat{\mathfrak{h}}\}$. It is well-known that $\operatorname{dim} \widehat{\mathfrak{g}}_{\gamma}=$ $1, \forall \gamma \in \widehat{R}_{r e}$. For each real root $\alpha+n \delta$, we have the Lie subalgebra of $\widehat{\mathfrak{g}}$ generated by $\left\{x_{\alpha}^{+} \otimes t^{n}, x_{\alpha}^{-} \otimes t^{-n}\right\}$ which is isomorphic to $\mathfrak{s l}_{2}$. Let $\widehat{Q}=\sum_{i \in \hat{I}} \mathbb{Z} \alpha_{i}$ be the root lattice, and $\widehat{Q}^{+}=\sum_{i \in \hat{I}} \mathbb{Z}_{+} \alpha_{i}$. The weight lattice (resp. the set of dominant integral weights) is
defined by

$$
\widehat{P}\left(\text { resp. } \widehat{P}^{+}\right)=\left\{\lambda \in \widehat{\mathfrak{h}}^{*}:\left\langle\lambda, \alpha_{i}^{\vee}\right\rangle \in \mathbb{Z}\left(\text { resp. } \mathbb{Z}_{+}\right), \forall i \in \widehat{I}\right\} .
$$

For an element $\lambda \in \widehat{P}$, the integer $\langle\lambda, c\rangle$ is called the level of $\lambda$.

### 2.8. The Weyl group of $\widehat{\mathfrak{g}}$

For each $i \in \widehat{I}$, the fundamental reflection $s_{\alpha_{i}}\left(\right.$ or $\left.s_{i}\right)$ is given by

$$
s_{\alpha_{i}}(\lambda)=\lambda-\left\langle\lambda, \alpha_{i}^{\vee}\right\rangle \alpha_{i}, \quad \forall \lambda \in \widehat{\mathfrak{h}}^{*} .
$$

The subgroup $\widehat{W}$ of $G L\left(\widehat{\mathfrak{h}}^{*}\right)$ generated by all fundamental reflections $s_{i}, i \in \widehat{I}$ is called the affine Weyl group or the Weyl group of $\widehat{\mathfrak{g}}$. We regard $W$ naturally as a subgroup of $\widehat{W}$. Given $\alpha \in \mathfrak{h}^{*}$, let $t_{\alpha} \in G L\left(\widehat{\mathfrak{h}}^{*}\right)$ be defined by

$$
t_{\alpha}(\lambda)=\lambda+(\lambda \mid \delta) \alpha-(\lambda \mid \alpha) \delta-\frac{1}{2}(\lambda \mid \delta)(\alpha \mid \alpha) \delta \quad \text { for } \lambda \in \widehat{\mathfrak{h}}^{*} .
$$

The translation subgroup $T_{M}$ of $\widehat{W}$ is defined by $T_{M}=\left\{t_{\alpha} \in G L\left(\widehat{\mathfrak{h}}^{*}\right): \alpha \in M\right\}$ (where, you may recall the definition of $M$ from §2.4). The following proposition gives the relation between $W$ and $\widehat{W}$. It is well-known and may be found in [18].

Proposition 2.8.1. [18, Proposition 6.5] $\widehat{W}=W \ltimes T_{M}$.

The extended affine Weyl group $\widetilde{W}$ is the semi-direct product

$$
\widetilde{W}=W \ltimes T_{L}
$$

where $T_{L}=\left\{t_{\alpha} \in G L\left(\widehat{\mathfrak{h}}^{*}\right): \alpha \in L\right\}$. Let $\widehat{C}=\left\{\Lambda \in \widehat{\mathfrak{h}}^{*}:\left\langle\Lambda, \alpha_{i}^{\vee}\right\rangle \geq 0 \forall i \in \widehat{I}\right\}$ be the fundamental Weyl chamber for $\widehat{\mathfrak{g}}$. Let $\Sigma=\{\sigma \in \widetilde{W}: \sigma(\widehat{C})=\widehat{C}\}$; it is a subgroup of the group of diagram automorphisms of $\widehat{\mathfrak{g}}$. Then $\Sigma$ provides a complete system of coset representatives of $\widetilde{W} / \widehat{W}$ and we have $\widetilde{W}=\widehat{W} \rtimes \Sigma$ (see [13], as also [3]). Given $w \in \widehat{W}$, let $\ell(w)$ be the length of a reduced expression for $w$. The length function $\ell$ is extended to $\widetilde{W}$ by setting

$$
\begin{equation*}
\ell(w \sigma)=\ell(w) \tag{2.8.1}
\end{equation*}
$$

for $w \in \widehat{W}$ and $\sigma \in \Sigma$.

### 2.9. The category $\mathcal{O}$

A $\widehat{\mathfrak{g}}$-module $V$ is called $\widehat{\mathfrak{h}}$-diagonalizable if it admits a weight space decomposition

$$
V=\bigoplus_{\mu \in \widehat{\mathfrak{h}}^{*}} V_{\mu}
$$

where $V_{\mu}=\{v \in V: h v=\langle\mu, h\rangle v, \quad \forall h \in \widehat{\mathfrak{h}}\}$. A non-zero vector of $V_{\mu}$ is called a weight vector of weight $\mu$. Let $P(V):=\left\{\mu \in \widehat{\mathfrak{h}}^{*}: V_{\mu} \neq 0\right\}$ denote the set of weights of $V$. For $\Lambda \in \widehat{\mathfrak{h}}^{*}$, let us denote $D(\Lambda):=\left\{\mu \in \widehat{\mathfrak{h}}^{*}: \mu \leq \Lambda\right\}$. Recall that the partial order $\leq$ on $\widehat{\mathfrak{h}}^{*}$ is defined by $\mu \leq \Lambda$ iff $\Lambda-\mu \in \widehat{Q}^{+}$.

Definition 2.9.1. $A \widehat{\mathfrak{g}}$-module $V$ is said to be in category $\mathcal{O}$ if
(1) It is $\widehat{\mathfrak{h}}$-diagonalizable with finite-dimensional weight spaces, and
(2) There exist finitely many elements $\Lambda_{1}, \cdots, \Lambda_{m} \in \widehat{\mathfrak{h}}^{*}$ such that $P(V) \subset \cup_{i=1}^{m} D\left(\Lambda_{i}\right)$.

The morphisms in $\mathcal{O}$ are homomorphisms of $\widehat{\mathfrak{g}}$-modules. The category $\mathcal{O}$ is abelian.

### 2.10. Highest-weight modules

Highest-weight modules are important examples of objects from the category $\mathcal{O}$.

Definition 2.10.1. $A \widehat{\mathfrak{g}}$-module $V$ is said to be a highest-weight module with highest weight $\Lambda \in \widehat{\mathfrak{h}}^{*}$ if there exists a non-zero vector $v_{\Lambda}$ such that

$$
\begin{equation*}
\widehat{\mathfrak{n}}^{+} v_{\Lambda}=0, \quad h v_{\Lambda}=\langle\Lambda, h\rangle v_{\Lambda}, \forall h \in \widehat{\mathfrak{h}}, \quad \text { and } \quad \mathbf{U}(\widehat{\mathfrak{g}}) v_{\Lambda}=V . \tag{2.10.1}
\end{equation*}
$$

Remark. By condition (2.10.1) it is easy to see that $\mathbf{U}\left(\widehat{\mathfrak{n}}^{-}\right) v_{\Lambda}=V$, and we have $V=\oplus_{\mu \leq \Lambda} V_{\mu}, V_{\Lambda}=\mathbb{C} v_{\Lambda}, \operatorname{dim} V_{\mu}<\infty \forall \mu \in \widehat{\mathfrak{h}}^{*}$. Therefore, a highest-weight module is an object of category $\mathcal{O}$. Now, we recall an important family of highest-weight modules known as Verma modules.

Definition 2.10.2. A $\widehat{\mathfrak{g}}$-module $M(\Lambda)$ with highest weight $\Lambda$ is called a Verma module if every $\widehat{\mathfrak{g}}$-module with highest weight $\Lambda$ is a quotient of $M(\Lambda)$.

The following proposition justifies the importance of Verma modules.

Proposition 2.10.3. [18, Proposition 9.2]
(1) For every $\Lambda \in \widehat{\mathfrak{h}}^{*}$ there exists a unique (up to isomorphism) Verma module $M(\Lambda)$.
(2) Viewed as a $U\left(\widehat{\mathfrak{n}}^{-}\right)$-module, $M(\Lambda)$ is a free module of rank 1 generated by the highest weight vector.
(3) $M(\Lambda)$ contains a unique proper maximal submodule $M^{\prime}(\Lambda)$.

It follows from part 3 of the above proposition that for $\Lambda \in \widehat{\mathfrak{h}}^{*}$, there is a unique irreducible module of highest weight $\Lambda$ which we denote by $L(\Lambda):=M(\Lambda) / M^{\prime}(\Lambda)$. The
$\widehat{\mathfrak{g}}$-modules $L(\Lambda)$, for $\Lambda \in \widehat{\mathfrak{h}}^{*}$, exhaust all irreducible modules of the category $\mathcal{O}$ [18, Proposition 9.3].

### 2.11. Integrable modules

Definition 2.11.1. $A \widehat{\mathfrak{g}}$-module $V$ is said to be integrable if the following holds:

- It is $\widehat{\mathfrak{h}}$-diagonalizable with finite-dimensional weight spaces.
- The Chevalley generators $e_{i}$ and $f_{i}(i \in \widehat{I})$ are locally nilpotent on V. i.e., given any $v \in V$, there exists $n \geq 0$ such that $e_{i}^{n} v=0=f_{i}^{n} v$.

We will further restrict our attention to the category $\mathcal{O}^{\text {int }}(\widehat{\mathfrak{g}})$ of integrable modules in category $\mathcal{O}$. We record the following fact from [18].

Proposition 2.11.2. [18, Lemma 10.1] The $\widehat{\mathfrak{g}}$-module $L(\Lambda)$ is integrable if and only if $\Lambda \in \widehat{P}^{+}$.

The following Proposition gives the defining relations for the modules $L(\Lambda), \Lambda \in \widehat{P}^{+}$.

Proposition 2.11.3. [18, Corollary 10.4] Let $\Lambda \in \widehat{P}^{+}$. The $\widehat{\mathfrak{g}}$-module $L(\Lambda)$ is the cyclic module generated by $v_{\Lambda}$, with defining relations

$$
\begin{aligned}
h v_{\Lambda} & =\langle\Lambda, h\rangle v_{\Lambda} \quad \forall h \in \widehat{\mathfrak{h}}, \\
e_{i} v_{\Lambda} & =0 \quad(i \in \widehat{I}), \\
f_{i}^{\left\langle\Lambda, \alpha_{i}^{\vee}\right\rangle+1} v_{\Lambda} & =0 \quad(i \in \widehat{I}) .
\end{aligned}
$$

In particular, an integrable highest-weight module of $\widehat{\mathfrak{g}}$ is automatically irreducible.

The $\widehat{\mathfrak{g}}$-modules $L(\Lambda)$, for $\Lambda \in \widehat{P}^{+}$, exhaust all irreducible integrable modules of the category $\mathcal{O}[18$, Corollary 10.7]. Denote by $P(\Lambda)$ the set of weights of $L(\Lambda)$.

The following proposition may be found in [18]. For $\mathfrak{g}=\mathfrak{s l}_{2}$, see also [4, Proposition 20.22].

Proposition 2.11.4. [18, Lemma 12.6, Proposition 12.13] Assume that $\mathfrak{g}$ is simply laced of rank r. Let $\Lambda \in \widehat{P}^{+}$be of level 1. Then

- $P(\Lambda)=\left\{t_{\mu}(\Lambda)-n \delta: \mu \in Q, n \in \mathbb{Z}_{+}\right\}$,
- $\operatorname{dim} L(\Lambda)_{t_{\mu}(\Lambda)-n \delta}=$ the number of partitions of $n$ into $r$ colors, $\quad \forall \mu \in Q, n \in$ $\mathbb{Z}_{+}$.


### 2.12. Demazure modules

Let $L(\Lambda)$ be the irreducible integrable highest-weight module of $\widehat{\mathfrak{g}}$ corresponding to a dominant integral weight $\Lambda$. Given an element $w$ of $\widehat{W}$, define a $\widehat{\mathfrak{b}}$-submodule $V_{w}(\Lambda)$ of $L(\Lambda)$ by

$$
V_{w}(\Lambda)=\mathbf{U}(\widehat{\mathfrak{b}})\left(L(\Lambda)_{w \Lambda}\right)
$$

We call the $\widehat{\mathfrak{b}}$-module $V_{w}(\Lambda)$ as a Demazure module. Since $f_{i} L(\Lambda)_{w \Lambda}=0$ holds if and only if $\left\langle w \Lambda, \alpha_{i}^{\vee}\right\rangle \leq 0$, we see that $V_{w}(\Lambda)$ is $\mathfrak{g}$-stable if and only if $\left\langle w \Lambda, \alpha_{i}^{\vee}\right\rangle \leq 0, \forall i \in I$. The notion of Demazure module associated to an element of $\widetilde{W}$ is defined by setting

$$
V_{w \sigma}(\Lambda)=V_{w}(\sigma \Lambda),
$$

for $\sigma \in \Sigma$ and $w \in \widehat{W}$.

### 2.13. The current algebra $\mathfrak{g}[t]$

The current algebra $\mathfrak{g}[t]$ associated to $\mathfrak{g}$ is defined as $\mathfrak{g} \otimes \mathbb{C}[t]$, with the Lie bracket

$$
\left[x \otimes t^{m}, y \otimes t^{n}\right]=[x, y] \otimes t^{m+n} \quad \forall x, y \in \mathfrak{g}, m, n \in \mathbb{Z}_{+} .
$$

The degree grading on $\mathbb{C}[t]$ gives a natural $\mathbb{Z}_{+}$-grading on $\mathbf{U}(\mathfrak{g}[t])$ : the element $\left(a_{1} \otimes\right.$ $\left.t^{r_{1}}\right) \cdots\left(a_{k} \otimes t^{r_{k}}\right)$, for $a_{i} \in \mathfrak{g}, r_{i} \in \mathbb{Z}_{+}$, has grade $r_{1}+\cdots+r_{k}$. A graded $\mathfrak{g}[t]$-module is a $\mathbb{Z}$-graded vector space $V=\bigoplus_{n \in \mathbb{Z}} V[n]$ such that

$$
\left(\mathfrak{g} \otimes t^{m}\right) V[n] \subset V[n+m], \quad \forall m \in \mathbb{Z}_{+}, n \in \mathbb{Z}
$$

Let $\mathrm{ev}_{0}: \mathfrak{g}[t] \rightarrow \mathfrak{g}$ be the morphism of Lie algebras given by setting $t=0$. The pull back of any $\mathfrak{g}$-module $V$ by $\mathrm{ev}_{0}$ defines a graded $\mathfrak{g}[t]$-module structure on $V$, and we denote this module by $\mathrm{ev}_{0}^{*} V$. We define the morphism of graded $\mathfrak{g}[t]$-modules as a degree zero morphism of $\mathfrak{g}[t]$-modules. For $m \in \mathbb{Z}$ and a graded $\mathfrak{g}[t]$-module $V$, we let $\tau_{m} V$ be the $m$-th graded shift of $V$, defined by setting $\left(\tau_{m} V\right)[n]=V[n-m]$.

### 2.14. The Weyl modules of $\mathfrak{g}[t]$

In [8], Chari and Pressley introduced the notion of local Weyl modules for the loop algebra $\mathfrak{g} \otimes \mathbb{C}\left[t, t^{-1}\right]$. In [14], a more general case was considered by replacing the Laurent polynomial ring with the co-ordinate ring of an algebraic variety. Later in [5], a functorial approach is used to study local Weyl modules associated with the Lie algebra $\mathfrak{g} \otimes A$, where $A$ is a commutative $\mathbb{C}$-algebra with unit.

Definition 2.14.1. Given $\lambda \in P^{+}$, the local Weyl module $W(\lambda)$ is the cyclic $\mathfrak{g}[t]$-module generated by an element $w_{\lambda}$, with following defining relations:

$$
\begin{gather*}
\left(\mathfrak{n}^{+} \otimes \mathbb{C}[t]\right) w_{\lambda}=0, \quad(\mathfrak{h} \otimes t \mathbb{C}[t]) w_{\lambda}=0, \quad \text { and } \quad h w_{\lambda}=\langle\lambda, h\rangle w_{\lambda}, \quad \forall h \in \mathfrak{h}, \\
\left(x_{\alpha}^{-} \otimes 1\right)^{\left(\lambda, \alpha^{\vee}\right\rangle+1} w_{\lambda}=0, \quad \forall \alpha \in R^{+} . \tag{2.14.1}
\end{gather*}
$$

We set the grade of $w_{\lambda}$ to be zero. Since the defining relations of $W(\lambda)$ are graded, it inherits a $\mathbb{Z}_{+}$-grading from the grading on $\mathbf{U}(\mathfrak{g}[t])$. For $s \in \mathbb{N}$, the subspace of grade $s$ is given by

$$
W(\lambda)[s]=\operatorname{span}\left\{\left(a_{1} \otimes t^{r_{1}}\right) \cdots\left(a_{k} \otimes t^{r_{k}}\right) w_{\lambda}: k \geq 1, a_{i} \in \mathfrak{g}, r_{i} \in \mathbb{Z}_{+}, \sum r_{i}=s\right\},
$$

and the subspace of grade zero is given by

$$
W(\lambda)[0]=\mathbf{U}(\mathfrak{g}) w_{\lambda}
$$

The following proposition is well-known and the proof is analogous to that in $[8, \S \S 1-2]$.

Proposition 2.14.2. [8] For $\lambda \in P^{+}$, we have the following:

- $W(\lambda)$ has a unique finite-dimensional graded irreducible quotient, which is isomorphic to $\mathrm{ev}_{0}^{*} V(\lambda)$. In particular, $W(\lambda) \neq\{0\}$.
- The zeroth graded piece $W(\lambda)[0]$ of $W(\lambda)$ is isomorphic to $V(\lambda)$.
- $W(\lambda)$ is finite-dimensional. Moreover, any finite-dimensional $\mathfrak{g}[t]$-module $V$ generated by an element $v \in V$ satisfying the relations

$$
\begin{equation*}
\left(\mathfrak{n}^{+} \otimes \mathbb{C}[t]\right) v=0, \quad(\mathfrak{h} \otimes t \mathbb{C}[t]) v=0, \quad \text { and } \quad h v=\langle\lambda, h\rangle v, \quad \forall h \in \mathfrak{h}, \tag{2.14.2}
\end{equation*}
$$

is a quotient of $W(\lambda)$.

Definition 2.14.3. For $\lambda \in P^{+}$, an element $v \neq 0$ of $a \mathfrak{g}[t]$-module satisfying the relations (2.14.2) is said to be a highest weight vector of weight $\lambda$.

### 2.15. The graded character of local Weyl modules

For $s \geq 0$, the subspace $W(\lambda)[s]$ of grade $s$ of the local Weyl module $W(\lambda)$ is a $\mathfrak{g}$-submodule, and we have the following weight space decomposition for $W(\lambda)$ :

$$
W(\lambda)=\bigoplus_{(\mu, s) \in P \times \mathbb{Z}_{+}} W(\lambda)_{\mu, s}
$$

where $W(\lambda)_{\mu, s}:=\{w \in W(\lambda)[s]: h w=\langle\mu, h\rangle w, \forall h \in \mathfrak{h}\}$. For $\mu \in P$, let

$$
W(\lambda)_{\mu}:=\bigoplus_{s \geq 0} W(\lambda)_{\mu, s}=\{w \in W(\lambda): h w=\langle\mu, h\rangle w, \forall h \in \mathfrak{h}\} .
$$

The $\mu$ for which $W(\lambda)_{\mu} \neq 0$ are the weights of $W(\lambda)$. The graded character $\mathrm{ch}_{q} W(\lambda)$ of $W(\lambda)$ is defined as,

$$
\begin{equation*}
\operatorname{ch}_{q} W(\lambda):=\sum_{(\mu, s) \in P \times \mathbb{Z}_{+}} \operatorname{dim} W(\lambda)_{\mu, s} q^{s} e^{\mu} \quad \in \mathbb{Z}[P][q] . \tag{2.15.1}
\end{equation*}
$$

### 2.16. Local Weyl modules as level one Demazure modules

The following theorem gives the connection of local Weyl modules with Demazure modules. For $\mathfrak{g}=\mathfrak{s l}_{2}$, it follows from a result in [8]. For $\mathfrak{g}=\mathfrak{s l}_{r+1}$, it is proved in [7] by using the result in [8]. For $\mathfrak{g}$ simply laced, it is proved in [13] also by using the result in [8].

Theorem 2.16.1. [13, Theorem 7] Assume that $\mathfrak{g}$ is simply laced. Given $\lambda \in P^{+}$, let $w \in \widehat{W}, \sigma \in \Sigma$ and $\Lambda \in \widehat{P}^{+}$such that

$$
w \sigma \Lambda \equiv w_{0} \lambda+\Lambda_{0} \bmod \mathbb{Z} \delta
$$

Then we have the following isomorphism of $\mathfrak{g}[t]$-modules,

$$
W(\lambda) \cong V_{w \sigma}(\Lambda) .
$$

Definition 2.16.2. Let $\ell \in \mathbb{N}, s \in \mathbb{Z}_{+}$and write $s=\ell s_{1}+s_{0}$ with $s_{1} \geq-1$ and $s_{0} \in \mathbb{N}$ with $s_{0} \leq \ell$. Then $D(\ell, s)$ is defined as a graded $\mathfrak{s l}_{2}[t]$-module generated by an element $v_{s}($ which lies in the zeroth grade piece of $D(\ell, s)$ ) with the following defining relations:

$$
\begin{align*}
& (x \otimes \mathbb{C}[t]) v_{s}=0, \quad(h \otimes f) v_{s}=s f(0) v_{s}, \quad(y \otimes 1)^{s+1} v_{s}=0 .  \tag{2.16.1}\\
& \left(y \otimes t^{s_{1}+1}\right) v_{s}=0, \quad\left(y \otimes t^{s_{1}}\right)^{s_{0}+1} v_{s}=0, \quad \text { if } \quad s_{0}<\ell . \tag{2.16.2}
\end{align*}
$$

Let $\tau_{r}^{*} D(\ell, s)$ be the graded $\mathfrak{s l}_{2}[t]$ - module obtained defining the grade of the element $v_{s}$ to be $r$.

The following result is a special case of a result established in [11, Theorem 2, Proposition 6.7] for $s>0$.

Proposition 2.16.3. Let $\Lambda$ be a dominant integral weight for $\widehat{\mathfrak{h}}$ and let $w \in \widehat{W}$ be such that

$$
\Lambda(c)=\ell, \quad w \Lambda(h)=-s, \quad w \Lambda(d)=r .
$$

We have an isomorphism of graded $\mathfrak{s l}_{2}[t]$-modules

$$
V_{w}(\Lambda) \cong \tau_{r}^{*} D(\ell, s)
$$

## Chapter 3

## Recursive Formula

The goal in the first part of this chapter is to collect together the relevant definitions and results that we shall need to prove our main Theorem 1.1.1. We begin this chapter by briefly reminding the reader the definition of a Demazure module occurring in a highest weight integrable irreducible representation of the affine Lie algebra $\widehat{\mathfrak{s l}_{2}}$. We are interested only in stable Demazure modules and we recall several results from [11] about this family.

### 3.17. The affine Lie algebra $\widehat{\mathfrak{s l}_{2}}$

Recall that $\mathfrak{s l}_{2}$ is the complex simple Lie algebra of two by two matrices of trace zero and that $\{x, h, y\}$ is the standard basis of $\mathfrak{s l}_{2}$, with $[h, x]=2 x,[h, y]=-2 y$ and $[x, y]=h$. The associated affine Lie algebra $\widehat{\mathfrak{s l}_{2}}$ with canonical central element $c$ and scaling operator $d$ can be realized as follows: as vector spaces we have

$$
\widehat{\mathfrak{s l}_{2}}=\mathfrak{s l}_{2} \otimes \mathbb{C}\left[t, t^{-1}\right] \oplus \mathbb{C} c \oplus \mathbb{C} d,
$$

where $\mathbb{C}\left[t, t^{-1}\right]$ is the Laurent polynomial ring in an indeterminate $t$, and the commutator is given by
$\left[a \otimes t^{r}, b \otimes t^{s}\right]=[a, b] \otimes t^{r+s}+r \delta_{r,-s}(a, b) c, \quad[d, a \otimes f]=a \otimes t d f / d t, \quad\left[c, \widehat{\mathfrak{s r}_{2}}\right]=0=[d, d]$,
where $():, \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{C}$ is a nondegenerate invariant symmetric bilinear form which is normalized so the root has squared length 2 . The action of $d$ can also be regarded as defining a $\mathbb{Z}$-grading on $\widehat{\mathfrak{s l}}_{2}$ where we declare the grade of $d$ and $c$ to be zero and the grade of $a \otimes t^{r}$ to be $r$ for $a \in \mathfrak{s l}_{2}$. Let $\widehat{\mathfrak{h}}=\mathbb{C} h \oplus \mathbb{C} c \oplus \mathbb{C} d$ be the Cartan subalgebra and define the Borel and the standard maximal parabolic subalgebras by

$$
\widehat{\mathfrak{b}}=\mathfrak{s l}_{2} \otimes t \mathbb{C}[t] \oplus \mathbb{C} x \oplus \widehat{\mathfrak{h}}, \quad \widehat{\mathfrak{p}}=\widehat{\mathfrak{b}} \oplus \mathbb{C} y=\mathfrak{s l}_{2} \otimes \mathbb{C}[t] \oplus \mathbb{C} c \oplus \mathbb{C} d
$$

Notice that $\widehat{\mathfrak{b}}$ and $\widehat{\mathfrak{p}}$ are $\mathbb{Z}_{+}$-graded subalgebras of $\widehat{\mathfrak{g}}$. We identify $\mathfrak{s l}_{2}$ with the grade zero subalgebra $\mathfrak{s l}_{2} \otimes 1$ of $\mathfrak{s l}_{2} \otimes \mathbb{C}[t]$. Define $\delta \in \widehat{\mathfrak{h}}^{*}$ by: $\delta(d)=1, \delta(\mathfrak{h} \oplus \mathbb{C} c)=0$. Let $\widehat{W}$ be the affine Weyl group associated to $\widehat{\mathfrak{g}}$ and recall that it acts on $\widehat{\mathfrak{h}}$ and $\widehat{\mathfrak{h}}^{*}$ and leaves $c$ and $\delta$ fixed.

### 3.18. Demazure modules of $\widehat{\mathfrak{s l}}_{2}$

Suppose that $\Lambda \in \widehat{\mathfrak{h}}^{*}$ is dominant integral: i.e., $\Lambda(h), \Lambda(c-h) \in \mathbb{Z}_{+}$and we assume that $\Lambda(d) \in \mathbb{Z}$. Let $V(\Lambda)$ be the irreducible integrable highest weight $\widehat{\mathfrak{g}}$-module generated by a highest weight vector $v_{\Lambda}$. The action of $\widehat{\mathfrak{h}}$ on $V(\Lambda)$ is diagonalizable and the central element $c$ acts via the scalar $\Lambda(c)$ on $V(\Lambda)$. The non-negative integer $\Lambda(c)$ is called the level of $V(\Lambda)$. For all $w \in \widehat{W}$ the element $w \Lambda$ is also an eigenvalue for the action of $\widehat{\mathfrak{h}}$
on $V(\Lambda)$ with corresponding eigenspace $V(\Lambda)_{w \Lambda}$. The Demazure module associated to $w$ and $\Lambda$ is defined to be

$$
V_{w}(\Lambda)=\mathbf{U}(\widehat{\mathfrak{b}}) V(\Lambda)_{w \Lambda} .
$$

The Demazure modules are finite-dimensional and if $w \Lambda(h) \leq 0$, then $V_{w}(\Lambda)$ is a module for $\widehat{\mathfrak{p}}$. From now on, we shall only be interested in such Demazure modules. Notice that these Demazure modules are indexed by the integers

$$
-s=w \Lambda(h) \leq 0, \quad \ell=\Lambda(c), \quad p=w \Lambda(d),
$$

The action of $d$ on the Demazure modules defines a $\mathbb{Z}$-grading on them compatible with $\mathbb{Z}_{+}$- grading on $\mathfrak{s l}_{2}[t]$. Moreover, since $w(\Lambda+p \delta)=w \Lambda+p \delta$ and $(\Lambda+p \delta)(\mathfrak{h} \oplus \mathbb{C} c)=$ $\Lambda(\mathfrak{h} \oplus \mathbb{C} c)$, it follows that for a fixed $\ell$ and $s$ the modules are just grade shifts. If $s=0$ then $D(\ell, 0)$ is the trivial $\mathfrak{s l}_{2}[t]$-module.

### 3.19. Graded character of $\mathfrak{s l}_{2}[t]$-modules

As the discussion in Section 3.18 shows, the proper setting for our study is the category of finite-dimensional $\mathbb{Z}$-graded $\mathfrak{s l}_{2}[t]$-modules. We recall briefly some of the elementary definitions and properties of this category. A finite-dimensional $\mathbb{Z}$-graded $\mathfrak{s l}_{2}[t]$-module is a $\mathbb{Z}$-graded vector space admitting a compatible graded action of $\mathfrak{s l}_{2}[t]$ :

$$
V=\bigoplus_{k \in \mathbb{Z}} V[k], \quad\left(a \otimes t^{r}\right) V[k] \subset V[k+r] \quad a \in \mathfrak{s l}_{2}, \quad r \in \mathbb{Z}_{+} .
$$

In particular, $V[r]$ is a module for the subalgebra $\mathfrak{s l}_{2}$ of $\mathfrak{s l}_{2}[t]$ and hence the action of $\mathfrak{h}$ on $V[r]$ is semisimple, i.e.,

$$
V[r]=\bigoplus_{m \in \mathbb{Z}} V[r]_{m}, \quad V[r]_{m}=\{v \in V[r]: h v=m v\} .
$$

The graded character of $V$ is the Laurent polynomial in two variables $e, q$ given by

$$
\operatorname{ch}_{\mathrm{gr}} V=\sum_{m, r \in \mathbb{Z}} \operatorname{dim} V[r]_{m} e^{m} q^{r} .
$$

A map of graded $\mathfrak{s l}_{2}[t]$-modules is a degree zero map of $\mathfrak{s l}_{2}[t]$-modules. If $V_{1}$ and $V_{2}$ are graded $\mathfrak{s l}_{2}[t]$-modules, then the direct sum and tensor product are again graded $\mathfrak{s l}_{2}[t]$-modules, with grading,

$$
\left(V_{1} \oplus V_{2}\right)[k]=V_{1}[k] \oplus V_{2}[k], \quad\left(V_{1} \otimes V_{2}\right)[k]=\bigoplus_{s \in \mathbb{Z}}\left(V_{1}[s] \otimes V_{2}[k-s]\right) .
$$

The graded character is additive on short exact sequences and multiplicative on tensor products. Given a $\mathbb{Z}$-graded vector space $V$, we let $\tau_{p}^{*} V$ be the graded vector space whose $r$-th graded piece is $V[r+p]$. Clearly, a graded action of $\mathfrak{s l}_{2}[t]$ on $V$ also makes $\tau_{p}^{*} V$ into a graded $\mathfrak{s l}_{2}[t]$-module. It is now easy to prove (see [6] for instance) that an irreducible object of this category must be of the form $\tau_{p}^{*} \mathrm{ev}_{0}^{*} V(n)$ where $V(n)$ is the unique (up to isomorphism) irreducible module for $\mathfrak{s l}_{2}$ of dimension $(n+1)$. It follows that if $V$ is an arbitrary finite-dimensional graded $\mathfrak{s l}_{2}[t]$-module, then $\mathrm{ch}_{\mathrm{gr}} V$ can be written uniquely as a non-negative integer linear combination of $q^{p} \operatorname{ch}_{\mathrm{gr}} \tau_{0}^{*} V(n), p \in \mathbb{Z}$, $n \in \mathbb{Z}_{+}$.

### 3.20. The $\mathfrak{s l}_{2}[t]$-stable Demazure modules $\tau_{r}^{*} D(\ell, s)$

We recall for the reader's convenience, the graded $\mathfrak{s l}_{2}[t]$ module $\tau_{r}^{*} D(\ell, s)$ defined in chapter 1. Let $\ell \in \mathbb{N}, s \in \mathbb{Z}_{+}$and write $s=\ell s_{1}+s_{0}$ with $s_{1} \geq-1$ and $s_{0} \in \mathbb{N}$ with $s_{0} \leq \ell$. Then $D(\ell, s)$ is generated by an element $v_{s}$ and defining relations:

$$
\begin{array}{r}
(x \otimes \mathbb{C}[t]) v_{s}=0, \quad(h \otimes f) v_{s}=s f(0) v_{s}, \quad(y \otimes 1)^{s+1} v_{s}=0 . \\
\left(y \otimes t^{s_{1}+1}\right) v_{s}=0, \quad\left(y \otimes t^{s_{1}}\right)^{s_{0}+1} v_{s}=0, \quad \text { if } \quad s_{0}<\ell \tag{3.20.2}
\end{array}
$$

Let $\tau_{r}^{*} D(\ell, s)$ be the graded $\mathfrak{s l}_{2}[t]$ - module obtained by defining the grade of the element $v_{s}$ to be $r$. The following result is a special case of a result established in [11, Theorem 2, Proposition 6.7] for $s>0$.

Theorem 3.20.1. Let $\Lambda$ be a dominant integral weight for $\widehat{\mathfrak{h}}$ and let $w \in \widehat{W}$ be such that

$$
\Lambda(c)=\ell, \quad w \Lambda(h)=-s, \quad w \Lambda(d)=r
$$

We have an isomorphism of graded $\mathfrak{s l}_{2}[t]$-modules

$$
V_{w}(\Lambda) \cong \tau_{r}^{*} D(\ell, s)
$$

Remark 3.20.2. A few remarks are in order here. In the case when $s_{0}=\ell$ the second relation in equation (3.20.2) is a consequence of the other relations. A presentation of all Demazure modules was given in [17], [22] in the case of simple and Kac-Moody
algebras respectively. However, it was shown in [11, Theorem 2] that in the case of the $\mathfrak{S l}_{2}$-stable Demazure modules the relations given in [17], [22] are all consequences of the ones stated in the proposition.

We isolate further results from [11, Section 6] that will be needed for our study.

Proposition 3.20.3. Let $\ell, s \in \mathbb{Z}_{+}$and write $s=\ell s_{1}+s_{0}$ with $s_{1} \geq-1$ and $s_{0} \in \mathbb{N}$ with $s_{0} \leq \ell$.
(i) For $0 \leq s \leq \ell$ we have

$$
D(\ell, s) \cong \tau_{0}^{*} V(s), \quad \text { i.e. } \quad, \quad\left(\mathfrak{s l}_{2} \otimes t \mathbb{C}[t]\right) D(\ell, s)=0
$$

(ii) For $s>0$, we have $\operatorname{dim} D(\ell, s)=(\ell+1)^{s_{1}}\left(s_{0}+1\right)$.
(iii) The $\mathfrak{s l}_{2}[t]$-submodule of $D(\ell, s)$ generated by the element $\left(y \otimes t^{s_{1}}\right)^{s_{0}} v_{s}$ is isomorphic to $\tau_{s_{1} s_{0}}^{*} D\left(\ell, s-2 s_{0}\right)$. In particular, the quotient $D(\ell, s) / \tau_{s_{1} s_{0}}^{*} D\left(\ell, s-2 s_{0}\right)$ is generated by an element $\bar{v}_{s}$ with defining relations, (3.20.1) and,

$$
\begin{equation*}
\left(y \otimes t^{s_{1}+1}\right) \bar{v}_{s}=0, \quad\left(y \otimes t^{s_{1}}\right)^{s_{0}} \bar{v}_{s}=0 . \tag{3.20.3}
\end{equation*}
$$

We note that Proposition3.20.3(iii) is a reformulation of [11, Theorem 5(i) and Proposition 6.4]. The following is a straightforward application of the Poincare-Birkhoff-Witt theorem.

Lemma 3.20.4. Let $\ell \in \mathbb{N}$ and $s \in \mathbb{Z}_{+}$. The module $\tau_{0}^{*} V(s)$ is the unique irreducible quotient of $D(\ell, s)$ and occurs with multiplicity one in the Jordan-Holder series of $D(\ell, s)$. Moreover, if $\tau_{p}^{*} V(m), m \neq s$ is a Jordan-Holder constituent of $D(\ell, s)$ then $p \in \mathbb{N}$ and $s-m \in 2 \mathbb{N}$.

Let $\ell \in \mathbb{N}$. It follows from the Lemma that if $V$ is a graded finite-dimensional module for $\mathfrak{s l}_{2}[t]$, then $\mathrm{ch}_{\mathrm{gr}} V$ can be written uniquely as a $\mathbb{Z}\left[q, q^{-1}\right]$ linear combination of $\operatorname{ch}_{\mathrm{gr}} D(\ell, s), s \in \mathbb{Z}_{+}$.

### 3.21. Demazure flag of $\mathfrak{s l}_{2}[t]$-stable Demazure modules

Let $V$ be a finite-dimensional graded $\mathfrak{s l}_{2}[t]$-module. We say that a decreasing sequence

$$
\mathcal{F}(V)=\left\{V=V_{0} \supsetneq V_{1} \supsetneq \cdots V_{k} \supsetneq V_{k+1}=0\right\}
$$

of graded $\mathfrak{s l}_{2}[t]$-submodules of $V$ is a Demazure flag of level $m$, if

$$
V_{i} / V_{i+1} \cong \tau_{p_{i}}^{*} D\left(m, n_{i}\right), \quad\left(n_{i}, p_{i}\right) \in \mathbb{Z}_{+} \times \mathbb{Z}, \quad 0 \leq i \leq k
$$

Given a flag $\mathcal{F}(V)$ we say that the multiplicity of $\tau_{p}^{*} D(m, n)$ in $\mathcal{F}(V)$ is the cardinality of the set $\left\{j: V_{j} / V_{j+1} \cong \tau_{p}^{*} D(m, n)\right\}$. It is not hard to show that the cardinality of this set is independent of the choice of the Demazure flag (see for instance [9, Lemma 2.1]) of $V$ and we denote this number by $\left[V: \tau_{p}^{*} D(m, n)\right]$. Define

$$
[V: D(m, n)]_{q}=\sum_{p \in \mathbb{Z}}\left[V: \tau_{p}^{*} D(m, n)\right] q^{p}, \quad n \geq 0, \quad[V: D(m, n)]_{q}=0, \quad n<0
$$

It follows from the discussion in Section 3.19 and Section 3.20 that if $V$ admits a Demazure flag of level $m$, then

$$
\begin{equation*}
\operatorname{ch}_{\mathrm{gr}} V=\sum_{s \in \mathbb{Z}}[V: D(m, s)]_{q} \operatorname{ch}_{\mathrm{gr}} D(m, s) . \tag{3.21.1}
\end{equation*}
$$

The following result was first proved in [23] for Demazure modules for arbitrary simplylaced simple algebras using the theory of canonical basis. An alternate more constructive and self contained proof was given in [9] for $\mathfrak{s l}_{2}[t]$.

Proposition 3.21.1. Let $\ell$ be a positive integer. For all non-negative integers $s$ and $m$ with $m \geq \ell$, the module $D(\ell, s)$ has a Demazure flag of level $m$.

This proposition along with Lemma 3.20 proves that the initial condition given in (1.1.2) are satisfied.

### 3.22. Proof of Theorem 1.1.1

To prove the Theorem 1.1.1, we study the tensor product $D(\ell, s) \otimes D(\ell, 1)$ and write the graded character of the tensor product explicitly as a linear combination of the graded character of level $\ell$-Demazure modules. If $m>\ell$, this results allows us to write the graded character of $D(\ell, s) \otimes D(\ell, 1)$ as a linear combination of the graded character of level $m$ Demazure modules in two different ways. A comparison of coefficients then gives Theorem 1.1.1. The proof of the Proposition 1.1.2 can be found in Section 3.23.

Remark 3.22.1. Let $s$ be as in the proposition. If we let $r(s, \ell)$ be the unique integer with $0 \leq r(s, \ell)<\ell$ such that $s=\ell\left\lfloor\frac{s}{\ell}\right\rfloor+r(s, \ell)$, we have

$$
\delta_{s_{0}, \ell}=\delta_{r(s, \ell), 0}, \quad r(s, \ell)=s_{0}-\ell \delta_{s_{0}, \ell}, \quad\left\lfloor\frac{s}{\ell}\right\rfloor=s_{1}+\delta_{s_{0}, \ell} .
$$

In particular, this means $r(s, \ell) \delta_{s_{0}, \ell}=0$ and hence $r(s, \ell)\left\lfloor\frac{s}{\ell}\right\rfloor=r(s, \ell) s_{1}$. Using these relations, Proposition 1.1.2 can be reformulated in terms of $\left\lfloor\frac{s}{\ell}\right\rfloor$ and $r(s, \ell)$ in place of $s_{1}, s_{0}$.

We now prove Theorem 1.1.1. We first explain the strategy of the proof. Using equation (3.21.1) and Proposition 3.21.1, we can write,

$$
\operatorname{ch}_{\mathrm{gr}} D(\ell, s)=\sum_{p \geq 0}[D(\ell, s): D(m, p)]_{q} \operatorname{ch}_{\mathrm{gr}} D(m, p),
$$

where $m \in \mathbb{Z}_{+}$with $m \geq \ell$. Multiplying both sides of the equation by $\operatorname{ch}_{\mathrm{gr}} D(\ell, 1)$ gives,

$$
\begin{equation*}
\operatorname{ch}_{\mathrm{gr}} D(\ell, s) \operatorname{ch}_{\mathrm{gr}} D(\ell, 1)=\sum_{p \geq 0}[D(\ell, s): D(m, p)]_{q} \operatorname{ch}_{\mathrm{gr}} D(m, p) \operatorname{ch}_{\mathrm{gr}} D(m, 1) \tag{3.22.1}
\end{equation*}
$$

Here, we have used the fact that $D(\ell, 1) \cong D(m, 1)$ (see Proposition 3.20.3(i)) as $\mathfrak{s l}_{2}[t]$ modules. Now, recall that the product of graded characters is the graded character of the tensor product. We can therefore apply Proposition 1.1.2 to both sides of the preceding equation. Applying it to the right hand side gives us a linear combination of the graded characters of level $m$-Demazure modules. Applying it to the left hand side, gives a linear combination of graded characters of level $\ell$-Demazure modules. These can be further expressed as a combination of the graded characters of level $m$-Demazure
modules. Equating the coefficients of a level $m$-Demazure module on both sides will prove Theorem 1.1.1. In this subsection, it will be more convenient to work with the notation suggested by Remark 3.22.1. Let us collect the coefficients of $\operatorname{ch}_{\mathrm{gr}} D(m, n)$ which occur on the right hand side of equation (3.22.1) after applying Proposition 1.1.2. It can occur with non-zero coefficients only in the products: $\mathrm{ch}_{\mathrm{gr}} D(m, n \pm 1) \mathrm{ch}_{\mathrm{gr}} D(m, 1)$ and in $\operatorname{ch}_{\mathrm{gr}} D(m, p) \operatorname{ch}_{\mathrm{gr}} D(m, 1)$, where

$$
p-2 r(p, m)-1=n .
$$

We claim that this implies

$$
\begin{equation*}
p=2 m+n-2 r(n, m)-1 . \tag{3.22.2}
\end{equation*}
$$

To prove this, we consider $x=p+n+1$. Since $x=2(p-r(p, m))$, it is clearly a multiple of $2 m$. Further, since $p=n+1+2 r(p, m)$, we have

$$
n+1 \leq p \leq n+1+2(m-1) .
$$

This implies

$$
2 n+2 \leq x \leq 2 n+2 m .
$$

Thus, we deduce that $x$ is the unique multiple of $2 m$ that lies within these bounds; it is given by

$$
x=2 m\left(\left\lfloor\frac{2 n+2 m}{2 m}\right\rfloor\right)=2 m\left(\left\lfloor\frac{n}{m}\right\rfloor+1\right)
$$

or equivalently by

$$
x=2 m+2 n-r(2 m+2 n, 2 m)=2 m+2 n-2 r(n, m) .
$$

Thus, $p=x-n-1$ is given by the required expression. Summarizing (and using Remark 3.22.1 again), we find that the coefficient of $\operatorname{ch}_{\mathrm{gr}} D(m, n)$ on the right hand side is:

$$
\begin{gather*}
{[D(\ell, s): D(m, n-1)]_{q}+\left(1-\delta_{r(n+1, m), 0}\right)[D(\ell, s): D(m, n+1)]_{q}}  \tag{3.22.3}\\
+q^{r(p, m)\left\lfloor\frac{p}{m}\right\rfloor}\left(1-q^{\left\lfloor\frac{p}{m}\right\rfloor}\right)[D(\ell, s): D(m, p)]_{q},
\end{gather*}
$$

where $p$ is as in (3.22.2). We note from (3.22.2) that

$$
\begin{equation*}
r(p, m)=m-r(n, m)-1 \text { and }\left\lfloor\frac{p}{m}\right\rfloor=\frac{p-r(p, m)}{m}=1+\left\lfloor\frac{n}{m}\right\rfloor . \tag{3.22.4}
\end{equation*}
$$

Now, we apply Proposition 1.1.2 to the left hand side of equation (3.22.1). This gives us a linear combination of graded characters of level $\ell$-Demazure modules which we can then rewrite using (3.21.1). We find then that the resulting coefficient of $\operatorname{ch}_{\mathrm{gr}} D(m, n)$ is:

$$
\begin{align*}
& {[D(\ell, s+1): D(m, n)]_{q}+\left(1-\delta_{r(s, \ell), 0}\right)[D(\ell, s-1): D(m, n)]_{q}}  \tag{3.22.5}\\
& \quad+q^{r(s, \ell)\left\lfloor\frac{s}{\ell}\right\rfloor}\left(1-q^{\left\lfloor\frac{s}{\ell}\right\rfloor}\right)[D(\ell, s-2 r(s, \ell)-1): D(m, n)]_{q}
\end{align*}
$$

Setting (3.22.3) and (3.22.5) equal to each other and using (3.22.4), we obtain Theorem 1.1.1.

### 3.23. Proof of Proposition 1.1.2

The rest of the chapter is devoted to the proof of Proposition 1.1.2. If $s=0$, then $D(\ell, 0)$ is the trivial module and the propostion is trivially true. So, from now on we assume that $s>0$. For the proof we consider three mutually exclusive cases and it is helpful to write down the equality of characters according to these cases:
(i) If $0<s=s_{0}<\ell$, then

$$
\begin{equation*}
\operatorname{ch}_{\mathrm{gr}} D(\ell, s) \otimes D(\ell, 1)=\operatorname{ch}_{\mathrm{gr}} D(\ell, s+1)+\operatorname{ch}_{\mathrm{gr}} D(\ell, s-1) \tag{3.23.1}
\end{equation*}
$$

(ii) If $s_{0}=\ell$ (in particular if $\ell=1$ ), then

$$
\begin{equation*}
\operatorname{ch}_{\mathrm{gr}}(D(\ell, s) \otimes D(\ell, 1))=\operatorname{ch}_{\mathrm{gr}} D(\ell, s+1)+\left(1-q^{s_{1}+1}\right) \operatorname{ch}_{\mathrm{gr}} D(\ell, s-1) . \tag{3.23.2}
\end{equation*}
$$

(iii) If $s>\ell>s_{0}$, then
$\operatorname{ch}_{\mathrm{gr}}(D(\ell, s) \otimes D(\ell, 1))=\operatorname{ch}_{\mathrm{gr}} D(\ell, s+1)+\operatorname{ch}_{\mathrm{gr}} D(\ell, s-1)+q^{s_{1} s_{0}}\left(1-q^{s_{1}}\right) \operatorname{ch}_{\mathrm{gr}} D\left(\ell, s-2 s_{0}-1\right)$.

By Proposition 3.20.3(i) we know that $D(\ell, 1) \cong \tau_{0}^{*} V(1)$ for all $\ell \in \mathbb{Z}_{+}$. In particular, the elements $v_{1}, y v_{1}$ are a basis of $D(\ell, 1)$ where we have identified the element $y \in \mathfrak{s l}_{2}$ with $y \otimes 1$ in $\mathfrak{s l}_{2}[t]$. From now on for ease of notation, we set

$$
U_{0}=D(\ell, s) \otimes D(\ell, 1)
$$

Lemma 3.23.1. We have $U_{0} \cong \mathbf{U}\left(\mathfrak{s l}_{2}[t]\right)\left(v_{s} \otimes y v_{1}\right)$.

Proof. Since $y^{2} v_{1}=0$ we have

$$
\left(y \otimes t^{k}\right)\left(v_{s} \otimes y v_{1}\right)=\left(y \otimes t^{k}\right) v_{s} \otimes y v_{1}, \quad k \geq 0 .
$$

Repeating this argument we get that the $\mathfrak{s l}_{2}[t]$-submodule generated by $v_{s} \otimes y v_{1}$ contains the subspace $D(\ell, s) \otimes y v_{1}$. Since $x\left(D(\ell, s) \otimes y v_{1}\right)=D(\ell, s) \otimes v_{1}+(x D(\ell, s)) \otimes y v_{1}$, the Lemma is established.

Set $U_{2}=\mathbf{U}\left(\mathfrak{s l}_{2}[t]\right)\left(v_{s} \otimes v_{1}\right)$. It is trivial to check that for all $f \in \mathbb{C}[t]$, we have

$$
\begin{equation*}
(x \otimes f)\left(v_{s} \otimes v_{1}\right)=0, \quad(h \otimes f)\left(v_{s} \otimes v_{1}\right)=f(0)(s+1)\left(v_{s} \otimes v_{1}\right), \quad(y \otimes 1)^{s+2}\left(v_{s} \otimes v_{1}\right)=0, \tag{3.23.4}
\end{equation*}
$$

and also that

$$
\begin{equation*}
(x \otimes f)\left(v_{s} \otimes y v_{1}\right) \in U_{2}, \quad(h \otimes f)\left(v_{s} \otimes y v_{1}\right)=f(0)(s-1)\left(v_{s} \otimes y v_{1}\right), \quad(y \otimes 1)^{s}\left(v_{s} \otimes y v_{1}\right) \in U_{2} . \tag{3.23.5}
\end{equation*}
$$

We now prove that equation (3.23.1) is satisfied. Since $s=s_{0}<\ell$, we see by using Proposition 3.20.3(i) that

$$
\left(\mathfrak{s l}_{2} \otimes t \mathbb{C}[t]\right)\left(v_{s} \otimes v_{1}\right)=0, \quad U_{2} \cong \tau_{0}^{*} V(s+1) \cong D(\ell, s+1) .
$$

Since the graded character is additive on short exact sequences, it suffices now to prove that $U_{0} / U_{2} \cong D(\ell, s-1)$. Equation (3.23.5) and the fact that $\left(\mathfrak{s l}_{2} \otimes t \mathbb{C}[t]\right)\left(v_{s} \otimes y v_{1}\right)=0$ shows that that the image of $v_{s} \otimes y v_{1}$ in $U_{0} / U_{2}$ satsifies the relations of $D(\ell, s-1)$ given in

Section 3.20. Since $D(\ell, s-1) \cong \tau_{0}^{*} V(s-1)$ is irreducible we see that $U_{0} / U_{2} \cong D(\ell, s-1)$ and (3.23.1) follows. To prove the remaining two cases, we need the following result established in [11, Lemma 2.3, Equation (2.10)]. For any $m \in \mathbb{Z}_{+}$and $a \in \mathbf{U}\left(\mathfrak{s l}_{2}[t]\right)$ let $a^{(m)}=a^{m} / m$ !. Given a positive integer $r$ and a non-negative integer $p$, define elements $\mathbf{y}(r, p) \in \mathbf{U}\left(\mathfrak{s l}_{2}[t]\right)$ by

$$
\mathbf{y}(r, p)=\sum(y \otimes 1)^{\left(b_{0}\right)} \cdots\left(y \otimes t^{p}\right)^{\left(b_{p}\right)}
$$

where the sum is over all $p$-tuples $\left(b_{0}, \cdots, b_{p}\right)$ such that $r=\sum_{j} b_{j}, p=\sum_{j} j b_{j}$.

Proposition 3.23.2. Let $\ell$ be a positive integer and $s=\ell s_{1}+s_{0}$ with $s_{1}, s_{0} \in \mathbb{Z}_{+}$ and $0<s_{0} \leq \ell$. Then $D(\ell, s)$ is the $\mathfrak{s l}_{2}[t]$-module generated by an element $v_{s}$ with the relations given in (3.20.1) and the relation

$$
\mathbf{y}(r, p) v_{s}=0
$$

for all $r, p \in \mathbb{Z}_{+}$satisfying, $p \geq r s_{1}+1$ or $r+p \geq 1+r k+\ell\left(s_{1}-k\right)+s_{0}$ for some $0 \leq k \leq s_{1}$.

We now consider the case when $s_{0}=\ell$, i.e., $s=\ell\left(s_{1}+1\right)$. We shall prove that there exists surjective maps of graded $\mathfrak{s l}_{2}[t]$-modules

$$
\varphi_{1}: D(\ell, s+1) / \tau_{s_{1}+1}^{*} D(\ell, s-1) \rightarrow U_{2} \rightarrow 0, \quad \varphi_{2}: D(\ell, s-1) \rightarrow U_{0} / U_{2} \rightarrow 0 .
$$

Once this is done, the proof of (3.23.2) is completed as follows. By Proposition 3.20.3(ii), we have

$$
\operatorname{dim} D(\ell, s+1)=2(\ell+1)^{s_{1}+1}=\operatorname{dim} U_{0}=\operatorname{dim} U_{0} / U_{2}+\operatorname{dim} U_{2}
$$

and hence $\varphi_{1}$ and $\varphi_{2}$ must be isomorphisms. Using the additivity of $\mathrm{ch}_{\mathrm{gr}}$ gives (3.23.2). To prove the existence of $\varphi_{1}$, use Theorem 3.20.1 and Proposition 3.20.3(iii) with $s$ replaced by $s+1=\ell\left(s_{1}+1\right)+1$. In view of (3.23.4) it suffices to prove that $(y \otimes$ $\left.t^{s_{1}+1}\right)\left(v_{s} \otimes v_{1}\right)=0$. But this is obvious since $\left(y \otimes t^{s_{1}+1}\right) v_{s}=0=\left(y \otimes t^{s_{1}+1}\right) v_{1}$. To prove the existence of $\varphi_{2}$, note that $s-1=\ell s_{1}+\ell-1$. In view of (3.23.5) we see that we only have to prove that

$$
\left(y \otimes t^{s_{1}+1}\right)\left(v_{s} \otimes y v_{1}\right) \in U_{2}, \quad \ell>1, \quad\left(y \otimes t^{s_{1}}\right)^{\ell}\left(v_{s} \otimes y v_{1}\right) \in U_{2}, \quad \ell \geq 1 .
$$

The idea in both cases is the same: namely for all $p \geq 0$ and $r \geq 1$, we have $y^{2} v_{1}=0$ and hence we can write

$$
\left(y \otimes t^{p}\right)^{r}\left(v_{s} \otimes y v_{1}\right)=\left(y \otimes t^{p}\right)^{r} y\left(v_{s} \otimes v_{1}\right)-C\left(\left(y \otimes t^{p}\right)^{r} y v_{s}\right) \otimes v_{1}
$$

for some $C \in \mathbb{C}$. Since the first term on the right hand side is in $U_{2}$ the left hand side will be in $U_{2}$ iff the second term on the right hand side is also in $U_{2}$. In other words, we must prove that

$$
\begin{equation*}
\left(\left(\left(y \otimes t^{s_{1}+1}\right) y v_{s}\right) \otimes v_{1}\right) \in U_{2}, \quad \ell>1, \quad\left(\left(\left(y \otimes t^{s_{1}}\right)^{\ell} y v_{s}\right) \otimes v_{1}\right) \in U_{2}, \quad \ell \geq 1 . \tag{3.23.6}
\end{equation*}
$$

If $\ell>1$, then $\left.\left(\left(y \otimes t^{s_{1}+1}\right) y v_{s}\right) \otimes v_{1}\right)=0$ since $\left(y \otimes t^{s_{1}+1}\right) v_{s}=0$ and the first assertion of (3.23.6) is established. To prove the second assertion suppose first that $s_{1}=0$, i.e., $s=\ell$.Then equation (3.20.1) gives $(y \otimes 1)^{\ell} y v_{\ell}=y^{\ell+1} v_{\ell}=0$ and we are done. If $s_{1}>0$, take $r=\ell+1, p=\ell s_{1}$ and $k=0$ in Proposition 3.23.2 and observe that

$$
\mathbf{y}\left(\ell+1, \ell s_{1}\right) v_{s}=0 .
$$

Suppose that $b_{0}, \cdots, b_{\ell s_{1}}$ are such that $\sum_{j=0}^{\ell s_{1}} b_{j}=\ell+1$ and $\sum_{j=1}^{\ell s_{1}} j b_{j}=\ell s_{1}$. If $b_{m}>0$ for any $m \geq s_{1}+1$ then $\left(y \otimes t^{m}\right) v_{s}=0$ and so

$$
(y \otimes 1)^{\left(b_{0}\right)} \cdots\left(y \otimes t^{\ell_{s_{1}}}\right)^{\left(b_{\ell_{s_{1}}}\right)} v_{s}=0 .
$$

Suppose now that $b_{j}=0$ for all $j>s_{1}$ and $b_{0}>1$. Then, we have

$$
\sum_{j=1}^{s_{1}} b_{j}<\ell, \quad \ell s_{1}=\sum_{j=1}^{s_{1}} j b_{j} \leq s_{1} \sum_{j=1}^{s_{1}} b_{j}<\ell s_{1},
$$

which is absurd. Hence $b_{0} \leq 1$. If $b_{0}=1$ and $b_{m}>0$ for $0<m<s_{1}$, then we again have

$$
\ell s_{1}=\sum_{j=1}^{s_{1}} j b_{j} \leq s_{1}\left(\sum_{j \neq m} b_{j}\right)+m b_{m}<s_{1} \sum_{j=1}^{s_{1}} b_{j}=\ell s_{1}
$$

which is again absurd. Hence we find that

$$
0=\mathbf{y}\left(\ell+1, \ell s_{1}\right) v_{s}=(y \otimes 1)\left(y \otimes t^{s_{1}}\right)^{\ell} v_{s}+X v_{s}
$$

where $X \in \mathbf{U}\left(\mathfrak{s l}_{2} \otimes t \mathbb{C}[t]\right)$ is an element of grade $\ell s_{1}>0$. This gives,

$$
\left((y \otimes 1)\left(y \otimes t^{s_{1}}\right)^{\ell} v_{s}\right) \otimes v_{1}=-X v_{s} \otimes v_{1}=-X\left(v_{s} \otimes v_{1}\right) \in U_{2}
$$

and the proof of (3.23.6) is complete. For the final case of $s>\ell>s_{0}$, we need an additional submodule,

$$
U_{1}=U_{2}+\mathbf{U}\left(\mathfrak{s l}_{2}[t]\right)\left(y \otimes t^{s_{1}}\right)^{s_{0}}\left(v_{s} \otimes y v_{1}\right)=U_{2}+\mathbf{U}\left(\mathfrak{s l}_{2}[t]\right)\left(\left(y \otimes t^{s_{1}}\right)^{s_{0}} v_{s}\right) \otimes y v_{1} .
$$

We will show the existence of three surjective morphisms of graded $\mathfrak{s l}_{2}[t]$-modules:

$$
\begin{gathered}
\psi_{1}: D(\ell, s+1) / \tau_{s_{1}\left(s_{0}+1\right)}^{*} D\left(\ell, s-2 s_{0}-1\right) \rightarrow U_{2} \rightarrow 0, \\
\psi_{2}: \tau_{s_{1} s_{0}}^{*} D\left(\ell, s-2 s_{0}-1\right) \rightarrow U_{1} / U_{2} \rightarrow 0, \quad \psi_{3}: D(\ell, s-1) \rightarrow U_{0} / U_{1} \rightarrow 0 .
\end{gathered}
$$

The proof is then completed as in the preceding case: a dimension count shows that the maps $\psi_{j}, j=1,2,3$ must be isomorphisms and the equality of graded characters follows. The proof of the existence of the maps is also very similar to the proofs given for $\varphi_{j}, j=1,2$, and we provide the details only in the case of the module $U_{1} / U_{2}$ which is more complicated. Thus, for $\psi_{2}$ to exist we must prove that

$$
\begin{equation*}
(x \otimes \mathbb{C}[t])\left(\left(y \otimes t^{s_{1}}\right)^{s_{0}} v_{s}\right) \otimes y v_{1} \in U_{2}, \quad\left((h \otimes t \mathbb{C}[t])\left(y \otimes t^{s_{1}}\right)^{s_{0}} v_{s}\right) \otimes y v_{1}=0 \tag{3.23.7}
\end{equation*}
$$

as well as: if $s_{0}<\ell-1$,

$$
\begin{equation*}
\left(y \otimes t^{s_{1}}\right)\left(y \otimes t^{s_{1}}\right)^{s_{0}}\left(v_{s} \otimes y v_{1}\right) \in U_{2}, \quad\left(y \otimes t^{s_{1}-1}\right)^{\ell-s_{0}}\left(y \otimes t^{s_{1}}\right)^{s_{0}}\left(v_{s} \otimes y v_{1}\right) \in U_{2} \tag{3.23.8}
\end{equation*}
$$

and if $s_{0}=\ell-1$,

$$
\begin{equation*}
\left(y \otimes t^{s_{1}-1}\right)\left(y \otimes t^{s_{1}}\right)^{s_{0}}\left(v_{s} \otimes y v_{1}\right) \in U_{2} . \tag{3.23.9}
\end{equation*}
$$

For (3.23.7), it is enough to note that $x y v_{1}=v_{1}$ and that Proposition 3.20.3(iii) implies that

$$
(x \otimes \mathbb{C}[t])\left(y \otimes t^{s_{1}}\right)^{s_{0}} v_{s}=0=(h \otimes t \mathbb{C}[t]) v_{s} .
$$

Since $s_{1} \geq 1$ we have,

$$
\left(y \otimes t^{s_{1}}\right)\left(y \otimes t^{s_{1}}\right)^{s_{0}}\left(v_{s} \otimes y v_{1}\right)=\left(y \otimes t^{s_{1}}\right)^{s_{0}+1} v_{s} \otimes y v_{1}=0,
$$

where the last equality is from (3.20.2). This proves the first assertion in (3.23.8). To prove the second assertion in (3.23.8) and (3.23.9), we argue as in the proof of the existence of map $\varphi_{2}$ that

$$
\left(y \otimes t^{s_{1}-1}\right)^{\ell-s_{0}}\left(y \otimes t^{s_{1}}\right)^{s_{0}}\left(v_{s} \otimes y v_{1}\right) \in U_{2} \Longleftrightarrow\left(\left(y \otimes t^{s_{1}-1}\right)^{\ell-s_{0}}\left(y \otimes t^{s_{1}}\right)^{s_{0}} y v_{s}\right) \otimes v_{1} \in U_{2} .
$$

Taking $r=\ell+1, p=s-\ell$ and $k=0$ we see by using Proposition 3.23.2 that

$$
\mathbf{y}(\ell+1, s-\ell) v_{s}=0 .
$$

Suppose that $\left((y \otimes 1)^{\left(b_{0}\right)} \cdots\left(y \otimes t^{s-\ell}\right)^{\left(b_{s-\ell}\right)}\right)$, is an expression occurring in $\mathbf{y}(\ell+1, s-\ell)$. Then its action on $v_{s}$ is zero if $b_{j}>0$ for some $j \geq s_{1}+1$. Moreover, by Proposition 3.20.3(iii), we have

$$
\left(y \otimes t^{s_{1}}\right)^{s_{0}+1} v_{s}=0, \quad\left(y \otimes t^{s_{1}-1}\right)^{\ell-s_{0}+1}\left(y \otimes t^{s_{1}}\right)^{s_{0}} v_{s}=0,
$$

it follows that we may assume

$$
\begin{equation*}
b_{s_{1}} \leq s_{0}, \quad \text { and } b_{s_{1}}=s_{0} \Rightarrow b_{s_{1}-1} \leq \ell-s_{0} . \tag{3.23.10}
\end{equation*}
$$

The case $s_{1}=1$ will not arise, because this forces $b_{1}=s_{0}$ and $b_{0}=\ell+1-s_{0}$ which violates equation (3.23.10) Suppose that $s_{1}>1$ and $b_{0}>0$. Then $\sum_{j=1}^{s_{1}} b_{j} \leq \ell$ and we get the following inequalities,

$$
\begin{gathered}
s-\ell=\sum_{j=1}^{s_{1}} j b_{j} \leq\left(\left(s_{1}-2\right) \sum_{j=1}^{s_{1}} b_{j}\right)+b_{s_{1}-1}+2 b_{s_{1}} \leq \ell\left(s_{1}-2\right)+b_{s_{1}-1}+2 b_{s_{1}} \\
s-\ell=\sum_{j=1}^{s_{1}} j b_{j} \leq\left(\left(s_{1}-1\right) \sum_{j=1}^{s_{1}} b_{j}\right)+b_{s_{1}} \leq \ell\left(s_{1}-1\right)+b_{s_{1}} .
\end{gathered}
$$

The first inequality implies that $b_{s_{1}-1}+2 b_{s_{1}} \geq \ell+s_{0}$, while the second inequality implies that $b_{s_{1}} \geq s_{0}$. It follows from (3.23.10) that we must have $b_{s_{1}}=s_{0}$ and $b_{s_{1}-1}=\ell-s_{0}$. Hence $b_{0}=1$ and $b_{m}=0$ if $m \notin\left\{0, s_{1}-1, s_{1}\right\}$. This proves that,

$$
0=\mathbf{y}(\ell+1, s-\ell) v_{s}=\left(\left(y \otimes t^{s_{1}-1}\right)^{\ell-s_{0}}\left(y \otimes t^{s_{1}}\right)^{s_{0}} y\right) v_{s}+X v_{s}
$$

where $X \in \mathbf{U}\left(\mathfrak{s l}_{2} \otimes t \mathbb{C}[t]\right)$. Since $X v_{s} \otimes v_{1}=X\left(v_{s} \otimes v_{1}\right)$ it follows that

$$
\left(\left(y \otimes t^{s_{1}-1}\right)^{\ell-s_{0}}\left(y \otimes t^{s_{1}}\right)^{s_{0}} y\right) v_{s} \otimes v_{1} \in U_{2} .
$$

## Chapter 4

## Numerical Multiplicities

Given $n \in \mathbb{Z}_{+}$and $m \in \mathbb{Z}$, set

$$
\begin{gathered}
{\left[\begin{array}{c}
n \\
m
\end{array}\right]_{q}=\frac{\left(1-q^{n}\right) \ldots\left(1-q^{n-m+1}\right)}{(1-q) \ldots\left(1-q^{m}\right)}, \quad m>0} \\
{\left[\begin{array}{l}
n \\
0
\end{array}\right]_{q}=1, \quad\left[\begin{array}{l}
n \\
m
\end{array}\right]_{q}=0, \quad m<0}
\end{gathered}
$$

### 4.24. Demazure Flags and generating series

Let $\mathfrak{s l}_{2}[t] \cong \mathfrak{s l}_{2} \otimes \mathbb{C}[t]$ be the Lie algebra of two by two matrices of trace zero with entries in the algebra $\mathbb{C}[t]$ of polynomials with complex coefficients in an indeterminate $t$. The degree grading of $\mathbb{C}[t]$ defines a natural grading on $\mathfrak{s t}_{2}[t]$. Let $D(\ell, s)$ be the $\mathfrak{s l}_{2}[t]$-module generated by an element $v_{s}$ with defining relations:

$$
\begin{array}{r}
(x \otimes \mathbb{C}[t]) v_{s}=0, \quad(h \otimes f) v_{s}=s f(0) v_{s}, \quad(y \otimes 1)^{s+1} v_{s}=0, \\
\left(y \otimes t^{s_{1}+1}\right) v_{s}=0, \quad\left(y \otimes t^{s_{1}}\right)^{s_{0}+1} v_{s}=0, \quad \text { if } \quad s_{0}<\ell . \tag{4.24.2}
\end{array}
$$

Here, $x, h, y$ is the standard basis of $\mathfrak{s l}_{2}$ and $s_{0} \in \mathbb{N}$ and $s_{1} \in \mathbb{Z}$ with $s_{1} \geq-1$ and $s_{0} \leq \ell$ are such that $s=\ell s_{1}+s_{0}$. These modules are finite-dimensional and $\ell$ is called the level of the Demazure module. We refer the reader to chapter 2 for the connection with the more traditional definition of the Demazure modules. It was observed in [23] that one could use the results of [17] and [21] to show the following: for all integers $m \geq \ell>0$ and any non-negative integer $s$, the module $D(\ell, s)$ admits a Demazure flag of level $m$, i.e., there exists a decreasing sequence of graded submodules of $D(\ell, s)$ such that the successive quotients of the flag are isomorphic to $\tau_{p}^{*} D(m, n)$ where $p \geq 0,0 \leq n \leq s$ and $s-n$ is even. The number of times a particular level $m$-Demazure module appears as a quotient in a level $m$-flag is independent of the choice of the flag and we define a polynomial in an indeterminate $q$ by,

$$
[D(\ell, s): D(m, n)]_{q}=\sum_{p \geq 0}\left[D(\ell, s): \tau_{p}^{*} D(m, n)\right] q^{p},
$$

where $\left[D(\ell, s): \tau_{p}^{*} D(m, n)\right]$ is the multiplicity of $\tau_{p}^{*} D(m, n)$ in a level $m$-Demazure flag of $D(\ell, s)$. It is known that

$$
[D(\ell, s): D(m, s)]_{q}=1, \quad[D(\ell, s): D(m, n)]_{q}=0 \quad s-n \notin 2 \mathbb{Z}_{+}
$$

Moreover, for $m \geq \ell^{\prime} \geq \ell$ we have

$$
\begin{equation*}
[D(\ell, s): D(m, n)]_{q}=\sum_{p \in \mathbb{Z}_{\geq 0}}\left[D(\ell, s): D\left(\ell^{\prime}, p\right)\right]_{q}\left[D\left(\ell^{\prime}, p\right): D(m, n)\right]_{q} . \tag{4.24.3}
\end{equation*}
$$

Our primary goal in this thesis is to understand both the polynomials $[D(\ell, s): D(m, n)]_{q}$ and the associated generating series: given $\ell, m \in \mathbb{N}$ with $m \geq \ell$, set

$$
A_{n}^{\ell \rightarrow m}(x, q)=\sum_{k \geq 0}[D(\ell, n+2 k): D(m, n)]_{q} x^{k}, \quad n \geq 0 .
$$

It will be convenient to set $A_{-1}^{1 \rightarrow m}(x, 1)=1$.

### 4.25. Numerical Multiplicity and Chebyshev Polynomials

Preliminary work using [27] assisted in the formulation of the results in this chapter. Theorem 1.2.1 is proved in Section 4.27. We now discuss how to use the theorem to give a closed form for $A_{n}^{1 \rightarrow m}(x, 1)$. We first recall some relevant facts about Chebyshev polynomials. For $n \geq 0$, the Chebyshev polynomial $U_{n}(x)$ of the second kind, of degree $n$, is defined as follows:

$$
U_{0}(x)=1, \quad U_{1}(x)=2 x
$$

and

$$
U_{n+1}(x)=2 x U_{n}(x)-U_{n-1}(x), \text { for } n \geq 1 .
$$

It is known that the polynomials

$$
P_{n}(x)=\sum_{k=0}^{\left\lfloor\frac{n}{2}\right\rfloor}(-1)^{k}\binom{n-k}{k} x^{k}
$$

satisfy

$$
P_{n}\left(x^{2}\right)=x^{n} U_{n}\left((2 x)^{-1}\right)=\prod_{k=1}^{n}\left(1-2 x \cos \frac{k \pi}{n+1}\right),
$$

and also

$$
\begin{equation*}
P_{0}=P_{1}=1 \text { and } P_{n+1}(x)=P_{n}(x)-x P_{n-1}(x) \text { for } n \geq 1 . \tag{4.25.1}
\end{equation*}
$$

We now establish the following corollary of Theorem 1.2.1 which gives the closed form of $A_{n}^{1 \rightarrow m}(x, 1)$.

Corollary 4.25.1. For $n \in \mathbb{Z}_{+}$, let $r, s$ be the unique non-negative integers such that $n=m s+r$ with $0 \leq r<m$. Then

$$
A_{n}^{1 \rightarrow m}(x, 1)=\frac{P_{m-r-1}(x)}{P_{m}(x)^{s+1}}
$$

Proof. Set $F_{k}=A_{k}^{1 \rightarrow m}(x, 1)$ for $k \geq-1$. The corollary follows if we prove that for all $k \geq 0$ and $0 \leq p<m$, we have
(a) $F_{m k+p}=P_{m-p-1}(x) F_{m k+m-1}$,
(b) $F_{m k+m-1}=\frac{1}{P_{m}(x)^{k+1}}$.

We first prove (a). If $p=m-1$ this is immediate from the fact that $P_{0}(x)=1$, and if $p=m-2$ it follows from the second case in (1.2.1). Assume now that we have proved the equality for all $0 \leq p^{\prime}<m$ with $p^{\prime}>p$ and $p<m-2$. To prove the equality for $p$ note that $m \nmid n+2$ and hence the first case of (1.2.1) applies. Together with the induction hypothesis and (4.25.1), we get

$$
F_{m k+p}=F_{m k+p+1}-x F_{m k+p+2}=\left(P_{m-p-2}(x)-x P_{m-p-3}(x)\right) F_{m k+m-1}=P_{m-p-1}(x) F_{m k+m-1},
$$

and the claim is established. To prove (b), observe that the first case of (1.2.1) again, gives

$$
F_{m(k-1)+m-1}=F_{m k}-x F_{m k+1}=\left(P_{m-1}(x)-x P_{m-2}(x)\right) F_{m k+m-1}=P_{m}(x) F_{m k+m-1}, \quad k \geq 0
$$

Since $F_{-1}=1$ we get $P_{m}^{k+1}(x) F_{m k+m-1}=1$ and the proof of the corollary is complete.

### 4.26. The functions $A_{n}^{\ell \rightarrow m}(x, 1)$

In this remaining part of this chapter we use Theorem 1.1.1 to analyze the functions $A_{n}^{\ell \rightarrow m}(x, 1)$. Thus, we first prove Theorem 1.2.1. Finally, we discuss the general case of $A_{n}^{\ell \rightarrow m}(x, 1)$.

### 4.27. Proof of 1.2.1

To prove Theorem 1.2.1 we use Theorem 1.1.1 with $\ell=1$ and $q=1$. Since $r(p, 1)=0$ for all $p \geq 0$, the recursion takes the following simpler form: for $n \geq-1$ and $k \geq 1$,

$$
\begin{aligned}
{[D(1, n+1+2 k): D(m, n+1)]_{q=1} } & =[D(1, n+2 k): D(m, n)]_{q=1} \\
& +\left(1-\delta_{r(n+2, m),}\right)[D(1, n+2 k): D(m, n+2)]_{q=1} .
\end{aligned}
$$

Since $r(n+1, m)=m-1 \Longleftrightarrow m \mid n+2$, we get

$$
\begin{gathered}
{[D(1, n+1+2 k): D(m, n+1)]_{q=1}=} \\
\begin{cases}{[D(1, n+2 k): D(m, n)]_{q=1}+[D(1, n+2 k): D(m, n+2)]_{q=1}} & \text { if } m \nmid n+2, \\
{[D(1, n+2 k): D(m, n)]_{q=1}} & \text { if } m \mid n+2 .\end{cases}
\end{gathered}
$$

Multiply both sides of the equation by $x^{k}$, sum over $k \geq 1$ and add one to both sides of the resulting equality of power series. Recalling from (1.1.1) and (1.1.4) that $[D(1, p)$ : $D(m, p)]_{q}=1$ and $[D(1, p): D(m,-1)]_{q}=0$ for all $p \geq 0$ now proves Theorem 1.2.1.

### 4.28. Numerical multiplicities for general case

Finally, we consider the general case, i.e., the multiplicities of level $m$ Demazure modules in level $\ell$ Demazure modules for any $m \geq \ell$. For $n \geq 0$, define

$$
\widetilde{A}_{n}^{\ell \rightarrow m}(x, q)=\sum_{s \geq 0}[D(\ell, s): D(m, n)]_{q} x^{s}
$$

Since the coefficient of $x^{s}$ is zero unless $s-n$ is a non-negative even integer, we have $\widetilde{A}_{n}^{\ell \rightarrow m}(x, q)=x^{n} A_{n}^{\ell \rightarrow m}\left(x^{2}, q\right)$.

Proposition 4.28.1. Let $1 \leq \ell \leq m$ and $n \geq 0$. Let $\beta_{r}(x) \in \mathbb{C}[[x]], 0 \leq r<\ell$, be the unique power series such that

$$
\widetilde{A}_{n}^{\ell \rightarrow m}(x, 1)=\sum_{r=0}^{\ell-1} x^{r} \beta_{r}\left(x^{\ell}\right) .
$$

Then we have

$$
\widetilde{A}_{n}^{1 \rightarrow m}(x, 1)=\sum_{r=0}^{\ell-1} \widetilde{A}_{r}^{1 \rightarrow \ell}(x, 1) \beta_{r}\left(y^{\ell}\right),
$$

where $y=x / P_{\ell}\left(x^{2}\right)^{\frac{1}{\ell}}$.

Proof. Let $\widetilde{A}_{n}^{\ell \rightarrow m}(x, 1)=\sum_{k=0}^{\infty} c_{k} x^{k}$. For $k \geq 0$, letting $a(k), b(k)$ denote the unique integers such that $k=\ell a(k)+b(k)$ with $0 \leq b(k)<\ell$, we obtain

$$
\begin{equation*}
\beta_{r}(x)=\sum_{\{k: b(k)=r\}} c_{k} x^{a(k)} \tag{4.28.1}
\end{equation*}
$$

We now have

$$
\begin{align*}
\widetilde{A}_{n}^{1 \rightarrow m}(x, 1) & =\sum_{s \geq 0}[D(1, s): D(m, n)]_{q=1} x^{s}=\sum_{s \geq 0} \sum_{u \geq 0}[D(1, s): D(\ell, u)]_{q=1}[D(\ell, u): D(m, n)]_{q=1} x^{s} \\
& =\sum_{u \geq 0} c_{u} \widetilde{A}_{u}^{1-\ell}(x, 1) \tag{4.28.2}
\end{align*}
$$

Corollary 4.25.1 implies that $\widetilde{A}_{u}^{1 \rightarrow \ell}(x, 1)=\widetilde{A}_{b(u)}^{1 \rightarrow \ell}(x, 1)\left[\frac{x^{\ell}}{P_{\ell}\left(x^{2}\right)}\right]^{a(u)}$. Substituting this into equation (4.28.2):

$$
\widetilde{A}_{n}^{1 \rightarrow m}(x, 1)=\sum_{r=0}^{\ell-1} \widetilde{A}_{r}^{1 \rightarrow \ell}(x, 1)\left(\sum_{\substack{u \geq 0 \\ b(u)=r}} c_{u}\left[\frac{x^{\ell}}{P_{\ell}\left(x^{2}\right)}\right]^{a(u)}\right) .
$$

From equation (4.28.1), the inner sum is just $\beta_{r}\left(y^{\ell}\right)$ with $y=x / P_{\ell}\left(x^{2}\right)^{\frac{1}{\ell}}$, and the proof is complete.

Corollary 4.28.2. Let $m \geq 2, n \geq 0$. Then

$$
A_{n}^{2 \rightarrow m}(x, 1)=\left(\frac{1}{1+x}\right)^{\left\lfloor\frac{n}{2}\right\rfloor+1} A_{n}^{1 \rightarrow m}\left(\frac{x}{1+x}, 1\right)
$$

Proof. This follows by taking $\ell=2$ in Proposition 4.28.1, and rewriting everything in terms of the $A_{n}$. If $n$ is even, then $\widetilde{A}_{n}^{2 \rightarrow m}(x, 1)=\beta_{0}\left(x^{2}\right)$ which implies that

$$
\begin{equation*}
\widetilde{A}_{n}^{1 \rightarrow m}(x, 1)=\widetilde{A}_{0}^{1 \rightarrow 2}(x, 1) \beta_{0}\left(\frac{x^{2}}{1-x^{2}}\right)=\left(\frac{1}{1-x^{2}}\right) \beta_{0}\left(\frac{x^{2}}{1+x^{2}}\right) . \tag{4.28.3}
\end{equation*}
$$

Rewriting this equation in terms of $A_{n}$, we have

$$
\begin{equation*}
x^{n} A_{n}^{1 \rightarrow m}\left(\frac{x^{2}}{1+x^{2}}, 1\right)=\left(1+x^{2}\right)^{\frac{n}{2}+1} \beta_{0}\left(x^{2}\right) . \tag{4.28.4}
\end{equation*}
$$

Substituting $x^{1 / 2}$ for $x$, we obtain

$$
\begin{equation*}
\left(\frac{1}{1+x}\right)^{\frac{n}{2}+1} A_{n}^{1 \rightarrow m}\left(\frac{x}{1+x}, 1\right)=x^{\frac{-n}{2}} \beta_{o}(x)=A_{n}^{2 \rightarrow m}(x, 1) \tag{4.28.5}
\end{equation*}
$$

which completes the proof when $n$ is even. When $n$ is odd, it can be proved in the similar way.

Remark 4.28.3. Fix $\ell \geq 1$. Let $R$ denote the $\mathbb{C}$-algebra $\mathbb{C}[[x]]$, and $S$ be the subalgebra $\mathbb{C}\left[\left[x^{\ell}\right]\right]$. Then, $R$ is a free $S$-module of rank $\ell$. Further, for any units $u_{0}, u_{1}, \cdots, u_{\ell-1}$ in $R$, the set $\left\{u_{r} x^{r}: 0 \leq r<\ell\right\}$ is an $S$-basis of $R$. Consider the following two choices of basis:

$$
\mathcal{B}_{1}=\left\{x^{r}: 0 \leq r<\ell\right\} ; \quad \mathcal{B}_{2}=\left\{\widetilde{A}_{r}^{1 \rightarrow \ell}(x, 1): 0 \leq r<\ell\right\} .
$$

The latter forms a basis since $\widetilde{A}_{r}^{1 \rightarrow \ell}(x, 1)=x^{r} A_{r}^{1 \rightarrow \ell}\left(x^{2}, 1\right)$ and $A_{r}^{1 \rightarrow \ell}\left(x^{2}, 1\right)$ is a unit in $R$ since its constant term is 1 . Now, the map

$$
\phi: \mathbb{C}[[y]] \rightarrow \mathbb{C}[[x]] \text { defined by } y \mapsto \frac{x}{P_{\ell}\left(x^{2}\right)^{\frac{1}{\ell}}}
$$

is an isomorphism of algebras. Since $\phi^{-1}(x)=u y$ for some unit $u \in \mathbb{C}[[y]]$, it clear that the pull-back $\mathcal{B}_{2}^{\prime}=\left\{\phi^{-1}(b): b \in \mathcal{B}_{2}\right\}$ of $\mathcal{B}_{2}$ is of the form $\left\{u_{r} y^{r}: 0 \leq r<\ell\right\}$ for some units $u_{r}$ in $\mathbb{C}[[y]]$. Hence $\mathcal{B}_{2}^{\prime}$ is a basis of $R^{\prime}=\mathbb{C}[[y]]$ over $S^{\prime}=\mathbb{C}\left[\left[y^{\ell}\right]\right]$. Now, suppose we are given $m \geq \ell$ and $n \geq 0$. To obtain the generating series $\widetilde{A}_{n}^{\ell \rightarrow m}(x, 1) \in R$, it is enough to obtain its coordinates $\beta_{r}\left(x^{\ell}\right) \in S$ with respect to the basis $\mathcal{B}_{1}$. Proposition 4.28 .1 gives us a way of determining the $\beta_{r}$ (in principle). Consider $F=\widetilde{A}_{n}^{1 \rightarrow m}(x, 1) \in R$; this is known in closed form by Theorem 1.2.1. The coordinates of $F^{\prime}=\phi^{-1}(F) \in R^{\prime}$ with respect to the basis $\mathcal{B}_{2}^{\prime}$ are precisely the $\beta_{r}\left(y^{\ell}\right)$.

## Chapter 5

## Graded multiplicites

### 5.29. A CLOSED FORM FOR $A_{n}^{1 \rightarrow 3}(x, q)$

The following closed form formula was obtained in [26, 2].

$$
A_{3 s+r}^{1 \rightarrow 3}(x, q)=\sum_{n=0}^{\infty} \sum_{p=0}^{n} \sum_{\substack{j=0  \tag{5.29.1}\\
j \equiv p \\
(\bmod 2)}}^{p} x^{n} q^{\frac{1}{2} \gamma(n, p, j)}\left[\begin{array}{c}
n+\left\lfloor\frac{3 s+r}{2}\right] \\
n-p
\end{array}\right]_{q}\left[\begin{array}{c}
\frac{p-j}{2}+s \\
s
\end{array}\right]_{q}\left[\begin{array}{c}
s^{\prime} \\
j
\end{array}\right]_{q}
$$

where $\gamma(n, p, j)=\left(n^{2}+(n-p)^{2}+j^{2}\right)+n(2 s+r)+(n-p)\left(2\left\lceil\frac{s-r}{2}\right\rceil+r\right)+j\left(-2\left\lceil\frac{r}{2}\right\rceil+r\right)$.
In this chapter, We discuss the relationship between certain specializations of the series
$A_{n}^{1 \rightarrow 3}(x, q)$ and the following fifth order mock theta functions of Ramanujan [25, 29]:

$$
\begin{align*}
& \phi_{0}(q)=\sum_{n=0}^{\infty} q^{n^{2}}\left(-q ; q^{2}\right)_{n},  \tag{5.29.2}\\
& \phi_{1}(q)=\sum_{n=0}^{\infty} q^{(n+1)^{2}}\left(-q ; q^{2}\right)_{n},  \tag{5.29.3}\\
& \psi_{0}(q)=\sum_{n=0}^{\infty} q^{\frac{(n+1)(n+2)}{2}}(-q ; q)_{n},  \tag{5.29.4}\\
& \psi_{1}(q)=\sum_{n=0}^{\infty} q^{\frac{n(n+1)}{2}}(-q ; q)_{n} . \tag{5.29.5}
\end{align*}
$$

where the $q$-Pochammer symbols $(a ; q)_{n}$ are defined by

$$
(a ; q)_{n}=\prod_{i=1}^{n}\left(1-a q^{i-1}\right), \quad n>0, \quad(a ; q)_{0}=1
$$

Given any power series $f$ in the indeterminate $q$, we define

$$
\begin{equation*}
f^{+}(q)=\sum_{n \geq 0} c_{2 n} q^{n}=\frac{f\left(q^{\frac{1}{2}}\right)+f\left(-q^{\frac{1}{2}}\right)}{2}, \quad f^{-}(q)=\sum_{n \geq 0} c_{2 n+1} q^{n}=\frac{f\left(q^{\frac{1}{2}}\right)-f\left(-q^{\frac{1}{2}}\right)}{2 q^{\frac{1}{2}}}, \tag{5.29.6}
\end{equation*}
$$

so that $f(q)=f^{+}\left(q^{2}\right)+q f^{-}\left(q^{2}\right)$. We shall prove the following theorem.

Theorem 5.29.1.

$$
\begin{array}{ll}
A_{0}^{1 \rightarrow 3}(1, q)=\phi_{0}^{+}(q) & A_{0}^{1 \rightarrow 3}(q, q)=\phi_{1}^{-}(q) \\
A_{1}^{1 \rightarrow 3}(1, q)=\psi_{1}(q) & A_{1}^{1 \rightarrow 3}(q, q)=\psi_{0}(q) / q \\
A_{2}^{1 \rightarrow 3}(1, q)=\phi_{0}^{-}(q) & A_{2}^{1 \rightarrow 3}(q, q)=\phi_{1}^{+}(q) / q^{2}
\end{array}
$$

Moreover, for all $n \in \mathbb{Z}_{+}$and $k \in \mathbb{Z}$, we have $(q ; q)_{\left\lfloor\frac{n}{3}\right\rfloor} A_{n}^{1 \rightarrow 3}\left(q^{k}, q\right)$ is in the $\mathbb{Z}\left[q, q^{-1}\right]_{-}$ span of $\left\{1, \phi_{0}^{ \pm}, \phi_{1}^{ \pm}, \psi_{0}, \psi_{1}\right\}$.

The proof of Theorem 5.29.1 is contained in Corollary 5.32.1, Theorem 5.32.2 and Proposition 5.32.3.
5.30. Formulae of $A_{n}^{1 \rightarrow 3}(x, q)$ FOR $n=0,1,2$

The following formulae were obtained in [26, 2].

$$
\begin{gather*}
A_{0}^{1 \rightarrow 3}(x, q)=\sum_{n=0}^{\infty} x^{n} q^{n^{2} / 2} \sum_{\substack{p=0 \\
p=n \\
(\bmod 2)}}^{n} q^{p^{2} / 2}\left[\begin{array}{l}
n \\
p
\end{array}\right]_{q} .  \tag{5.30.1}\\
A_{2}^{1 \rightarrow 3}(x, q)=\left(x q^{\frac{1}{2}}\right)^{-1} \sum_{n=1}^{\infty} x^{n} q^{\frac{n^{2}}{2}} \sum_{\substack{p=0 \\
p \neq n \\
(\bmod 2)}}^{n} q^{\frac{p^{2}}{2}}\left[\begin{array}{l}
n \\
p
\end{array}\right]_{q} .  \tag{5.30.2}\\
A_{1}^{1 \rightarrow 3}(x, q)=\sum_{n=0}^{\infty} x^{n} q^{\frac{n(n+1)}{2}} \sum_{p=0}^{n} q^{\frac{p(p+1)}{2}}\left[\begin{array}{l}
n \\
p
\end{array}\right]_{q} . \tag{5.30.3}
\end{gather*}
$$

$$
\text { 5.31. SPECIALIZATIONS OF } A_{n}^{1 \rightarrow 3}(x, q)
$$

5.31. SPECIALIZATIONS OF $A_{n}^{1 \rightarrow 3}(x, q)$

For the rest of the chapter we shall be interested in the specializations $A_{n}^{1 \rightarrow 3}\left(q^{k}, q\right)$ for $k \in \mathbb{Z}, n \in \mathbb{Z}_{+}$. For this, it is convenient to define

$$
\begin{align*}
& \Phi(x, q)=\sum_{n=0}^{\infty} x^{n} q^{n^{2}}\left(-q ; q^{2}\right)_{n}  \tag{5.31.1}\\
& \Psi(x, q)=\sum_{n=0}^{\infty} x^{n} q^{\frac{n(n+1)}{2}}(-q ; q)_{n} . \tag{5.31.2}
\end{align*}
$$

The following Lemma will be useful.

## Lemma 5.31.1.

$$
\begin{gather*}
\Psi(x, q)=x q^{2} \Psi\left(x q^{2}, q\right)+x q \Psi(x q, q)+1 .  \tag{5.31.3}\\
\Phi\left(x, q^{\frac{1}{2}}\right)=x q \Phi\left(x q^{2}, q^{\frac{1}{2}}\right)+x q^{\frac{1}{2}} \Phi\left(x q, q^{\frac{1}{2}}\right)+1 . \tag{5.31.4}
\end{gather*}
$$

Proof. We will only prove (5.31.3), since (5.31.4) is similar. From (5.31.2), it follows that the right hand side of (5.31.3) is the following sum:

$$
1+\sum_{n=0}^{\infty} x^{n+1}(-q ; q)_{n} q^{n(n+1) / 2}\left(q^{2 n+2}+q^{n+1}\right) .
$$

Reindexing this sum with $n^{\prime}=n+1$, it is clear that it equals $\Psi(x, q)$.

## Proposition 5.31.2.

$$
\begin{gather*}
A_{0}^{1 \rightarrow 3}(x, q)=\frac{1}{2}\left(\Phi\left(x, q^{\frac{1}{2}}\right)+\Phi\left(x,-q^{\frac{1}{2}}\right)\right)  \tag{5.31.5}\\
A_{2}^{1 \rightarrow 3}(x, q)=\frac{1}{2 x q^{\frac{1}{2}}}\left(\Phi\left(x, q^{\frac{1}{2}}\right)-\Phi\left(x,-q^{\frac{1}{2}}\right)\right)  \tag{5.31.6}\\
A_{1}^{1 \rightarrow 3}(x, q)=\Psi(x, q) \tag{5.31.7}
\end{gather*}
$$

Proof. For $A_{0}^{1 \rightarrow 3}(x, q)$, we first use the following $q$-binomial theorem

$$
\sum_{p=0}^{n} q^{p(p-1) / 2}\left[\begin{array}{l}
n  \tag{5.31.8}\\
p
\end{array}\right]_{q} x^{p}=(-x ; q)_{n}
$$

to obtain

$$
\sum_{p=0}^{n} q^{p^{2} / 2}\left[\begin{array}{l}
n  \tag{5.31.9}\\
p
\end{array}\right]_{q} z^{n-p}=z^{n}\left(-z^{-1} q^{\frac{1}{2}} ; q\right)_{n}
$$

We obtain a second equation by replacing $z$ by $-z$ in (5.31.9). Adding these two equations together and setting $z=1$, we have

$$
\sum_{\substack{p=0 \\
p=n \\
(\bmod 2)}}^{n} q^{p^{2} / 2}\left[\begin{array}{l}
n \\
p
\end{array}\right]_{q}=\frac{1}{2}\left(-q^{\frac{1}{2}} ; q\right)_{n}+\frac{(-1)^{n}}{2}\left(q^{\frac{1}{2}} ; q\right)_{n}
$$

Replacing this summation in (5.30.1), we obtain (5.31.5). The proof for $A_{2}^{1 \rightarrow 3}(x, q)$ is similar. For $A_{1}^{1 \rightarrow 3}(x, q)$, apply the $q$-binomial theorem to the inner sum in (5.30.3) to obtain (5.31.7).

### 5.32. Mock theta functions

We are now able to make the connection with mock theta functions and prove the first assertions of Theorem 5.29.1.

Corollary 5.32.1. For the specializations $x=1$ and $x=q$, we have

$$
\begin{array}{ll}
A_{0}^{1 \rightarrow 3}(1, q)=\phi_{0}^{+}(q) & A_{0}^{1 \rightarrow 3}(q, q)=\phi_{1}^{-}(q) \\
A_{1}^{1 \rightarrow 3}(1, q)=\psi_{1}(q) & A_{1}^{1 \rightarrow 3}(q, q)=\psi_{0}(q) / q \\
A_{2}^{1 \rightarrow 3}(1, q)=\phi_{0}^{-}(q) & A_{2}^{1 \rightarrow 3}(q, q)=\phi_{1}^{+}(q) / q^{2}
\end{array}
$$

Proof. We note from equations (5.31.1), (5.31.2),(5.29.2)-(5.29.5) that trivial calculations give

$$
\begin{equation*}
\Psi(1, q)=\psi_{1}(q), \quad \Psi(q, q)=\psi_{0}(q) / q, \quad \Phi(1, q)=\phi_{0}(q), \quad \Phi\left(q^{2}, q\right)=\phi_{1}(q) / q \tag{5.32.1}
\end{equation*}
$$

Since $A_{1}^{1 \rightarrow 3}(x, q)=\Psi(x, q)$ from (5.31.7), we easily obtain the equalities

$$
A_{1}^{1 \rightarrow 3}(1, q)=\psi_{1}(q) \quad \text { and } \quad A_{1}^{1 \rightarrow 3}(q, q)=\psi_{0}(q) / q .
$$

Now, consider (5.31.5) with the equation for $\Phi\left(1, q^{1 / 2}\right)$ from (5.32.1) above to obtain

$$
A_{0}^{1 \rightarrow 3}(1, q)=\frac{1}{2}\left(\phi_{0}\left(q^{1 / 2}\right)+\phi_{0}\left(-q^{1 / 2}\right)\right) .
$$

Thus by (5.29.6), we obtain

$$
A_{0}^{1 \rightarrow 3}(1, q)=\phi_{0}^{+}(q)
$$

Similar calculations give

$$
A_{0}^{1 \rightarrow 3}(q, q)=\phi_{1}^{-}(q) .
$$

For the last two equalities, we use Equations (5.31.6) and (5.32.1) and proceed as above.

We now consider the specializations $A_{n}^{1 \rightarrow 3}\left(q^{k}, q\right)$ for arbitrary $k \in \mathbb{Z}$ and $0 \leq n \leq 2$. We show that these are in fact linear combinations of the mock theta functions with coefficients in $\mathbb{Z}\left[q, q^{-1}\right]$. More precisely, we have

Theorem 5.32.2. Let $k \in \mathbb{Z}$. Then:
(1)

$$
\begin{aligned}
& \qquad A_{1}^{1 \rightarrow 3}\left(q^{k}, q\right)=a_{k, 0}(q) \psi_{0}(q)+a_{k, 1}(q) \psi_{1}(q)+b_{k}(q), \\
& \text { for some } a_{k, 0}, a_{k, 1}, b_{k} \in \mathbb{Z}\left[q, q^{-1}\right]
\end{aligned}
$$

(2)

$$
A_{0}^{1 \rightarrow 3}\left(q^{k}, q\right)=c_{k, 0}(q) \phi_{0}^{ \pm}(q)+c_{k, 1}(q) \phi_{1}^{ \pm}(q)+d_{k}(q)
$$

for some $c_{k, 0}, c_{k, 1}, d_{k} \in \mathbb{Z}\left[q, q^{-1}\right]$. The choice of signs ( $\pm$ ) on the right hand side is made as follows: both signs are $(+)$ if $k$ is even, and both are $(-)$ if $k$ is odd.
(3)

$$
A_{2}^{1 \rightarrow 3}\left(q^{k}, q\right)=e_{k, 0}(q) \phi_{0}^{ \pm}(q)+e_{k, 1}(q) \phi_{1}^{ \pm}(q)+f_{k}(q),
$$

for some $e_{k, 0}, e_{k, 1}, f_{k} \in \mathbb{Z}\left[q, q^{-1}\right]$. The choice of signs ( $\pm$ ) on the right hand side is now opposite to that above, with both signs ( - ) if $k$ is even, and ( + ) if $k$ is odd.

Proof. All three assertions hold for $k=0,1$ by Proposition 5.32.1. We first prove (1). Let $k \in \mathbb{Z}$; equations (5.31.7) and (5.31.3) imply:

$$
\begin{equation*}
1-A_{1}^{1 \rightarrow 3}\left(q^{k}, q\right)+q^{k+1} A_{1}^{1 \rightarrow 3}\left(q^{k+1}, q\right)+q^{k+2} A_{1}^{1 \rightarrow 3}\left(q^{k+2}, q\right)=0 \tag{5.32.2}
\end{equation*}
$$

Consider $A_{1}^{1 \rightarrow 3}\left(q^{j}, q\right)$ for $j \in\{k, k+1, k+2\}$; equation (5.32.2) shows that if the assertion of the theorem holds for any two of these values of $j$, then it also holds for the third. Since, as observed earlier, the assertion is true for $k=0,1$, it holds for all $k \in \mathbb{Z}$ by induction. To prove (2) and (3), we observe that equations (5.31.4), (5.31.5) and (5.31.6) imply:

$$
\begin{align*}
& A_{0}^{1 \rightarrow 3}(x, q)=x q A_{0}^{1 \rightarrow 3}\left(x q^{2}, q\right)+x^{2} q^{2} A_{2}^{1 \rightarrow 3}(x q, q)+1 .  \tag{5.32.3}\\
& A_{2}^{1 \rightarrow 3}(x, q)=x q^{3} A_{2}^{1 \rightarrow 3}\left(x q^{2}, q\right)+A_{0}^{1 \rightarrow 3}(x q, q) . \tag{5.32.4}
\end{align*}
$$

The proof now follows by setting $x=q^{k}$, and arguing by induction as in (1).

Finally, we turn to $A_{n}^{1 \rightarrow 3}(x, q)$ for arbitrary $n \geq 0$. Let us define

$$
F_{n}(x, q)=A_{n}^{1 \rightarrow 3}(x, q) \prod_{i=1}^{\left\lfloor\frac{n}{3}\right\rfloor}\left(1-q^{i}\right)
$$

with $F_{-1}(x, q)=0$. Let $\mathbb{Z}((q))$ denote the ring of Laurent series with integer coefficients. We then have the following:

Proposition 5.32.3. Let $R \subset \mathbb{Z}((q))$ denote the $\mathbb{Z}\left[q, q^{-1}\right]$-span of $\left\{1, \phi_{0}^{ \pm}, \phi_{1}^{ \pm}, \psi_{0}, \psi_{1}\right\}$. Let $n \geq 0, k \in \mathbb{Z}$. Then $F_{n}\left(q^{k}, q\right) \in R$.

Proof. It is easy to check that the recursion for graded multiplicities obtained in Theorem 1.1.1 translates into the following relation for the generating series (taking $n=3 p-(r+1)$ and $s=n+2 k)$, valid for all $p \geq 1, r \in\{0,1,2\}$ :
$q^{p r} x^{r+1} F_{3 p+r}(x, q)=(1+x) F_{3 p-r-1}(x, q)-F_{3 p-r-2}(x, q)-x q^{3 p-r} F_{3 p-r-1}\left(x q^{2}, q\right)+E_{3 p+r}(x, q)$,
where

$$
E_{3 p+r}(x, q)= \begin{cases}0 & \text { if } r=0 \\ -x F_{3 p-1}(x, q) & \text { if } r=1 \\ -x F_{3 p-2}(x, q)+q^{p-1} F_{3 p-4}(x, q)-\delta_{p, 1} & \text { if } r=2 .\end{cases}
$$

Set $x=q^{k}$ for $k \in \mathbb{Z}$, and let $n \geq 3$; it is clear from these equations that $F_{n}\left(q^{k}, q\right)$ lies in the $\mathbb{Z}\left[q, q^{-1}\right]$-span of 1 and the $F_{m}\left(q^{p}, q\right)$ for $p \in \mathbb{Z}, 0 \leq m<n$. Since by Theorem 5.32.2, we have that $F_{m}\left(q^{p}, q\right) \in R$ for $p \in \mathbb{Z}, 0 \leq m \leq 2$, our proposition now follows by induction.
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