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Quine’s Topiary: 
Coordination and Change in an Artificial Society

Robin Clark
University of Pennsylvania Philadelphia, USA
rclark@sas.upenn.edu

ABSTRACT
This talk reports the results of a large Agent-Based model of phonetic variation; each agent in the society has its own unique representation of the signal space, yet the agents are able to coordinate their signaling behavior. We show a number of results: First, agents in a segregated but egalitarian society will blend their signals overtime if they signal to each other; agents in a segregated, but bigoted, society will maintain stable variation. Second, if the artificial society contain high status leaders—that is, the society is not egalitarian—then the signal space will actually move apart, creating variation where none existed before. We will analyze the source of this variation and show that it is a potential source of language variation and language change. Finally, we will discuss the relationship between private knowledge and social convention.

General Terms
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The Problem of Analogical Inference in Inductive Logic

[Extended Abstract]

Simon M. Huttegger
Department of Logic and Philosophy of Science
University of California, Irvine
Social Science Plaza A
Irvine, CA-92697, USA
shuttegg@uci.edu

ABSTRACT
We consider one problem that was largely left open by Rudolf Carnap in his work on inductive logic, the problem of analogical inference. After discussing some previous attempts to solve this problem, we propose a new solution that is based on the ideas of Bruno de Finetti on probabilistic symmetries. We explain how our new inductive logic can be developed within the Carnapian paradigm of inductive logic—deriving an inductive rule from a set of simple postulates about the observational process—and discuss some of its properties.
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1. INTRODUCTION
The logical empiricist movement is often associated with using deductive logic to understand scientific reasoning. But Rudolf Carnap actually favored an inductive approach, starting with his work on inductive logic in the 1940s. Carnapian inductive logic can be thought of as a branch of probability theory that is especially concerned with predictive probabilities—the probability of future observations given past observations. Carnap spent much of the last thirty years of his life on developing an inductive logic, but even in his posthumously published works he considered the subject to be wide open to further investigations. The open problem that I wish to consider in this paper is the problem of analogical inference, which hasn’t received a satisfactory answer in Carnap’s original system. I shall review some of the attempts to develop an analogical inductive logic in §4. In order to set the stage, I briefly describe Carnap’s program in §2 and point to its connections with de Finetti’s theory of inductive inference in §3. Considering de Finetti is particularly important since he provides an alternative route to analogical inference. In §5 I discuss an especially interesting probabilistic symmetry that allows for a certain form of analogical inference. Finally, in §6 I introduce a new analogical inductive logic based on that symmetry and discuss some of its properties.

2. CARNAP’S PROGRAM
Carnap’s program for developing an inductive logic as described in his ‘Logical Foundations of Probability’ [2] was brought to a tentative conclusion in the posthumously published ‘A Basic System of Inductive Logic’ [4, 5]. Carnapian inductive logic aims at finding rational foundations for the kind of inductive inferences that are used in scientific investigations. The classic example of such an inference in the tradition of Bayes and Laplace is the predictive probability of events, such as future coin flips based on past observations of coin flips. Carnap viewed all inductive inference problems as being essentially reducible to this type of inference [2].

Of particular importance for Carnap are predictive probabilities based on the relative frequencies of events. For example, after observing a number of throws of a die, the predictive probability of observing a six with the next throw usually is judged to be approximately equal to the relative frequency of sixes. In his systems of inductive logic, Carnap tries to explicate the foundations of this simplest kind of inductive inference.

Independently of Carnap’s program, a similar approach was developed more than two decades earlier by the Cambridge logician W. E. Johnson [21, 22]. Johnson’s main contribution was only published posthumously and contained a number of gaps, which were closed by Sandy Zabell [33], who also generalized Johnson’s approach to a theory that is essentially equivalent to Carnap’s basic system of inductive logic. I’m going to follow Zabell’s elegant treatment because it ties in neatly with the work of Bruno de Finetti (see the next section).

The basic postulate in this theory of inductive inference is a symmetry requirement known as ‘exchangeability’ (called the ‘permutation postulate’ by Johnson). Suppose that there is a finite sequence of random variables \(X_1, \ldots, X_n\) representing observations (e.g., coin flips), and let their probability law be \(P\). Like Carnap, we assume that the random variables can take on only a finite number of values. Then \(P\) is exchangeable if it is invariant under permutations of outcomes; that is,

\[ P[X_1 = x_1, \ldots, X_n = x_n] = P[X_1 = x_{\sigma(1)}, \ldots, X_n = x_{\sigma(n)}] \]

for every permutation \(\sigma\) of \(\{1, \ldots, n\}\). This allows us to define exchangeable probabilities of infinite sequences \(X_1, X_2, \ldots\) as those for which every finite initial sequence is exchangeable. For simplicity, the sequence of random variables is often called exchangeable without referring to its probability law.

Both Johnson and Carnap use a requirement for predic-

---

1. See [36] for an excellent overview for the development of Carnapian inductive logic.
tive probabilities that is often called ‘Johnson’s sufficientness postulate’. This postulate says that predictive probabilities for \( i \) basically only depend on the past relative frequency of \( i \); i.e., there is a function \( f \) such that
\[
P[X_{n+1} = i|X_1, \ldots, X_n] = f(n, n). \tag{1}
\]
Johnson’s sufficientness postulate judges information about types other than \( i \) to be irrelevant for the predictive probability of \( i \)—a point that is going to be important for the problem of analogical inference.

Finally, in order for conditional probabilities to be well defined, a regularity postulate is assumed to the effect that each finite initial sequence of outcomes has positive probability. It is then possible to show that the predictive probability of any outcome is equal to its relative frequency modulo some prior parameters. More specifically, if trials are not independent, then there exist parameters \( \alpha_j \) for each outcome \( j \) such that for all \( n \) and \( i \)
\[
P[X_{n+1} = i|X_1, \ldots, X_n] = \frac{n_i + \alpha_i}{n + \sum_j \alpha_j}. \tag{2}
\]
(If trials are independent, then there is no learning from experience.) Here \( n_i \) is the number of times outcome \( i \) is observed in the first \( n \) trials. The parameters \( \alpha_j \) are either all positive or all negative; they must be positive if the sequence of observations is infinite exchangeable (see [33] for a thorough discussion). The rule given by (2) is called a ‘generalized rule of succession’ (after Laplace’s special ‘rule of succession’). A generalized rule of succession expresses a mode of learning from experience. Experiences are given by past observations of outcomes, and past observations lead to predictive probabilities for future outcomes.

The inductive logic given in (2) is equivalent to Carnap’s mature basic system of inductive logic, also known as the ‘\( \lambda \)-\( \gamma \)-continuum of inductive methods’. The system championed in his 1950 book is much more restricted [2]. It requires that all \( \alpha_j = 1 \), meaning that all outcomes are judged to be equally probable prior to any observations. In his later ‘A Continuum of Inductive Methods’ [3], Carnap generalized this restricted system to one with a weight \( \lambda \) which regulates the effect of the equally probable prior weights. The basic system (2) extends this to arbitrary prior weights.

Especially in his early work on inductive logic, Carnap thought of symmetry principles such as exchangeability as requirements of rationality. The idea—familiar from justifications for Laplace’s principle of indifference—is that certain probabilistic symmetries should hold whenever one does not have any knowledge about the relevant underlying structure. For instance, in the absence of any evidence concerning the order of outcomes you should assume exchangeability. We will see that interpreting symmetry principles in this way puts significant constraints on how to include analogy effects into inductive logic, while the approach discussed in the next section allows for a greater variety of inductive logics.

3. DE FINETTI’S PROGRAM

Bruno de Finetti is famous for his foundational work on probability theory and inductive inference. The latter is of special importance to us here. The most fundamental result in this arena is de Finetti’s representation theorem for exchangeable sequences [9]. Exchangeability is important be-

\[\text{cause it captures one of the classic situations of statistics—i.i.d. trials with unknown parameters. This is what is shown by de Finetti’s representation theorem. Suppose, for example, that } X_i \text{ records whether the } i \text{th toss of a coin flip came up heads or tails, and that the infinite sequence } X_1, X_2, \ldots \text{ is exchangeable. de Finetti proved that this is equivalent to the probability of finite sequences of heads and tails being a mixture of i.i.d. binomial trials with unknown bias of the coin:}^3\]
\[
P[X_1 = x_1, \ldots, X_n = x_n] = \int_0^1 p^n (1 - p)^{n-h} d\mu(p) \tag{3}
\]
(Here, \( p \) is the bias for heads, \( \mu \) is a uniquely determined prior over biases and \( h \) is the number of heads in the first \( n \) trials.) This theorem has profound consequences for the philosophy of probability and for inductive inference [34]. Specifically, if the prior \( \mu \) in the representation is a Beta distribution (or, in the more general case of finitely many types of outcomes, a Dirichlet distribution), then
\[
P[X_{n+1} = i|X_1, \ldots, X_n] = \frac{n_i + \alpha_i}{n + \sum_j \alpha_j},
\]
where \( \alpha_i, \alpha_j \) are nonnegative parameters determining the Dirichlet distribution. This is equivalent to the Carnapian inductive logic given in (2). One difference between the two approaches lies in the underlying axiomatic foundations. In de Finetti’s case, it is given by (i) the assumption of exchangeability and (ii) the assumption that the mixing prior in the representation \( \mu \) is a Dirichlet distribution. In the Johnson-Carnap approach there is no appeal to the de Finetti representation.

There is also an important interpretive issue that separates the early work of Carnap from de Finetti’s probabilistic epistemology (in his later work Carnap is closer to de Finetti’s views). de Finetti did not view exchangeability or other symmetry requirements as postulates of rationality. According to him, exchangeability is a personal judgement of an epistemic agent as to the basic structure of a learning situation. Such a judgement does not arise from the lack of knowledge but presupposes knowledge about an epistemic situation.

This view of symmetry assumptions has two important consequences, one epistemological and one formal. In the first place, for de Finetti and his followers the justification of generalized rules of succession is only a relative one. An agent should make inductive inferences provided that she assumes certain underlying symmetries about the learning situation. This is unlike the objective Bayesian tradition—which includes Bayes, Laplace, Keynes, the early work on inductive logic by Carnap, and others—where symmetry assumptions themselves are viewed not just as assumptions that one may make, but as principles every rational agent has to make under certain conditions.

de Finetti’s probabilistic epistemology is thus distinctly non-foundationalist. There is no bedrock of initial epistemic judgements that would endow all their consequences with full rationality because they are themselves requirements of rationality. For de Finetti, rationality is instead to be found in the interplay of inductive assumptions, such as Johnson’s sufficientness postulate or exchangeability, and rules for learning from observations. If you use such an

3For finite forms of this result, see [13].
inductive rule but deny its underlying assumptions, you are simply inconsistent. So, de Finetti requires a kind of relative rationality: learning from experience should be compatible with those inductive assumptions that are judged to be true.

The second consequence of de Finetti’s view of symmetry assumptions lifts constraints from inductive logic. If assumptions such as exchangeability are not thought of as requirements of rationality but as personal judgements, then one might consider other kinds of symmetries whenever exchangeability does not seem appropriate. This led de Finetti to study ‘partial exchangeability’ [10, 11, 13]. One kind of partial exchangeability, known as ‘Markov exchangeability’, allows outcomes to depend on previous trials [14, 16, 17, 25, 30, 35]. The type of partial exchangeability most relevant to our analogical inductive logic was investigated by de Finetti himself [10, 11]. Consider a situation where outcomes can be of different types; e.g., coin flips with two coins, or medical trials with men and women. Then one may not be willing to judge outcomes to be exchangeable across types but only within types. There is a representation theorem for this kind of partial exchangeability, from which predictive conditional probabilities can be derived [10]. The representation is very similar to (3). Probabilities are again mixtures of independent trials, but now trials need not be identically distributed; they are identically distributed within types, but need not be so be across types.

de Finetti viewed partial exchangeability as a type of analogical inference. Take the example of flipping two coins. The coins are judged to be similar but not indistinguishable from each other. Because of the analogy between the two coins, observations from one coin should have some influence on predictions for the other coin. The analogy comes from particular prior distributions on the chances in the mixture of the representation theorem. The biases of the two coins may be chosen independently, but then trials are independent. Thus this kind of analogy influence does not persist for very long. This is also a feature of some analogical inductive logics considered in the next section.

4. THE PROBLEM OF ANALOGICAL INDUCTIVE INFERENCE

Carnap’s basic system of inductive logic can express analogical influences only to a limited degree [6, 28, 29]. There have been many attempts to extend Carnap’s original system, and the literature on analogical inductive logic includes many valuable contributions [1, 5, 8, 15, 18, 19, 23, 26, 27, 12, 28, 29, 31, 32]. I am going to discuss some of those contributions in order to motivate my own.

The biggest obstacle to analogical inference in Carnap’s system is Johnson’s sufficientness postulate (1). Johnson’s sufficientness postulate makes it impossible that counts of outcomes k other than i influence the predictive probability of i. Skyrms [31] suggests an extension of Carnapian inductive logic that keeps exchangeability but drops John-son’s sufficientness postulate. Skyrms’ proposal is further studied and extended in [15] and [19], and a similar model is developed for a different context (two families of predicates) in [29]. The basic idea is to use mixtures of inductive methods (2) in order to account for initial analogies between outcomes. This is equivalent to considering mixtures of Dirichlet distributions instead of Dirichlet distributions in the de Finetti representation. Skyrms discusses this idea in terms of a wheel of fortune, where observations of an outcome should also increase the predictive probability of nearby outcomes. Using an appropriate mixture of Dirichlet priors makes this possible. The resulting probability distributions are exchangeable but violate Johnson’s sufficientness postulate.

The analogy influence exhibited by these kinds of inductive systems is transient. This is due to the fact that the corresponding prior probabilities are exchangeable. Exchangeability implies that the counts of one outcome can only have an indirect effect on the predictive probabilities of other outcomes. To see this, suppose that an outcome k is followed by an outcome i. Then exchanging i with some arbitrary outcome in the past does not affect the joint probability. Thus, the effect of counts of k outcomes affects the probability of i outcomes indirectly via the initial parameters in the mixture of Carnapian inductive logics.

In order to get systems that exhibit a more permanent analogy influence, exchangeability has to be dropped in addition to Johnson’s sufficientness postulate. The inductive systems of Costantini [8], Kuipers [23], Niiniluoto [28] and, to a certain extent, Spohn [32] develop inductive logics of this type. In these models, the predictive probabilities for outcome i do not just contain the counts n_i but may also have terms with counts n_k of other outcomes. Each of these systems is interesting in its own right, but for none of them is it clear what the underlying symmetry assumptions are, or whether they exhibit interesting symmetries at all, and thus they seem a bit ad hoc.

Another criticism of some of these inductive methods was put forward by Spohn [32] and is also expressed by Costantini [8]. Because counts of all outcomes may explicitly influence the predictive probabilities of an outcome i, the corresponding inductive logics generally violate a postulate known as ‘Reichenbach’s axiom’. Reichenbach’s axiom says that predictive probabilities have to converge to limiting relative frequencies of sample outcomes, provided that the limit exists. That is, if X_1, X_2, . . . is an infinite sequence of outcomes such that the limit \( n_i/n \) exists as n \( \to \infty \), then

\[ \lim_{n \to \infty} P[X_{n+1} = i | X_1, \ldots, X_n] = p. \]

Besides Spohn’s own system, Carnap’s basic system and Skyrms’ analogical system meet Reichenbach’s axiom.

I think this critique misses the point of certain forms of inductive inference. The inductive logics of Costantini and Niiniluoto may be appropriate when there are underlying probabilistic dependencies between the outcomes. If these dependencies are persistent, then Reichenbach’s axiom should not hold. The dependencies will not be reflected in relative frequencies of outcomes, while predictive probabilities should make use of known dependencies. I discuss this point further in the context of our analogical inductive logic.

It is not known whether the inductive methods discussed so far can be derived from a set of axioms analogous to those underlying the Johnson-Carnap system. This is a significant gap in our knowledge. The set of axioms from which the Johnson-Carnap continuum of inductive methods (2) is derivable completely specifies inductive assumptions at the observational level, making it easy to determine whether one’s priors conform to them. None of the above models of inductive inference has been treated within this Carnapian paradigm. Maher’s inductive logic is something of an excep-
tion [26, 27]. He presents a set of axioms for an inductive logic with two families of predicates. Maher himself discusses problems for the extension of the inductive logic to predicate families containing more than two predicates [27], so I confine my attention to the case of two predicates. I think that already in this case one point is in need of clarification.

Here is a brief overview of Maher’s proposal. Suppose we have two families with two predicates. In the language of random variables, this means that we have two sequences of random variables $V_1, V_3, \ldots$ and $W_1, W_2, \ldots$, where each random variable can take on two different values (the possible values being different for the $V$’s and the $W$’s). For instance, the first sequence might record whether the coin lands heads and tails, and the second sequence may state whether the coin is flipped with the right or the left hand.

Maher then considers the so-called ‘Q-predicates’ (‘state descriptions’ in Carnap’s terminology). The Q-predicates are all possible combinations of basic predicates from the two families. Again in the language of random variables, this means that we consider the sequence of pairs $Z_n = (V_n, W_n)$. The random vector $Z_n$ takes on pairs of values. Since the random variables $V_n$ and $W_n$ are binary, $Z_n$ can take on four values.

Maher [26] assumes that the infinite sequence $Z_1, Z_2, \ldots$ is exchangeable. It follows from this that its probability distribution has a de Finetti representation. Maher’s basic idea can then be described as follows. The de Finetti representation implies that we can construct the probability distribution of $Z_1, Z_2, \ldots$ by putting a prior distribution over the set of possible chances. Since the $Z_n$ can take on four different values, the set of possible chances is the three-dimensional simplex $\Delta_4 = \{(x_1, \ldots, x_4) \in \mathbb{R}^4 | x_1, \ldots, x_4 \geq 0, x_1 + \ldots + x_4 = 1\}$. Following an idea by Carnap [6], Maher considers the subset of probability distributions in $\Delta_4$ where the two families of predicates are probabilistically independent. This is the set of all $(x_1, \ldots, x_4) \in \Delta_4$ such that $x_1 = (x_1 + x_2)(x_1 + x_3)$, which defines a two-dimensional surface in $\Delta_4$ that is known as the ‘Wright manifold’ in population genetics.4

If the prior on $\Delta_4$ is a Dirichlet distribution, as in Carnap’s basic system, then any two-dimensional surface in $\Delta_4$ has probability zero, since the Dirichlet distribution is absolutely continuous with respect to Lebesgue measure on $\Delta_4$. Thus, the Wright manifold has probability zero. Now, Carnap and Maher propose to look at a mixture between a Dirichlet distribution and a distribution that puts full weight on the Wright manifold. The resulting inductive logic is a mixture of Carnap’s basic system on the random variables $Z_n$ and the product of Carnap’s basic systems on the random variables $V_n$ and $W_n$. The former terms correspond to the hypothesis that the two predicate families are dependent and the product of the latter two terms to the hypothesis that they are independent. Using the de Finetti representation, Maher also provides an axiomatic basis from which this inductive method can be derived. He also shows with the help of examples that the resulting system seems to lead to plausible numerical results that capture certain analogy influences.

What type of analogy influences is this model supposed to capture? Maher wants to say that some of the Q-predicates are more similar than others, namely those that share at least one underlying predicate from the two families. If we denote the four combinations of values by $Q_1 = (0, 0), Q_2 = (1, 0), Q_3 = (0, 1)$ and $Q_4 = (1, 1)$ then $Q_1$ is similar to $Q_2$ and $Q_3$ to $Q_1$ and $Q_3$ is similar to $Q_1$ and $Q_4$, and $Q_4$ is similar to $Q_2$ and $Q_3$. Maher’s goal is to have an inductive logic that respects the analogies based on these similarities. But it is difficult to see the reason why placing positive prior probability on the Wright manifold should achieve this. There is no straightforward relationship between considering the two predicate families as independent and the intended analogies.

The one reason I can see is the following. The similarity relationships between the Q-predicates described in the previous paragraph yield four edges in $\Delta_4$ between the vertices that are considered similar. These edges are part of the Wright manifold. If one wishes to reflect the analogies between the Q-predicates in one’s prior, then one’s prior distribution over $\Delta_4$ should, presumably, place a sufficient amount of probability weight close to the four edges. One way to achieve this is by distributing probabilities in an appropriate way on the Wright manifold. But this is neither necessary nor sufficient. We can endow the Wright manifold by assigning positive probability only to the barycenter of $\Delta_4$ (which is an element of the Wright manifold) and probability zero to all the other points in the Wright manifold. In this case, the overall prior over $\Delta_4$ may not place the required probability weight close to the four edges. On the other hand, we may do exactly that without having to assign positive probability to the Wright manifold. Thus, even though it may work in some cases, assigning positive probability to the Wright manifold does not seem to be a principled solution to the analogy problem, which would characterize priors over $\Delta_4$ that assign a sufficient probability weight to the four edges between analogous Q-predicates.

5. EXTENDING PARTIAL EXCHANGEABILITY

The brief discussion in the previous section should make it clear that there are many forms of analogical inference. Each form of analogical inference merits study, and existing inductive logics vary in their degree of solving analogical inference problems successfully. In the remainder of this paper I would like to propose one form of analogical inductive inference that is based on de Finetti’s ideas about partial exchangeability and that can be solved within the Carnapian paradigm.

Recall that partial exchangeability looks at situations with outcomes of different types. This inductive situation can be illustrated with an example that Achinstein used to criticize Carnap’s original inductive logic [1]. In this example we observe whether or not different types of metal conduct electricity. We might, for instance, look at osmium, platinum and rhodium. These three metals are the types in de Finetti’s setup. Each type may or may not conduct electricity. This defines two outcomes. The analogy between types comes from the fact that they share certain significant chemical properties. Because of the analogy between types, it is reasonable to think that instances where osmium and rhodium where observed to conduct electricity are relevant for predictions of whether platinum conducts electricity. In

4After the population geneticist Sewall Wright. The Wright manifold is the set of probabilities that make the alleles at different genetic loci independent.
this case, de Finetti’s theory of partial exchangeability may be applied with a prior that reflects these analogies.

Partial exchangeability has a similar effect on analogical inferences as exchangeability: analogy is transient and vanishes in the limit. This makes sense in the example of flipping two coins. The similarity between the two coins may influence one’s early judgements, but if there are no underlying dependencies between the coins the influence of similarity judgements will diminish. This is reflected by the fact that Reichenbach’s axiom holds for predictive probabilities. But what if there are persistent dependencies between types? This might arguably be the case in the example of whether different metals conduct electricity, since there presumably is an underlying common cause for the relevant outcome. Another example can be constructed by considering the success of medical trials among males and females. The types are male and female, and the outcomes (in the simplest case) are whether the trial was successful or not. Now, there might be an underlying chanciness dependency between types that is influenced by environmental and other factors. If this dependency is permanent, this should be reflected in the analogical inductive logic.

How might such an inductive logic look like? The basic setup has a sequence of outcomes $X_1, X_2, \ldots$ and a sequence of types $Y_1, Y_2, \ldots$. Suppose, for simplicity, that there are only two types. Predictive probabilities concern future outcomes and not future types. The predictive probability of observing outcome $i$ given that it is of type 1 and given past observations may be given by

$$P[X_{N+1} = i|X_N, Y_N, Y_{N+1} = 1] = \frac{n_{i1} + \beta n_{i2} + \alpha_{i1}}{N_1 + N_2 + \sum_j \alpha_{ji}}.$$  \hspace{1cm} (4)

In this formula, $X_n = (X_1, \ldots, X_N)$, $Y_N = (Y_1, \ldots, Y_N)$ are the past observations of outcomes and types; $n_{ij}$ is the number of outcomes of type $j$ and $N_1$ and $N_2$ are the total number of observations of type 1 and 2. The $\alpha$ parameters have the same meaning as in Carnap’s basic system (2). The $\beta$ parameter expresses the analogy influence of observations of type 2 on observations of type 1. If $\beta$ is positive, then $i$ observations of type 2 will have a positive influence on the predictive probability. This indicates a judgement of positive analogy between types. Moreover, analogy is permanent—since $\beta$ is a constant, the analogy influence of type 1 on type 2 does not vanish as $n$ increases.

There are many ways in which the qualitative features of the predictive probability (4) could be formalized. Is (4) just a formula that exhibits some resemblance to Carnap’s original system? Or is there some underlying rationale? To see what is going on, notice, in the first place, that de Finetti’s notion of partial exchangeability will not in general allow predictive probabilities to be of the form as given in (4). Partial exchangeability implies the following. Suppose that $X_{N+1} = i, X_{N+2} = k, X_{N+3} = j$. The predictive probability of this sequence of outcomes, given the past and the sequence of types $Y_{N+1} = 1, Y_{N+2} = 2, Y_{N+3} = 1$, is equal to the predictive probability of the sequence $X_{N+1} = j, X_{N+2} = k, X_{N+3} = i$ (in order to get from the first sequence of outcomes to the second we only exchange two outcomes within the same type). Now suppose that $k = j$. Then the first sequence of outcomes is $X_{N+1} = i, X_{N+2} = j, X_{N+3} = j$ and the second is $X_{N+1} = j, X_{N+2} = j, X_{N+3} = i$. It is difficult to see how in this case counts of outcome $j$ of type 2 can have a constant influence on the predictive probability of outcomes $j$ of type 1. If it had, its effect would have to be balanced exactly against the joint probability for the second sequence, which may not work in general.\(^5\)

The same issue does not arise if $k \neq i, j$. Thus, it seems reasonable to weaken partial exchangeability, in order to allow for persistent analogical influences. We let $P_{kj, st} = P[X_{N+1} = i, X_{N+2} = k, X_{N+3} = j|X_n, Y_n, Y_N = s, Y_{N+2} = t, Y_{N+3} = s]$. Then generalized partial exchangeability requires, in the first place, that

$$P_{kj, st}^n = P_{kj, st}^n$$

whenever $k \neq i, j$ (if $k = i$ or $k = j$, equality may but need not hold). Furthermore, let $P_{i, st}^n = P[X_{N+1} = i, X_{N+2} = j|X_n, Y_n, Y_{N+1} = s, Y_{N+2} = s]$. Then generalized partial exchangeability requires, in the second place, that

$$P_{i, st}^n = P_{i, st}^n$$

The next section is devoted to showing that generalized partial exchangeability, together with some further assumptions, leads to an interesting analogical inductive logic.

6. A NEW ANALOGICAL INDUCTIVE LOGIC

The most important additional assumption that we need is a modification of Johnson’s sufficiency postulate:

$$P[X_{N+1} = i|X_N, Y_N, Y_{N+1} = j] = f_{ij}(n_{i1}, n_{i2}, N_1, N_2)$$  \hspace{1cm} (5)

For simplicity, we continue assuming that there are only two types (for a generalization to a finite number of types, see [20]). The modified sufficiency postulate says that predictive probabilities for an outcome $i$ depend on $i$, its type, as well as on the observed counts of $i$ outcomes of both types. This is a natural way to allow for analogical influences between types.

We also need two technical postulates. The first one is a regularity assumption to the effect that all finite sequences of types and outcomes have positive probability; i.e., every finite pair of sequences $X_1, \ldots, X_N, Y_1, \ldots, Y_N$ has positive probability. Finally, we assume that future types do not give information about the outcome of the next trial. More specifically,

$$P[X_{N+1} = i|X_1, \ldots, X_N, Y_{N+1} = j]$$  \hspace{1cm} (6)

$$= P[X_{N+1} = i|X_1, \ldots, X_N, Y_{N+1} = j, Y_{N+2} = k]$$

$$= P[X_{N+1} = i|X_1, \ldots, X_N, Y_{N+1} = j, Y_{N+2} = k, Y_{N+3} = l].$$

This condition is a significant restriction for the applicability of our inductive logic. For example, think of types as different medical treatments (as in a bandit problem) and of outcomes as success or failure. Then a success on the next trial might not be probably independent of future treatments.

Suppose now that $X_1, X_2, \ldots$ and $Y_1, Y_2, \ldots$ are two infinite sequences of outcomes and types for which the foregoing assumptions hold (generalized partial exchangeability, modified sufficiency postulate, regularity, and conditional independence (6)). Suppose, in addition, that trials within types are not independent, and that there are at least three outcomes. Then the following theorem is true:

\(^5\)For a precise statement, see my [20], especially Corollary 2.

\(^6\)Assuming independence has the same reason as in the case
Theorem 1. There exist positive constants $\alpha_{ij}$ and non-negative constants $\beta, \gamma$ such that $N_1 + \beta N_2 + \sum_i \alpha_i \neq 0, N_2 + \gamma N_1 + \sum_i \alpha_i \neq 0$ and

$P[X_{N+1} = i|X_N, Y_N, Y_{N+1} = 1] = \frac{n_{i1} + \beta n_{i2} + \alpha_i}{N_1 + \beta N_2 + \sum_i \alpha_i}$

$P[X_{N+1} = i|X_N, Y_N, Y_{N+1} = 2] = \frac{n_{i2} + \gamma n_{i1} + \alpha_i}{N_2 + \gamma N_1 + \sum_i \alpha_i}$

for all $N$ and all $0 \leq n_{ij} \leq N_j$.

This theorem follows from a more general result in my [20] where I prove these assertions for more than two types and allow the total number of trials to be finite.

The sequence of predictive probabilities can be generated by an urn model (just like the predictive probabilities of Carnap’s basic system are generated by a Polya urn). Since the predictive probabilities of our new inductive logic do not fix the probabilities of types, we may first choose a sequence of types from random data that assigns positive probability to each finite sequence of types. Assume that we also have an urn for each type containing balls labelled by the outcomes. The initial distribution of balls in urn $j$ depends on the prior parameters $\alpha_{ij}$. We now start choosing balls from urns following the sequence of types. Whenever we choose a ball from an urn, we put it back together with another label. If the urn is of type $1$, we put a ball with weight $\beta$ into the urn associated with type 2.

The most important difference between our new inductive logic and Carnap’s basic system (2) are the parameters $\beta, \gamma$. Are there any good reasons to think that they are analogy parameters? Let me mention two. First, it can be shown that $\beta$ is positive if

$P[X_2 = i|X_1 = i, Y_1 = 2, Y_2 = 1] > P[X_1 = i|Y_1 = 1]$.

Furthermore, $\beta$ increases as $P[X_2 = i|X_1 = i, Y_1 = 2, Y_2 = 1]$ approaches 1. This means that we have analogy effects of type 2 on type 1 if observing an outcome of type 2 makes it sufficiently more likely to observe the same outcome of type 1. This is what one would expect of an analogical inference.

The second reason becomes relevant if there are more than two types. Consider the analogy parameters of two types with respect to a third one. If one parameter is larger than the other, then observing outcomes of the former type raises the probability of outcomes of the third type more than observing outcomes of the second type.

The inductive logic of Theorem 1 is open to various interpretations. If we interpret the parameters $\beta$ and $\gamma$ as analogy parameters, then it is plausible to require that $\beta, \gamma \leq 1$ since, arguably, every type is maximally analogous to itself. This idea can be captured by another postulate:

$P[X_2 = i|X_1 = i, Y_1 = j, Y_2 = j] \geq P[X_2 = i|X_1 = i, Y_1 = k, Y_2 = j]$

This says that an observation of an outcome $i$ of type $j$ never has a lower effect on the predictive probability of that outcome when it is of type $j$ than observing an outcome $i$ of another type. It is easy to see that this forces the analogy parameters $\beta, \gamma$ to be between zero and one.

But we may also think of types in terms of different information sources that are used to predict probabilities of outcomes. In this case, $\beta$ and $\gamma$ express judgements about the reliability of the two sources. Consequently, if $\beta > 1$ the agent believes that the second information source is more trustworthy than the first one and that, accordingly, information from type 2 observations should have more weight.

One feature of the inductive logic of Theorem 1 was already discussed earlier in a different context. Our new inductive logic violates Reichenbach’s axiom whenever the analogy parameters $\beta$ and $\gamma$ are positive. In this case, predictive probabilities converge to a convex combination of relative frequencies of outcomes of the two different types. As remarked earlier, if the underlying process is not assumed to be essentially independent, this is what one should expect. Our inductive logic allows types to be probabilistically dependent throughout the process of observation, and so observations from other types don’t necessarily cease to be relevant for predictive probabilities of one particular type. Thus, Reichenbach’s axiom should not be postulated for this case.

7. CONCLUSION

One of the biggest advantages of our inductive logic is that there is a precise set of conditions from which it can be derived. These conditions can be thought of as the inductive assumptions that make the use of our analogical inductive logic adequate, provided that they are thought to be true. For most other analogical inductive logics the underlying assumptions are not as clear, which makes it difficult to apply them.

What I wish to emphasize is that there are different ways to reason analogically. Accordingly, there is going to be a variety of legitimate analogical inductive logics, and not just the one inductive logic that fully captures analogical reasoning. One basic distinguishing feature is suggested by the foregoing discussion. There are, on the one hand, inductive logics where analogies reflect initial similarities but are washed out with increasing information. On the other hand, there are permanent analogical inferences such as in our inductive logic. Here, analogy persists with increasing information. Which type of analogy is appropriate depends on one’s inductive assumptions.
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ABSTRACT

Extensive work has been conducted both in game theory and logic to model strategic interaction. An important question is whether we can use these theories to design agents for interacting with people? On the one hand, they provide a formal design specification for agent strategies. On the other hand, people do not necessarily adhere to playing in accordance with these strategies, and their behavior is affected by a multitude of social and psychological factors. In this paper we will consider the question of whether strategies implied by theories of strategic behavior can be used by automated agents that interact proficiently with people. We will focus on automated agents that we built that need to interact with people in two negotiation settings: bargaining and deliberation. For bargaining we will study game-theory based equilibrium agents and for argumentation we will discuss logic-based argumentation theory. We will also consider security games and persuasion games and will discuss the benefits of using equilibrium based agents.
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1. INTRODUCTION

Agents that interact proficiently with people may be useful for training [27], supporting [23, 12, 11, 1] and even replacing people in many applications [10, 22].

We are considering the agent-human interactions as being a strategic activity [14]. That is, we assume that when the automated agent engages in the interaction, it should act as best it can to realize its preferences. Game theory is the mathematical theory of strategic decision-making [28] and thus it seems that game theory might be an appropriate analytical tool for understanding how a strategic agent can and should act, and might also be useful in both the design of automated agents and protocols for the interactions. However, game theory assumes that all players will act as best they can to realize their preferences. Unfortunately, humans tend to make mistakes, and they are affected by cognitive, social and cultural factors [8, 25, 4]. In particular, people’s observed behavior does not correspond to game theory-based equilibrium strategies [13, 29]. Another approach for the development of automated agents is the (non-classical)-logic approach. The agent is given a logical representation of its environment and its desired goals, and it reasons logically in order to generate its activities. When interacting with people, the environment consists also of the human model. Yet, modeling people’s behavior is a big challenge. We have incomplete information about the person’s preferences, and we have to cope with the uncertainties inherent in human decision-making and behavior. Human behavior is diverse, and cannot be satisfactorily captured by a simple abstract model. In particular, human decision-making tends to be very noisy: a person may make different strategic decisions in similar situations.

In this paper we survey briefly a few of the agents that we built over the years that interact proficiently with people. In most of the cases, deploying only a game-theory approach or logical-based approach was not beneficial. Heuristics and machine-learning techniques were augmented into the formal models to lead to agents that interact proficiently with people. We will discuss three negotiation settings: multi-issue negotiations, games where the players interleave negotiations with resource exchange while attempting to satisfy their goals and argumentation settings. Finally, we will discuss security games.

2. MULTI-ISSUE NEGOTIATIONS

Over the years we designed and implemented several automated agents for multi-issue negotiations. In multi-issue negotiations the players need to reach an agreement on several issues. Each issue is associated with a set of possible values and the players need to agree on a specific value for each issue. The negotiations can end with the negotiators signing an agreement or with one of the sides opting out of the negotiations. In addition, if the crisis does not end within a pre-specified deadline then the status quo is implemented. Each outcome of the negotiations is associated with a utility score for both players. A summary of our agents is presented in Table 1.

2.1 EQH agent

The first agent, EQH, that we developed was for crisis scenarios and the setting was quite complex [24]. In addition to the message exchange in a semi-structured language, players could take actions during the negotiations and agreements were not enforceable. In particular, opting out in a crisis is a stochastic action and thus the agents are uncertain about
Table 1: Multi-issue negotiations

<table>
<thead>
<tr>
<th>Settings</th>
<th>Agent Name</th>
<th>Agent Properties</th>
<th>Scenarios</th>
<th>Significance vs people</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilateral, single-issue, full information, complex actions, agreements not enforceable</td>
<td>EQH</td>
<td>SPE with manually designed heuristics</td>
<td>fishing dispute</td>
<td>One role</td>
</tr>
<tr>
<td>Bilateral, uncertainty, multi-issue</td>
<td>QO-agent</td>
<td>Qualitative decision-making Non-deterministic behavior</td>
<td>job interview</td>
<td>One role</td>
</tr>
<tr>
<td></td>
<td>KBAgent</td>
<td>Machine learning, qualitative decision-making non-deterministic behavior</td>
<td>job interview</td>
<td>Both roles</td>
</tr>
<tr>
<td></td>
<td>NegoChat</td>
<td>KBagent algorithms, AAT Anchoring, NLP module</td>
<td>job interview</td>
<td>Both roles</td>
</tr>
</tbody>
</table>

The result. In addition to the main issue of the negotiation or opting out, there are various other parameters of an agent’s action. These parameters influence the utility of the negotiators from the crisis. Time plays an important role in the crisis [42]. The specific scenario we used for the experimental study was a fishing dispute between Canada and Spain. We formalized the crisis scenario as a game and identified a subgame-perfect equilibrium. We ran preliminary experiments when the automated agent followed its subgame perfect equilibrium strategy. However, the human negotiators who negotiated with it became frustrated and the negotiation often ended with no agreement. The frustration of the human negotiators was mainly due to the lack of flexibility of the agent. Since the proposed and accepted agreements of the subgame perfect negotiation did not change over the negotiation time, the agent did not compromise.

To address this limitation of the equilibrium-based agent, we incorporated several heuristics to the EQH agent. We allowed the owner of the agent to determine the way the agent will deviate from the equilibrium strategies by determining parameters that influence the agent’s behavior which are instantiated before the beginning of negotiations. In order to provide the agent with some flexibility when playing against people, we allowed the agent to consent to agreements that have a lower utility than it would have obtained according to the relevant subgame perfect equilibrium strategy agreement. Therefore we added the margin parameter that determines the largest number of points lower than the desired utility value to which the agent will agree.

An additional parameter is the number of negotiation units by which the agent will increase or decrease its first offer from the agreement specified in its equilibrium strategy. Human negotiators usually begin negotiations with an offer higher (or lower, depending on the negotiator’s role) than the value they would eventually like to reach at the end of negotiations. This leaves bargaining space and our agent uses this type of strategy. Another parameter indicates whether the agent will send the first message in the negotiation or will wait for its opponent to make the first offer. The default value of this parameter, following some literature recommendations [16], was that the agent will send the first offer, since we wanted a trigger to initiate negotiations with the other agent.

Another heuristic concerns opting out. Given our assumptions, while rational agents will not opt out, people may opt out. If the agent’s expected utility from opting out is higher than its expected utility from its opponent opting out, it will try to predict whether its opponent is going to opt out. If so, it will opt out first. The heuristic for the prediction of whether an opponent will opt out is based on the messages sent by the opponent. For example, when a threatening message is received, or when a comment message indicating that the negotiations are heading in a dangerous direction is received, the estimation that the opponent may opt out increases.

We ran extensive experiments for evaluating the equilibrium agent with the heuristics (EQH agent) [24]. We compared the results of the humans to those of the agents and concluded that the EQH agent received a higher utility score playing both roles, but the results were only statistically significant when the agent played just one of the roles. Furthermore, when an agent participates in a negotiation, the sum of the utilities are significantly higher than when two humans play since the agent always proposes Pareto-optimal offers while people reach agreements that are not.

While the EQH agent was based on the subgame perfect equilibrium strategies, it required the introduction of many heuristics, and its success compared with people was only in one role. The main open question is whether it is possible to provide formal methodology that will lead to an agent that is similar to the EQH without the need to manually design the EQH heuristics. Furthermore, we are aiming for an agent that can achieve a significantly higher utility score than people in both roles. Toward this challenges, we next tried to use a qualitative approach, to introduce incomplete information into the environment and to improve the agent’s results in both roles.

2.2 QOagent and KBagent

The QOagent was designed to interact with people in environments of bilateral negotiations with incomplete information when the agreements consist of multiple issues [26]. With respect to incomplete information, each negotiator keeps his preferences private, though the preferences might be inferred from the actions of each side (e.g., offers made or responses to offers proposed). Incomplete information is expressed as uncertainty regarding the utility preferences of the opponent, and it is assumed that there is a finite set of different negotiator types. These types are associated with different additive utility functions (e.g., one type might have a long term orientation regarding the final agreement, while the other type might have a more constrained orientation). Lastly, the negotiation is conducted once with each opponent. The experiments were run on two distinct
domains. In the first domain, England and Zimbabwe negotiate in order to reach an agreement evolving from the World Health Organization’s Framework Convention on Tobacco Control, the world’s first public health treaty. In the second domain a negotiation takes place after a successful job interview between an employer and a job candidate.

We first formalized the scenario as a Bayesian game and computed the Bayesian Nash equilibrium. Though we did not run simulations of the Bayesian Nash equilibrium agent against human negotiators, we ran two humans negotiations. We found out that the opponent’s utility score from the offers suggested by the equilibrium agent are much lower than the final utility values of the human negotiations. By also analyzing the simulation process of the human negotiations, we deduced that without incorporating any heuristics into the equilibrium agent, the human players would not have accepted the offers proposed by it which will lead to low utility scores for the equilibrium agent, similar to the low score of the equilibrium agent in the fishing dispute.

Therefore, we developed the QOAgent. For the decision-making process, the approach used by the QOAgent tries to take the utility of both sides into consideration. While the QOAgent’s model applies utility functions, it is based on a non-classical decision-making method, rather than focusing on maximizing the expected utility: the maximin function and a qualitative valuation of offers. Using these methods, the QOAgent generates offers and decides whether to accept or reject proposals it has received. As for incomplete information, the QOAgent tackles this problem using a simple Bayesian update mechanism. After each action, this mechanism tries to infer which negotiator type best suits the opponent.

The effectiveness of this method was demonstrated through extensive empirical experiments by [26].

The results of the experiments showed that the automated agent achieved higher utility scores than the human counterpart. This can be explained by the nature of our agent both in reference to accepting offers and generating offers. Using the decision-making mechanism we allow the agent to propose agreements that are good for it, but also reasonable for its opponent. In addition, the automated agent makes straightforward calculations. It evaluates the offer based on its attributes, and not based on its content. In addition, it also places more weight on the fact that it loses or gains as time advances. This is not the case, however, when analyzing the logs of the people. It seems that people put more weight on the content of the offer than on its value. This was more evident in the Job Candidate domain with which the human subjects could more easily identify. Yet, this does not explain why, in both domains, similar to the EQH agent experiments, these results are significant only for one of the sides. In the England-Zimbabwe domain, the results are significant when the agent played the role of England, while in the Job Candidate domain these results are significant when the agent played the role of the job candidate.

In order to improve the QOAgent, we extended it by using a generic opponent modeling mechanism, which allows the agent to model its counterpart’s population and adapt its behavior to that population [32]. The extended agent, called KBagent, is an automated negotiator that negotiates with each person only once, and uses past negotiation sessions of others as a knowledge base for generic opponent modeling. The database containing the a relatively small number of past negotiation sessions is used to extract the likelihood of acceptance of proposals and which proposals may be offered by the opposite side. The performance of KBAgent in terms of its counter-offer generation and generic opponent modeling was tested against people in the Tobacco and the Job interview domains.

The results of these tests indicate that the KBAgent negotiates proficiently with people and even achieves higher utility score values than the QOAgent. Moreover, the KBAgent achieves significantly better agreements, in terms of utility score, than the human counterparts in both roles. These results indicate that integrating general opponent modeling into qualitative decision-making is beneficial for automated negotiations.

### 2.3 NegoChat Agent

All the agents we discussed so far negotiated with the human counterpart either using a structured language or using a menu-driven interaction. They lack the natural language processing support required to enable real world types of interactions. To address this challenge we first developed an NLP module that translates the free text of the human player to the agent’s formal language. We modified the KBagent by adding this module without changing the KBagent strategy and ran an experiment in which the modified KBagent played with people in a chat-like environment (see Figure 1 for the negotiation system’s interface for chat-
based negotiations). We found that simply modifying the KBAgent to include an NLP module is insufficient to create a good agent for such settings and the revised agent achieved relatively low utility scores. The main observation was that people in chat-based negotiations make and accept partial agreements and follow issue-by-issue negotiations while the KBAgent proposes full offers and has difficulties reaching partial agreements. To address this limitation, we developed NegoChat, which extended the KBAgent focusing on strategies that allow for partial agreements and issue-by-issue interactions. NegoChat's algorithm is based on bounded rationality, specifically anchoring and Aspiration Adaptation Theory (AAT). The AAT was used for deciding on the order in which the issues will be discussed. The agent begins each negotiation interaction by proposing a full offer based on the KBAgent's strategy, which serves as its anchor. Assuming this offer is not accepted, NegoChat then proceeds to negotiate via partial agreements, proposing the next issue for negotiation based on people's typical urgency (according to AAT).

We evaluated the NegoChat agent in extensive experiments negotiating with people in the job interview domain. We compared its performance to the performance of the KBAgent that also negotiated with (different) people using the same NLP module. The NegoChat agent achieved significantly better agreements (i.e., higher utility score) in less time. However, people playing against KBAgent, on average, did better. This implies that some of NegoChat's success is evidently at the cost of the person's score and consequently the social welfare score of this agent is not significantly better than that of KBAgent. As our goal is to maximize the agent's utility score this should not be seen as a fault. However, future generations of automated agents may decide to implement different strategies to maximize social welfare.

3. NEGOTIATIONS AND ACTIONS INTER-LEAVING

In most situations, negotiation is not done in isolation but is associated with agreement implementation and other activities. We developed agents that can interact with people in such settings. These studies were carried out in a configurable system called Colored Trails (CT)\(^1\). It is a game played by two or more participants on a board of colored squares. CT is an abstract, conceptually simple but highly versatile game in which players negotiate and exchange resources to enable them to achieve their individual or group goals. It provides a realistic analogue to multi-agent task domains, while not requiring extensive domain modeling [15, 18]. A summary of the agents we developed are specified in Table 2.

3.1 Revelation games

We considered negotiation settings in which participants lack information about each other's preferences, often hindering their ability to reach beneficial agreements [34]. Specifically, we studied a particular class of such settings we call "revelation games", in which two players are given the choice to truthfully reveal private information before commencing two rounds of alternating negotiation. Revealing this information narrows the search space of possible agreements and may lead to agreement more quickly, but may also cause players to be exploited by others (see examples of such games in Figure 2). Revelation games combine two types of interactions that have been studied in the past in the economics literature: Signaling games [39], in which players choose whether to convey private information to each other, and bargaining [31], in which players engage in multiple negotiation rounds.

We were hopeful that, for revelation games, equilibrium-based agents will interact well with people since behavioral economics work has shown that people often follow equilibrium strategies [7] when deciding whether to reveal private information to others. The question is whether this observation will be stronger than our previous observations reported above that people's behavior in bargaining settings does not adhere to equilibrium strategies. We formalized the setting as a Bayesian game and computed two types of perfect Bayesian equilibrium: a separating equilibrium where both players reveal their type, and a pooling equilibrium where none of the players reveal their types.

We compared the equilibrium agents with people playing with other people and with the Sigmoid Accepting Learning Agent (SIGAL) that we developed [34]. The SIGAL agent used classical machine learning techniques to predict how people make and respond to offers during negotiation, how they reveal information and their response to potential revelation actions by the agent. This model is integrated into the agent's decision tree. We conducted an extensive empirical study spanning hundreds of human subjects.

Results show that the SIGAL agent was able to outperform people and the equilibrium agents. Furthermore, people outperformed the equilibrium agents. It turned out that the negotiation part of the game was more important (with respect to the utility score) than the revelation part. The equilibrium agent made very selfish offers in the last round of the negotiations. Most of these offers were rejected. In the first round, it made offers that were highly beneficial to people and most of these offers were accepted, but the small benefit it incurred in these proposals did not aid its performance. The SIGAL agent, on the other hand, (i) learned to make offers that were beneficial to people while not compromising its own benefit; and (ii) incrementally revealed information to people in a way that increased its expected performance. We were able to adjust SIGAL to new, similar settings that varied rules and situational parameters of the game without the need to accumulate new data. However, moving to a completely new setting requires a lot of work collecting data and adjusting the machine learning module to the new setting.

3.2 Non-binding agreements

We also studied CT settings of two players in which both participants needed to complete their individual tasks by reaching agreements and exchanging resources, the number of negotiation rounds were not fixed in advance, and the negotiation protocol was an alternating offers protocol that allowed parties to choose the extent to which they kept each of their agreements during the negotiation [19]. That is, there are three phases in each round of the game: negotiation, transfer and movement. The negotiation phase consisted of two rounds of alternating offers in which the players could reach an agreement on resource exchange. After each phase of negotiations, the game moved to the "transfer phase" in

\(^1\)See \url{http://www.eecs.harvard.edu/ai/ct}.\n
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**Figure 2:** Two CT revelation games

**Table 2:** CT games

<table>
<thead>
<tr>
<th>Settings</th>
<th>Agent Name</th>
<th>Agent Properties</th>
<th>Significance vs people</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilateral, Uncertainty, Revelation Game two-phases: revelation, bargaining</td>
<td>PBE agent</td>
<td>Bayesian perfect equilibrium</td>
<td>No roles</td>
</tr>
<tr>
<td>Bilateral, full information, agreements not enforceable, multiple rounds, three phases: bargaining, resource exchange, movement</td>
<td>SIGAL</td>
<td>decision theory, machine learning</td>
<td>Both roles</td>
</tr>
<tr>
<td>Contract game, three players two-phases: bargaining, movement</td>
<td>PAL</td>
<td>decision theory: Influence Diagram machine learning</td>
<td>Both roles</td>
</tr>
<tr>
<td></td>
<td>SPE agent</td>
<td>subgame-perfect equilibrium</td>
<td>CS role</td>
</tr>
<tr>
<td></td>
<td>SP-RAP</td>
<td>subgame-perfect equilibrium bounded rational model of opponent risk averse</td>
<td>SP role</td>
</tr>
</tbody>
</table>

**Figure 3:** An example of a CT Board for multiple negotiation games with unenforceable agreements.

which both players could transfer resources to each other. The transfer action was done simultaneously, such that neither player could see what the other player transferred until the end of the phase. A player could choose to transfer more resources than it agreed to, or any subset of the resources it agreed to, including not transferring any resources at all. In the “movement phase” both players could move their icons on the board one step towards the goal square, provided they had the necessary resources. Then, the game moved to the next round, beginning again with negotiation phase. The game ends when one of the players reaches his goal or does not move for two rounds (see an example of one such game in Figure 3).

The most important decision of a player in such settings is whether or not to keep the agreements. Another important decision is whether to accept an offer given by the other player. In subgame perfect equilibrium, the players should not keep the agreements. Different equilibria may specify various strategies for the acceptance decision. We ran preliminary experiments and observed that such strategies are not beneficial when the equilibrium agent interacts with people. Most of the time the agent was not able to reach its goal, yielding a low utility score.

Galit et al. [19] present the Personality Adaptive Learning (PAL) agent for negotiating with people from different cultures for the CT game where agreements are not enforceable. The methodology was similar to that of SIGAL (Section 3.1), combining a decision-theoretic model using a decision tree with classical machine learning techniques to predict how people respond to offers, and the extent to which they fulfill agreements.

PAL was evaluated empirically in the Colored Trails (CT)
environment by playing with people in three countries: Lebanon, the U.S., and Israel, in which people are known to vary widely in their negotiation behavior. The agent was able to outperform people in all three countries.

3.3 Contract Game

We studied commitment strategies in a three-player CT game. The game is called Contract Game and is analogous to a market setting in which participants need to reach agreements over contracts and commit to or renego from contracts over time in order to succeed [20]. The game comprises three players, two service providers and one customer. The service providers compete to make repeated contract offers to the customer consisting of resource exchanges in the game (see an example of one such game in Figure 4). We then analyzed the game to compute subgame perfect equilibrium strategies for the customer and service provider in the game that are based on making contracts containing commitment offers. To evaluate agents that use the equilibrium strategies, we conducted extensive empirical studies in three different countries, the U.S., Israel, and China. We ran several configurations in which two human participants played a single agent participant in various role configurations in the game. Our results showed that the computer agent using subgame Nash equilibrium strategies for the customer role was able to outperform people playing the same role in all three countries and obtained statistically significant, higher utility scores than the humans. This was very surprising since it was the first EQ agent after trying many equilibrium agents that was able to achieve such results.

In particular, the customer agent made significantly more commitment type proposals than people did, and requested significantly more resources from service providers than did people. It was quite surprising that people playing with it accepted these offers; in other settings (such as the revelation games) such unfair offers were rejected by people. We hypothesize that the competition between the two service providers made such offers more acceptable. In addition, while in the revelation games the EQ agent had only one opportunity to make an offer, in the contract game it could make offers several times (off the equilibrium path) which we believe also increased the acceptance rate. Also, the customer agent reached one of the goals in all its games and was able to reach the goal significantly more often than people. This is again quite surprising since at the beginning of the game the customer has enough resources to reach both goals. Since reaching one of the goals is very beneficial to the customer it is difficult to understand why human players hadn’t always reached the goal.

While the customer EQ agent outperformed people, people outperformed the EQ agent when it played the role of one of the service providers. We believe that this is mainly due to people playing the customer role not reaching the goal even when they have all the needed resources to do so. To face this problem we then developed an agent termed SP-RAP which extended the EQ agent in the following two ways to handle the uncertainty that characterizes human play in negotiation: First, it employed a risk averse strategy using a convex utility function. Second, it reasoned about a possibly bounded rational customer (CS) player by assigning a positive probability $p > 0$ for the customer player not reaching the goal. We assigned a separate value for $p$ for each country by dividing the number of times the CS player reached the goal by the total number of games played. Consequently, SP-RAP outperformed people playing the SP role in all three countries.

4. ARGUMENTATION AGENT

An automated agent can help a human when engaging in an argumentative dialog by utilizing its knowledge and computational advantage to provide arguments to him. Argumentation was studied extensively using the well-established Argumentation Theory (see [41] for a summary). Therefore, in the first step in the development of an automated agent that advised people in such settings, we considered the abilities of Argumentation Theory to predict people’s arguments. In [38] we presented extensive studies in three experimental settings, varying in complexity, which show the lack of predictive power of the existing Argumentation Theory. Second, we used Machine Learning (ML) techniques to provide a probability distribution over all known arguments given a partial deliberation. That is, our ML techniques provided the probability of each argument to be used next in a given dialog. Our model achieves 76% accuracy when predicting people’s top three argument choices given a partial deliberation. Last, using the prediction model and the newly introduced heuristics of relevance, we designed and evaluated the Predictive and Relevance based Heuristic agent (PRH). Through an extensive human study, we showed that the PRH agent outperforms other agents that propose arguments based on Argumentation Theory, predicted arguments without heuristics or only the heuristics on both axes we examined: people’s satisfaction from agents and people’s use of the suggested arguments.

5. SECURITY GAMES

The last several years have witnessed the successful application of Bayesian Stackelberg games in allocating limited resources to protect critical infrastructures. These interesting efforts have been led by Prof. Milind Tambe from USC. The first application is the ARMOR system (Assistant for Randomized Monitoring over Routes) that has been deployed at the Los Angeles International Airport (LAX) since 2007 to randomize checkpoints on the roadways entering the airport and canine patrol routes within the airport terminals [33, 35]. Other applications include IRIS, a game-theoretic scheduler for randomized deployment of the US Federal Air Marshal Service (FAMS) requiring significant scale-up in underlying algorithms, which has been in use since 2009 [40]; and PROTECT, which requires further scale up, is deployed for generating randomized patrol schedules for the US Coast Guard in Boston, New York, Los Angeles and other ports.
around the US [2, 3]. Furthermore, TRUSTS has been evaluated for deterring fare evasion, suppressing urban crime and counter-terrorism within the Los Angeles Metro System [44, 21, 9] and GUARDS was earlier tested by the US Transportation Security Administration (TSA) for security inside the airport [37].

The evaluation of these systems could be quite limited. The only system that was truly evaluated in the field is TRUSTS. We were able to conduct controlled experiments of our game theoretic resource allocation algorithms. Before this project, the actual evaluation of the deployed security games applications in the field was a major open challenge. The reasons were twofold. First, previous applications focused on counter-terrorism, therefore controlled experiments against real adversaries in the field were not feasible. Second, the number of practical constraints related to real-world deployments limited the ability of researchers to conduct head-to-head comparisons.

In TRUSTS we were able to address this challenge and run the largest scale evaluation of security games in the field in terms of duration and number of security officials deployed. We evaluated each component of the system (Fare Evasion, Counter Terrorism and Crime algorithms) by designing and running field experiments. In the context of fare evasion, we ran an extensive experiment, where we compared schedules generated using game theory against competing schedules comprised of a random scheduler, augmented with officers providing real-time knowledge of the current situation. Our results showed that our schedules led to statistically significant improvements over the competing schedules, despite the fact that the latter were improved with real-time knowledge.

In addition, extensive human experiments in the lab were conducted [36, 30]. These experiments showed that incorporating bounded rational models of the adversaries to the Stackelberg games improves the performance of the defenders. These results were observed both when the role of adversaries was played by novices and when it was played by security experts.

6. PERSUASION GAMES

A persuasion game involves two players: a sender who attempts to persuade another agent (the receiver) to take a certain action [17]. Persuasion games are similar to both negotiation games and security games [43]. They are similar to negotiation and argumentation games since one player tries to convince another player to do something, as in negotiations. They are also similar to security games in the asymmetry between the players: the sender and the defender are trying to influence the activities of the receiver and the attacker, respectively. So, it is interesting to check if equilibrium strategies will be beneficial in persuasion games. Furthermore, the incorporation of a bounded rational model of the receiver will be beneficial to the sender as the incorporation of bounded rational models of the attacker was beneficial to the defender in security games.

We focused on information disclosure games with two-sided uncertainty [5, 6]. This is a special type of persuasion game in which an agent tries to lead a person to take an action that is beneficial to the agent by providing him with truthful, but possibly partial, information relevant to the action selection. We first computed the subgame perfect Bayesian Nash equilibrium of the game assuming the human receiver is fully rational. We developed a sender agent that follows the equilibrium strategy (GTBA agent).

We also developed a machine learning-based model that effectively predicts people’s behavior in these games and we called it Linear weighted-Utility Quantal response (LUQ). The model we provide assumes that people use a subjective utility function which is a linear combination for all given attributes. The model also assumes that while people use this function as a guideline, they do not always choose the action with the greatest utility value, however, the higher an action’s utility value is, the more likely they are to choose that action. We integrated this model into our persuasion model and built the LUQA agent.

We ran an extensive empirical study with people in two different games. In a multi-attribute road selection game with two-sided uncertainty, the LUQA agent obtained significantly higher utility points than the GTBA agent. However, in the second game, the Sandwich game, there was no significant advantage to the machine learning-based model, and using the game theory-based agent, GTBA, which assumes that people maximize their expected monetary values is beneficial. We hypothesize that these different results are due to the nature of the domains. The monetary result plays an important role in the sandwich game. This is because the game is played in an environment where a person’s goal is to make a profit. However, in the road selection game the utility scores are associated with time. Thus, it seems that maximizing expected monetary utility is easier for people than maximizing utility scores that are associated with time.

7. DISCUSSIONS

The state-of-the-art agent, NegoChat, for multi-issue negotiations integrates methods from several disciplines: qualitative decision-making, machine learning and heuristics based on psychological theories. None of the equilibrium agents that were developed were successful when interacting with people. The reliance on heuristic and machine learning makes the transfer of NegoChat from one scenario to the other and from one culture to the other problematic. This was evident recently when we tried to run experiments with NegoChat, which was developed based on data collected in Israel and Egypt. We had to spend a lot of time and effort until this transfer was possible.

Similarly, in most of the cases, the equilibrium agent was not successful in the CT game settings. The only exception is the contract game. We believe that the success of the equilibrium agent in the contract game has to do with the specifics of the game: the competition between the two SPs. In the contract game, it was extremely difficult to predict people’s behavior, thus the success of the equilibrium agent is even more significant.

The same observations were seen in argumentation – the argumentation theory-based agent was not very successful. Therefore, in all these cases the development of new negotiation agents to new settings requires the collection of data and the adjustment of the agent to the new settings. Therefore, we strongly believe that the development of theoretical models for the design and implementation of agents that negotiate in multi-issue negotiation settings can be very useful. However, this is still an open question.

On the other hand, it seems that in security games the deployment of Stackelberg equilibrium is beneficial (possi-
bly with the incorporation of a bounded rational model of the attacker) and similarly in persuasion games where using subgame perfect Baysian equilibrium is beneficial (possibly with the incorporation of a bounded rational model of the receiver).

We hypothesize that this is the case since in security games and persuasion games the interactions between the agent and the human is quite limited. The attacker or the receiver needs to choose one action compared to many decision-making activities that are required from a human negotiator. Nevertheless, even in security games and to some extent in persuasion games it was shown that taking the limitations of the other player into consideration is beneficial.
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1. EXTENDED ABSTRACT

Sequential rationality is the prevalent notion of best response for dynamic games; it is an essential part of the definition of sequential equilibrium [9], perfect Bayesian equilibrium [6], and extensive-form rationalizability [11]. Abstracting from notational and other minor differences, a strategy $s_i$ of player $i$ is sequentially rational if, beginning at any information set where $i$ moves, $s_i$ specifies a sequence of actions that is optimal given the beliefs that $i$ holds at that information set about the play of her opponents.

While this notion is central to the theory of dynamic games, it raises both practical and methodological concerns. From a practical standpoint, it is not obvious how to reliably ascertain which strategy a player follows in a given dynamic game, and a fortiori whether it is or isn’t sequentially rational. Consider a three-stage Centipede game [13], played by Ann (who moves at the first and third nodes) and Bob. Suppose that, as predicted by backward induction, Ann ends the game at the first node by moving Down. Then, we are unable to observe Bob’s intended choice at the second node. Furthermore, to determine whether such a choice would have been optimal, had Ann chosen Across instead, we need to consider Bob’s beliefs conditional upon an event that Bob does not expect to occur—a zero-probability event. While formally we can represent such beliefs, it is not clear how an experimenter might elicit them in practice.

Reinhard Selten’s strategy method [16] is a widely used experimental procedure that is intended to elicit players’ intended strategy choices in dynamic games. There is evidence that the strategy method is an effective elicitation procedure: see, e.g., [3]. But this finding actually raises further questions. The strategy method essentially asks players to simultaneously commit to a strategy, which is then implemented by the experimenter without possibility of subsequent intervention by the subjects. This reduces the original dynamic game to one in which players face non-trivial moves only in the initial stage; furthermore, such moves are simultaneous. Standard solution concepts such as sequential or perfect Bayesian equilibrium predict that players will maximize ex-ante expected payoffs when the strategy method is employed; therefore, such solution concepts do allow subjects to commit to strategies that are not sequentially rational in the original game. Refinements that incorporate the notion of invariance [8] do imply that subjects will only commit to strategies that are sequentially rational in the original game. However, there is ample experimental evidence that contradicts the invariance hypothesis [5, 15, 4, 7]. Thus, the received theory cannot at the same time explain the effectiveness of the strategy method, and account for violations of the invariance hypothesis.

These practical issues hint at a deeper methodological concern. Economics has long embraced the revealed-preference approach: assumptions about agents’ tastes and beliefs should be testable, or elicitable, on the basis of observable choices in suitably designed problems. To date, rationality and beliefs in dynamic games have not been subject to analysis from the revealed-preference perspective. Formal definitions of sequential rationality build upon expected-utility maximization. However, the revealed-preference foundations for expected utility [14, 1] concern atemporal, or one-shot choices. Furthermore, extensions of expected-utility theory to dynamic choice problems are wholly silent about behavior conditional upon ex-ante zero-probability events. Of course, the analysis of intended choices following unexpected moves is at the heart of dynamic game theory. Thus, the received decision theory is insufficient to provide foundations to the analysis of dynamic games.

The objective of this project is to provide such a foundation. This entails two contributions. The first is to define a novel choice criterion for dynamic decision problems and games, sequential preference, so as to satify two criteria. First, the proposed criterion implies sequential rationality. Second, it allows preferences over strategies to be elicited from ex-ante choices, using a version of the strategy method. In particular, sequential preferences provide a theoretical rationale for the use of this common experimental procedure, as well as a method to elicit conditional beliefs following zero-probability events.

Building on the finding that sequential preferences are indeed elicitable, the second contribution of this project is to provide a behavioral, or axiomatic, characterization of the proposed choice criterion. This is based on a suitable adaptation of the Anscombe-Aumann [1] axioms.

Finally, in the analysis of sequential preferences, there are natural connections to conditional probability systems [12,
10] and lexicographic probability systems [2]. These are explored, and their implications for game-theoretic analysis are discussed.

The project is carried out in two papers. The first, [18], introduces sequential preferences, and analyzes elicitation and the strategy method. The second, [17], provides behavioral foundations.

2. REFERENCES
ABSTRACT
This paper aims to give a broad coverage of central concepts and principles involved in automated causal inference and emerging approaches to causal discovery from i.i.d data and from time series. After reviewing concepts including manipulations, causal models, sample predictive modeling, causal predictive modeling, and structural equation models, we present the constraint-based approach to causal discovery, which relies on the conditional independence relationships in the data, and discuss the assumptions underlying its validity. We then focus on causal discovery based on structural equations models, in which a key issue is the identifiability of the causal structure implied by appropriately defined structural equation models: in the two-variable case, under what conditions (and why) is the causal direction between the two variables identifiable? We show that the independence between the error term and causes, together with appropriate structural constraints on the structural equation, makes it possible. Next, we report some recent advances in causal discovery from time series. Assuming that the causal relations are linear with non-Gaussian noise, we study two problems which are traditionally difficult to solve, namely, causal discovery from subsampled data and that in the presence of confounding time series. Finally, we list a number of open questions in the field of causal discovery and inference.
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1. INTRODUCTION
The goal of many sciences is to understand the mechanisms by which variables came to take on the values they have (i.e., to find a generative model), and to predict what the values of those variables would be if the naturally occurring mechanisms in a population had subject to outside manipulations. For example, a randomized experiment is one kind of manipulation, which substitutes the outcome of a randomizing device to set the value of a variable, such as whether or not a particular diet is used, instead of the naturally occurring mechanism that determines diet. In non-experimental settings, biologists gather data about the gene activation levels in normally operating systems, and seek to understand which genes affect the activation levels of which other genes, and seek to predict what the effects of intervening to turn some genes on or off would be; epidemiologists gather data about dietary habits and life expectancy in the general population and seek to find what dietary factors affect life expectancy and to predict the effects of advising people to change their diets. Finding answers to questions about the mechanisms by which variables come to take on values, or predicting the value of a variable after some other variable has been manipulated, is characteristic of causal inference. If only observational (non-experimental) data is available, predicting the effects of manipulations typically involves drawing samples from one density (of the unmanipulated population) and making inferences about the values of a variable in a population that has a different density (of the manipulation population).

Many of the basic problems and basic assumptions remain the same across domains. In addition, although there are some superficial similarities between traditional supervised machine learning problems and causal inference (e.g., both employ model search and feature selection, the kinds of models employed overlap, some model scores can be used for both purposes), these similarities can mask some very important differences between the two kinds of problems.

1.1 History
Traditionally, there have been a number of different approaches to causal discovery. The gold standard of causal discovery has typically been to perform planned or randomized experiments [10]. There are obvious practical and ethical considerations that limit the application of randomized

1Here, the “population” is simply a collection of instantiations of a set of random variables. For example, it could consist of a set of satellite readings and rainfall rates in different locations at a given time, or the readings of a single satellite and rainfall rate over time, or a combination of these.
experiments in many instances, particularly on human beings. Moreover, recent data collection techniques and causal inference problems raise several practical difficulties regarding the number of experiments that need to be performed in order to answer all of the outstanding questions [8, 9].

2. MANIPULATING AND CONDITIONING

Conditioning maps a given joint density, and a given subpopulation (typically specified by a set of values for random variables) into a new density. The conditional density is a function of the joint density over the random variables, and a set of values for a set of random variables. The estimation of a conditional probability is often non-trivial because the number of measurements in which the variables conditioned on take on a particular value might be small. A large part of statistics and machine learning is devoted to estimating conditional probabilities from realistic sample sizes under a variety of assumptions.

More generally, suppose the goal is to find a “good” predictor of the value of some target variable $Y$ from the values of the observed covariates $O$, for a unit. We will refer to this as Problem 1, described more formally below. Ultimately, the prediction of the value of $Y$ is performed by some prediction function $Y_n(O)$. One traditional measure of how good the predictor $Y_n(O)$ is in predicting $Y$ is the mean squared prediction error (MSPE), which is equal to $E[(Y - Y_n(O))^2]$, where the expected value is taken with respect to the density $p(O,Y)$ [1].

**Problem 1: Sample predictive modeling**

**Input:** i.i.d. samples from a population with density $p(O,Y)$, background assumptions, and a target variable $Y$ whose value is to be predicted.

**Output:** $Y_n(O)$, a predictor of $Y$ from $O$ that has a small MSPE.

In addition to predicting future values of random variables from the present and past values, conditional probabilities are also useful for predicting hidden values at the current time.

2.1 Manipulated Probabilities

A manipulated density results from taking action on a given population – it may or may not be equal to any observational conditional density, depending upon what the causal relations between variables are. Manipulated probability densities are the appropriate probability densities to use when making predictions about the effects of taking actions ("manipulating" or "doing") on a give population (e.g., assigning satellite readings), rather than observing ("seeing") the values of given variables. A manipulation $M$ specifies a new conditional probability density for some set of variables. If $X$ and $O$ are sets of variables with density $p(X|O)$, a manipulation $M$ changes the density to some new density $p'(X|O)$. Manipulated probabilities are the probabilities that are implicitly used in decision theory, where the different actions under consideration are manipulations. We designate the density of a set of variables $V$ after a manipulation $M$ as $p(V|M)$. Each manipulation is assumed to be an ideal manipulation in the following senses:

1. Each manipulation succeeds, i.e., if the manipulation is designated as setting the density to $p'(X|O)$, then the post-manipulation density is $p'(X|O)$.

2. There is no fat hand, i.e., each manipulation directly affects only the variables manipulated.

A probability model specifies a density over a set of random variables $O$. A causal model specifies a set of densities over a set of random variables $O$, one for each possible manipulation $M$ of the random variables in $O$, including the null manipulation. Hence a probability model is a member of a causal model.

Given a set of variables $V$, the direct causal relations among the variables can be represented by a directed graph, where the variables in $V$ are the vertices, and there is an edge from $A$ to $B$ if $A$ is a direct cause of $B$ relative to $V$.

We will refer to the problem of estimating manipulated densities given a sample from a marginal unmanipulated density, a (possibly empty) set of samples from manipulated densities, and background assumptions, as Problem 2; it is stated more formally below. In contrast to conditional probabilities, which can be estimated from samples from a population, typically the gold standard for estimating manipulated densities is an experiment, often a randomized trial. However, in many cases experiments are too expensive, too difficult, or not ethical to carry out. This raises the question of what can be determined about manipulated probability densities from samples from a population, possibly in combination with a limited number of randomized trials. The problem is even more difficult because the inference is made from a set of measured random variables $O$ from samples that might not contain variables that are causes of multiple variables in $O$.

Problem 2 is usually broken into two parts: finding a set of causal models from sample data, some manipulations (experiments) and background assumptions, and predicting the effects of a manipulation given a causal model. Here, a “causal model” (Section 3) specifies for each possible manipulation that can be performed on the population (including the manipulation that does nothing to a population) a post-manipulation density over a given set of variables.

**Problem 2: Statistical causal predictive modeling**

**Input:** i.i.d. samples from a population with density $p(O,Y)$, a (possibly empty) set of i.i.d. samples from manipulated densities $p(O,Y|M_1), \ldots, p(O,Y|M_n)$, a manipulation $M$, background assumptions, and a target variable $Y$ whose post-manipulation value is to be predicted.

**Output:** $\hat{Y}(O|M)$, a predictor of the value of $Y$ from $O$ after manipulation $M$ that has a small MSPE.

---

4In order to avoid technicalities, we will assume that the set of values conditioned on do not have measure 0.

5Other measures of prediction error, such as the absolute value of prediction error or optimizing certain decision problems could be used, but would not substantially change the general approach taken here.
Problem 2a: Constructing Causal Models from Sample Data

Input: i.i.d. samples from a population with density \( p(O) \), a (possibly empty) set of i.i.d. samples from manipulated densities \( p(O|M_1), \ldots, p(O|M_n) \), and background assumptions.

Output: A set of causal models that is as small as possible, and contains an approximately true causal model.

Problem 2b: Predicting the Effects of Manipulations from Causal Models

A set \( C \) of causal models over a set of variables \( O \) and \( Y \), a manipulation \( M \), and a target variable \( Y \).

Output: \( \hat{Y}(O|M) \) if one exists, and an output of “no function” otherwise.

The reason that the stated goal for the output of Problem 2a is a set of causal models, rather than a single causal model is that it is in some cases it is not possible to reliably find a true causal model given the inputs. Furthermore, in contrast to predictive models, even if it a true causal model can be inferred from a sample from the unmanipulated population, it generally cannot be validated on a sample from the unmanipulated population, because a causal model contains predictions about a manipulated population that might not actually exist. This has been a serious impediment to the improvement of algorithms for constructing causal models, because it makes evaluating the performance of such algorithms difficult. It is possible to evaluate causal inference algorithms on simulated data, to employ background knowledge to check the performance of algorithms, and to conduct limited (due to expense, time, and ethical constraints) experiments, but these serve as only partial checks how algorithms perform on real data in a wide variety of domains.

3. STRUCTURAL EQUATION MODELS

The set of random variables in a structural equation model (SEM) can be divided into two subsets, the “error variables” or “error terms,” and the substantive variables (for which there is no standard terminology in the literature). The substantive variables are the variables of interest, but they are not necessarily all observed. Each substantive variable \( X \) is a function of other substantive variables \( V \), and a unique error term \( \varepsilon_X \); i.e., \( X := f(V, \varepsilon_X) \). We use an assignment operator, rather than an equality operator because the equations are interpreted causally; manipulating a variable in \( V \) can lead to a change in the value of \( X \).

Each SEM is associated with a directed graph whose vertices include the substantive variables, and that represents both the causal structure of the model and the form of the structural equations. There is a directed edge from \( A \) to \( B \) (\( A \rightarrow B \)) if the coefficient of \( A \) in the structural equation for \( B \) is non-zero. In a linear SEM, the coefficient \( b_{yA} \) of \( A \) in the structural equation for \( B \) is the structural coefficient associated with the edge \( A \rightarrow B \). In general, the graph of a SEM may have cycles (i.e., directed paths from a variable to itself), and may explicitly include error terms with double-headed arrows between them to represent that the error terms are dependent (e.g., \( \varepsilon_A \leftrightarrow \varepsilon_B \)); if no such edge exists in the graph, the error terms are assumed to be independent. If a variable has no arrow directed into it, then it is exogenous; otherwise it is endogenous. In SEM \( K(\theta) \) depicted in Figure 1(i) (where \( \theta \) is the set of parameter values for \( K \)) \( A \) is exogenous and \( B \) and \( R \) are endogenous. If the graph has no directed cycles and no double-headed arrows, then it is a directed acyclic graph (DAG).

Given independent error terms in SEM \( K \), for each \( \theta \), SEM \( K \) entails both a set of conditional independence relations among the substantive variables, and that the joint density over the substantive variables factors according to the graph, i.e., the joint density can be expressed as the product of the density of each variable conditional on its parents in the graph. For example, \( p(A, B, R) = p(A)p(B|A)p(R|A) \) for all \( \theta \). This factorization in turn is equivalent to a set of conditional independence relations among the substantive variables [21].

\( I_p(X, Y|Z) \) denotes that \( X \) is independent of \( Y \) conditional on \( Z \) in density \( p \), i.e., \( p(X|Y, Z) = p(X|Z) \) for all \( p(X|Z) \neq 0 \). (In cases where it does not create any ambiguity, the subscript \( p \) will be dropped). If a SEM \( M \) with parameter values \( \theta \) (represented by \( M(\theta) \)) entails that \( X \) is independent of \( Y \) conditional on \( Z \), we write \( I_M(\theta)(X, Y|Z) \). If a SEM with fixed causal graph \( M \) entails that \( I_M(\theta)(X, Y|Z) \) for all possible parameter values \( \theta \) we write \( I_M(X, Y|Z) \). In that case we say that \( M \) entails \( I(X, Y|Z) \). It is possible to determine whether \( I_M(X, Y|Z) \) from the graph of \( M \) using the purely graphical criterion, “d-separation” [26].

A Bayesian network is a pair \( (G, p) \), where \( G \) is a directed acyclic graph and \( p \) is a probability density such that if \( X \) and \( Y \) are d-separated conditional on \( Z \) in \( G \), then \( X \) and \( Y \) are independent conditional on \( Z \) in \( G \). If the error terms in a SEM with a DAG \( G \) are jointly independent, and \( p(V) \) is the entailed density over the substantive variables, then \( (G, p(V)) \) is a Bayesian network.

3.1 Representing Manipulations in a SEM

Given a linear SEM, a manipulation of a variable \( X_i \) in a population can be described by the following kind of equation: \( X_i = \sum \varepsilon_i \in PA(X_i) b_{ij} X_j + \varepsilon_i \), where all of the variables are the post-manipulation variables, \( PA(X_i) \) is a new set of causes of \( X_i \) (which are included in the set of non-effects of \( X_i \) in the unmanipulated population). A simple special case is where \( X_i \) is set to a constant \( c \).

In a causal model such as SEM \( K(\theta) \), the post-manipulation population is represented in the following way, as shown in Figure 1. The result of modifying the set of structural equations in this way can lead to a density in the randomized population that is not necessarily the same as the density in any subpopulation of the general population. (For more details see [27, 36].) See Figure 1 for examples of manipulations to SEM \( K \).

A set \( S \) of variables is causally sufficient if every variable \( H \) that is a direct cause (relative to \( S \cup \{H\} \)) of any pair of variables in \( S \) is also in \( S \). Intuitively, a set of variables \( S \) is causally sufficient if no common direct causes (relative to \( S \)) have been left out of \( S \). If SEM \( K \) is true then \( \{A, B, R\} \) is causally sufficient, but \( \{B, R\} \) is not because \( A \) is a common direct cause of \( B \) and \( R \) relative to \( \{A, B, R\} \) but is not in \( \{B, R\} \). If the observed set of variables is not causally sufficient, then the causal model is said to contain unobserved common causes, hidden common causes, or latent variables.

4. ASSUMPTIONS

The following assumptions are often used to relate causal
Figure 1: (i) Unmanipulated causal graph $K$; (ii) $B$ Manipulated to 5; (iii) $A$ Manipulated to 5

relations to probability densities.

4.1 The Causal Markov Assumption

Causal Markov Assumption: For causally sufficient sets of variables, all variables are independent of the their non-effects (non-descendants in the causal graph) conditional on their direct causes (parents in the causal graph) [36].

The Causal Markov Assumption is an oversimplification because it basically assumes that all associations between variables are due to causal relations. There are several other ways that associations can be produced.

First, conditioning on a common descendant can produce a conditional dependency. For example, if sex and intelligence are unassociated in the population, but only the most intelligent women attend graduate school, while men with a wider range of intelligence attend graduate school, then sex and intelligence will be associated in a sample consisting of graduate students (i.e., sex and intelligence cause graduate school attendance, which has been conditioned on in the sample.) See [37] for a discussion of selection bias. Second, logical relationships between variables can also produce non-causal correlations (e.g., if $R$ and $T$ are all 1, for any $A$ and $B$), that does not entail a subpath $B, R, A$. So if $I_p(B, R|A)$ is true in the population, there are at least two kinds of explanation: any set of parameter values for SEMs $K$ (in Figure 1(i)), $L$, or $M$ (in Figure 2) on the one hand, or any parameterization of SEM $O$ for which $(b_{B,R} \cdot b_{A,R} + b_{A,B}) \cdot (b_{B,R} \cdot b_{A,B} + b_{A,R}) = b_{B,R}$. So if $I_p(B, R|A)$ is true in the population, there are at least two kinds of explanation: any set of parameter values for SEMs $K$ (in Figure 1(i)), $L$, or $M$ (in Figure 2) on the one hand, or any parameterization of SEM $O$ for which $(b_{B,R} \cdot b_{A,R} + b_{A,B}) \cdot (b_{B,R} \cdot b_{A,B} + b_{A,R}) = b_{B,R}$. So if $I_p(B, R|A)$ is true in the population, there are at least two kinds of explanation: any set of parameter values for SEMs $K$ (in Figure 1(i)), $L$, or $M$ (in Figure 2) on the one hand, or any parameterization of SEM $O$ for which $(b_{B,R} \cdot b_{A,R} + b_{A,B}) \cdot (b_{B,R} \cdot b_{A,B} + b_{A,R}) = b_{B,R}$. So if $I_p(B, R|A)$ is true in the population, there are at least two kinds of explanation: any set of parameter values for SEMs $K$ (in Figure 1(i)), $L$, or $M$ (in Figure 2) on the one hand, or any parameterization of SEM $O$ for which $(b_{B,R} \cdot b_{A,R} + b_{A,B}) \cdot (b_{B,R} \cdot b_{A,B} + b_{A,R}) = b_{B,R}$.

4.2 The Causal Faithfulness Assumption

Causal Markov Assumption: For causally sufficient sets of variables, all variables are independent of the their non-effects (non-descendants in the causal graph) conditional on their direct causes (parents in the causal graph) [36].

The Causal Faithfulness Assumption requires preferring $K$, $L$, and $M$ to $O$, because parameter values $\beta$ for which $I_{O(B)}(B, R|A)$ would violate the Causal Faithfulness Assumption. Recently, there have been a number of search algorithms that are consistent, but have substituted other kinds of assumptions in place of the Causal Faithfulness Assumption.

4.3 The Output of a Search for Causal Models

The following sections describe several different possible alternatives that can be output by a reliable search algorithm.

4.3.1 Markov Equivalence Classes

A trek between $A$ and $B$ is either a directed path from $A$ to $B$, a directed path from $B$ to $A$, or a path between $A$ and $B$ that does not contain a subpath $X \rightarrow Y \leftarrow Z$. SEMs $K$, $L$, and $M$ are Markov equivalent, in the sense that their respective graphs all entail the same set of conditional independence relations. If $K$ is true, any SEM with a graph that contains no path between $A$ and $R$ can be eliminated from consideration by the Causal Markov Assumption (e.g., $N$ in Figure 2). SEM $P$ also violates the Causal Markov Assumption. $O$ is incompatible with the population conditional independencies by the Causal Faithfulness Assumption. However, neither of these assumptions implies $L$ or $M$ is incompatible with the population conditional independencies.

Since $K$, $L$, and $M$ entail the same set of conditional independence relations, it is not possible to eliminate $L$ or $M$ as incompatible with the population conditional independence relations without either adding more assumptions or background knowledge, or using features of the probability density that are not conditional independence relations.

In the case of linear SEMs with Gaussian error terms (and for multinomial Bayesian networks) there are no other features...
of the density that distinguish $K$ from $L$ or $M$. However, as we will illustrate later, for other families of distributions, there are non-conditional independence constraints that can be entailed by a graph that do distinguish $K$ from $L$ or $M$.

### 4.3.2 Distribution Equivalence

$K$ and $L$ are **distribution equivalent** if and only if for any assignment of parameter values $\theta$ to $K$ there exists an assignment of parameter values $\theta'$ to $L$ that represents the same density, and vice versa. If all of the error terms are Gaussian with linear causal relations, then $K$ and $L$ are distribution equivalent as well as Markov equivalent. In such cases, the best that a reliable search algorithm can do is to return the entire Markov equivalence class, regardless of what features of the marginal density that it uses.

In contrast, for linear causal models with at most one error term is non-Gaussian, SEMs $K$ and $L$ are Markov equivalent, but they are not distribution equivalent.

When Markov equivalence fails to entail distribution equivalence, then using conditional independence relations alone for causal inference is still correct, but it is not as informative as theoretically possible. For example, assuming linearity, causal sufficiency, and non-Gaussian errors [32], conditional independence tests can at best reliably determine the correct Markov equivalence class, while using other features of the sample density can be used to reliably determine a unique graph [32].

### 4.4 Constraint-Based Search

The number of DAGs grows super-exponentially with the number of vertices, so even for modest numbers of variables it is not possible to examine each DAG to determine whether it is compatible with the population density given the Causal Markov and Faithfulness Assumptions. The PC algorithm, given as input an oracle that returns answers about conditional independence in the population and optional background knowledge about orientations of edges, returns a graphical object called a pattern that represents a Markov equivalence class (or if there is background knowledge a subset of a Markov equivalence class) on the basis of oracle queries. If the oracle always gives correct answers, and the Causal Markov and Causal Faithfulness Assumptions hold, then the output pattern contains the true SEM, even though the algorithm does not check each DAG. In the worse case, it is exponential in the number of variables, but for sparse graphs it can run on hundreds of thousands of variables [34, 35, 23].

## 5. DIFFERENCES BETWEEN CLASSIFICATION AND REGRESSION AND CAUSAL INFERENCE

The following is a brief summary of some important differences between the problem of predicting the value of an variable in an unmanipulated population from a sample, and the problem of predicting the post-manipulation value of a variable from a sample from an unmanipulated population. In an unmanipulated population $P$, the predictor that minimizes the MSPE is the conditional expected value.

1. $E(Y|O)$ (the expected value of $Y$ conditional on $O$) is a function of $p(O,Y)$, regardless of what the true causal model is.\(^6\) In contrast, a manipulated expected value is a function of $p(O,Y)$ and a causal graph.

2. In order to determine whether $E_P(Y|p'(O))$ (the expected value of $Y$ after a manipulation to $p'(O)$) is a function of $p(O,Y)$ and background knowledge, it is necessary to find all of the causal models compatible with $p(O,Y)$ and background knowledge, not simply one causal model compatible with $p(O,Y)$ and background knowledge.

3. Determining which causal models are compatible with background knowledge and a $p(O,Y)$ requires making additional assumptions connecting population densities to causal models (e.g., Causal Markov and Faithfulness).

4. Without introducing some simplicity assumptions about causal models, for some common families of densities (e.g., Gaussian, multinomial), no $E_P(Y|O||p'(O))$ are functions of the population density without very strong background knowledge.

5. The justification for using simple statistical models is fundamentally different than the justification for using simple causal models. At a given sample size, the use of simple statistical model can be justified even if causal relations are not simple. However, the assumption that the simplest causal model compatible with $p(O,Y)$ and background knowledge is a substantive assumption about the simplicity of mechanisms that exist in the world.

6. For many families of densities (e.g., Gaussian, multinomial), there is always a statistical model without hidden variables that contains the population density. For those same families of densities, a causal model that contains both the population probability density and the post-manipulation probability densities may require the introduction of unobserved variables.

---

\(^6\)This ignores the problem of conditioning on sets of measure zero.
7. Given a population density, and the set of causal models consistent with the population density and background knowledge, calculating the effects of a manipulation can be difficult because:

a. There may be unobserved variables (even if only a single causal model is consistent with \( p(O, Y) \) and background knowledge).

b. There may be multiple causal models compatible with \( p(O, Y) \) and background knowledge.

8. For non-experimental data, a post-manipulation density is different than the population density from which the sample is drawn. The post-manipulation values of the target variable \( Y \) are not directly measured in the sample. Hence, it is not possible to estimate the error in \( E_p(Y|O|p(O)) \) by comparing it to the values in a sample from the \( p(O, Y) \).

6. SEMS CAN HELP IN CAUSAL DISCOVERY FROM I.I.D. AND TIME SERIES DATA

As discussed in Section 4.4, the constraint-based approach to causal discovery involves conditional independence tests, which would be a difficult task if the form of dependence is unknown. It has the advantage that it is generally applicable, but the disadvantages are that faithfulness is a strong assumption and that it may require very large sample sizes to get good conditional independence tests. Furthermore, the solution of this approach to causal discovery is usually non-unique, and in particular, it does not help in determining causal direction in the two-variable case, where no conditional independence relationship is available.

What information can we use to fully determine the causal structure? A fundamental issue is given two variables, how to distinguish cause from effect. To do so, one needs to find a way to capture the asymmetry between them. Intuitively, one may think that the physical process that generates effect from cause is more natural or simple in some way than recovering the cause from effect. How can we represent this generating process, and in which way is the causal process more natural or simpler than the backwards process?

Recently several causal discovery approaches based on structural equation models (SEMs) have been proposed. A SEM represents the effect \( Y \) as a function of the direct causes \( X \) and some unmeasurable error:

\[
Y = f(X, \varepsilon; \theta_1),
\]

where \( \varepsilon \) is the error term that is assumed to be independent from \( X \), the function \( f \in \mathcal{F} \) explains how \( Y \) is generated from \( X \), \( \mathcal{F} \) is an appropriately constrained functional class, and \( \theta_1 \) is the parameter set involved in \( f \). We assume that the transformation from \( (X, \varepsilon) \) to \( (X, Y) \) is invertible, such that \( N \) can be uniquely recovered from the observed variables \( X \) and \( Y \).

For convenience of presentation, let us assume that both \( X \) and \( Y \) are one-dimensional variables. Without precise knowledge on the data-generating process, the SEM should be flexible enough such that it could be adapted to approximate the true data-generating process; more importantly, the causal direction implied by the SEM has to be identifiable in most cases, i.e., the model assumption, especially the independence between the error and cause, holds for only one direction, such that it implies the causal asymmetry between \( X \) and \( Y \). Under the above conditions, one can then use SEMs to determine the causal direction between two variables, given that they have a direct causal relationship in between and do not have any confounder: for both directions, we fit the SEM, and then test for independence between the estimated error term and the hypothetical cause, and the direction which gives an independent error term is considered plausible.

Several forms of the SEM have been shown to be able to produce unique causal directions, and have received practical applications. In the linear, non-Gaussian, and acyclic model (LiNGAM [32]), \( f \) is linear, and at most one of the error term \( \varepsilon \) and cause \( X \) is Gaussian. The nonlinear additive noise model [15, 44] assumes that \( f \) is nonlinear with additive noise (error) \( \varepsilon \). In the post-nonlinear (PNL) causal model [45], the effect \( Y \) is further generated by a post-nonlinear transformation on the nonlinear effect of the cause \( X \) plus error term \( \varepsilon \):

\[
Y = f_2(f_1(X) + \varepsilon),
\]

where both \( f_1 \) and \( f_2 \) are nonlinear functions and \( f_2 \) is assumed to be invertible.\(^7\) The post-nonlinear transformation \( f_2 \) represents the sensor or measurement distortion, which is frequently encountered in practice. In particular, the PNL causal model has a very general form (the former two are its special cases), but it has been shown to be identifiable in the generic case (except five specific situations given in [45]). It is worth noting that it is not closed under marginalization, even if there are no confounders. In the subsequent sections, we will discuss the identifiability of various SEMs, how to distinguish cause from effect with the SEMs, and the relationships between different principles for causal discovery, including mutual independence of the error terms and the causal Markov condition, respectively.

Another issue we are concerned with is causal discovery from time series. According to [13], Granger’s causality in time series falls into the framework of constraint-based causal discovery combined with the temporal constraint that the effect cannot precede the cause. The SEM, together with the above temporal constraint, has also been exploited to estimate time-delayed causal relations possibly with instantaneous effects [44]. Compared to the conditional independence relationships, the SEM, if correctly specified, is able to recover more about the causal information. In this paper, when talking about causality in time series, we assume that the causal relations are linear with non-Gaussian errors. In Section 10, after reviewing linear Granger causality with instantaneous effects, we focus on two problems which are traditionally difficult to solve. In particular, we present the theoretical results which make it possible to discover the temporal causal relations at the true causal frequency from subsampled data [12], that is, one can recover monthly causal relations from quarterly data or estimate rapid causal influences between stocks from their daily returns. Moreover, even when there exist confounder time series, theoretical results suggested that one can still identify the causal

\(^7\)In [42] both functions \( f_1 \) and \( f_2 \) are assumed to to invertible; this causal model, as a consequence, can be estimated by making use of post-nonlinear independent component analysis (PNL-ICA) [39], which assumes that the observed data are component-wise invertible transformations of linear mixtures of the independence sources to be recovered.
relations among the observed time series as well as the influences from the confounder series [11].

7. SEVERAL SEMS AND THE IDENTIFIABILITY OF CAUSAL DIRECTION

When talking about the causal relation between two variables, traditionally people were often concerned with the linear-Gaussian case, where the involved variables are Gaussian with a linear causal relation, or the discrete case. It turned out that the former case is one of the atypical situations where the causal asymmetry does not leave a footprint in the observed data or their joint distribution: the joint Gaussian distribution is fully determined by the mean and covariance, and with proper rescaling, the two variables are completely asymmetric w.r.t. the data distribution.

In the discrete case, if one knows precisely what SEM class generated the effect from cause, which, for instance, may be the noisy AND or noisy XOR gate, then under mild conditions the causal direction can be easily seen from the data distribution. However, generally speaking, if the precise functional class of the causal process is unknown, in the discrete case it is difficult to recover the causal direction from observed data, especially when the cardinality of the variables is small. As an illustration, let us consider the situation where the causal process first generates continuous data and discretizes such data to produce the observed discrete ones. It is then not surprising that certain properties of the causal process are lost due to discretization, making causal discovery more difficult. In this paper we will focus on the continuous case.

7.1 Causal Direction Is Not Identifiable without Constraints on SEMs

In the SEM (1), the error term is assumed to be independent from the cause. If for the reverse direction, one cannot find a function to represent \( X \) in terms of the hypothetical cause \( Y \) and an error term which is independent from \( Y \), then we can determine the true causal direction, or distinguish cause from effect. Unfortunately, this is not the case if we do not impose any constraint on the function \( f \), as explained below.

According to [17], given any two random variables \( X \) and \( Y \) with continuous support, one can always construct another variable, denoted by \( \tilde{X} \), which is statically independent from \( X \). In [47] the class of functions to produce such an independent variable \( \tilde{X} \) (or called independent error term in our causal discovery context) was given, and it was shown that this procedure is invertible: \( Y \) is a function of \( X \) and \( \tilde{X} \).

This is also the case for the hypothetical causal direction \( Y \rightarrow X \): we can also always represent \( X \) as a function of \( Y \) and an independent error term. That is, any two variables would be symmetric according to the SEM, if \( f \) is not constrained. Therefore, in order for the SEMs to be useful to determine the causal direction, we have to introduce certain constraints on the function \( f \) such that the independence condition on the error and the hypothetical causal holds for only one direction. Below we focus on the two-variable case, and the results can be readily extended to the case with an arbitrary number of variables, as shown in [28].

7.2 Linear Non-Gaussian Causal Model

The linear causal model in the two-variable case can be written as

\[ Y = bX + \varepsilon. \tag{3} \]

It is nice that if at most one of \( X \) and \( \varepsilon \) is Gaussian, the causal direction is identifiable, due to the ICA theory [16], or more fundamentally, due to the Darmois-Skittovich theorem [20]. This is known as the linear, non-Gaussian, acyclic model (LiNGAM [32]).

7.2.1 On the Ubiquitousness of Non-Gaussianity in the Linear Case

According to the central limit theorem, under mild conditions, the sum of independent variables tends to be Gaussian as the number of components becomes larger and larger. One may then challenge the non-Gaussianity assumption in the LiNGAM model. Here we argue that in the linear case, non-Gaussian distributions are ubiquitous.

Cramér’s decomposition theorem states that if the sum of two independent real-valued random variables is Gaussian, then both of the summand variables must be Gaussian as well; see [6, page 53]. By induction, this means that if the sum of any finite independent real-valued variables is Gaussian, then all summands must be Gaussian. In other words, a Gaussian distribution can never be exactly produced by linear composition of variables any of which is non-Gaussian. This nicely complements the central limit theorem: (under proper conditions) the sum of independent variable get closer to Gaussian, but it cannot be exactly Gaussian, except all summand variables are Gaussian. This linear closure property of the Gaussian distribution implies the rareness of the Gaussian distribution and ubiquitousness of non-Gaussian distributions, if we believe the relations between variables are linear. However, the closer it gets to Gaussian, the harder it is to distinguish the direction. Hence, the practical question is, are the errors typically non-Gaussian enough to distinguish causal directions in the linear case?

7.3 Nonlinear Additive Noise Model

In practice nonlinear transformation is often involved in the data generating process, and should be taken into account in the functional class. As a direct extension of LiNGAM, the nonlinear additive noise model represents the effect as a nonlinear function of the cause plus independent error [15]:

\[ Y = f_{AN}(X) + \varepsilon. \tag{4} \]

It has been shown that the set of all \( p(X) \) for which the backward model also admits an independent error term is contained in a 3-dimensional affine space. Bearing in mind that the space of all possible \( p(X) \) is infinite dimensional, one can see that roughly speaking, in the generic case, if the data were generated by the nonlinear additive noise model, the causal direction is identifiable. This model is a special case of the PNL causal model, which is to be discussed below, and the identifiability results for the PNL causal model also apply here.

7.4 Post-Nonlinear Causal Model

If the assumed SEM is too restrictive to be able to approximate the true data generating process, the causal discovery results may be misleading. Therefore, if the specific knowledge about the data generating mechanism is not available, to make it useful in practice, the assumed causal model
should be general enough, such that it can reveal the data generating processes approximately.

The PNL causal model takes into account the nonlinear influence from the cause, the noise effect, and the possible sensor or measurement distortion in the observed variables [45]. See (2) for its form; a slightly more restricted version of the model, in which the inner function, \( f_1 \), is also assumed to be invertible, was proposed in [42] and applied to causal analysis of stock returns. It has the most general form among all well-defined SEMs according to which the causal direction is identifiable in the general case. (The model used in [24] does not impose structural constraints but assumes a certain type of smoothness; however, it does not lead to theoretical identifiability results.) Clearly it contains the linear model and nonlinear additive noise model as special cases. The multiplicative noise model, \( Y = X \cdot \varepsilon \), where all involved variables are positive, is another special case, since it can be written as \( Y = \exp(\log X + \log \varepsilon) \), where \( \log \varepsilon \) is considered as a new noise term, \( f_1(X) = \log(X) \), and \( f_2(\cdot) = \exp(\cdot) \).

The identifiability conditions of the causal direction according to the PNL causal model was established by a proof by contradiction [45]. We assume the causal model holds in both directions \( X \rightarrow Y \) and \( Y \rightarrow X \), and show that this implies some very strong conditions on the distributions and functions involved in the model. Suppose the data were generated according to the PNL causal model in settings other than those specific conditions; then in principle, the backward direction does not follow the model, and the causal direction can be determined.

Assume that the data \((X, Y)\) are generated by the PNL causal model with the the causal relation \( X \rightarrow Y \). This data generating process can be described as (2). Moreover, let us assume that the backwards direction, \( Y \rightarrow X \) also follows the PNL causal model with independent error. That is,

\[
X = g_2(g_1(Y) + \varepsilon_Y),
\]

where \( Y \) and \( \varepsilon_Y \) are independent, \( g_1 \) is non-constant, and \( g_2 \) is invertible.

Equations (2) and (5) define the transformation from \((X, \varepsilon)\) to \((Y, \varepsilon_Y)\); as a consequence, \( p(Y, \varepsilon_Y) \) can be expressed in terms of \( p(X, \varepsilon) \). The identifiability results were obtained based on the linear separability of the logarithm of the joint density of independent variables, i.e., for a set of independent random variables whose joint density is twice differentiable, the Hessian of the logarithm of their density is diagonal everywhere [22]. Since \( Y \) and \( \varepsilon_Y \) are assumed to be independent, \( \log p(Y, \varepsilon_Y) \) then follows such a linear separability property. This implies that the second-order partial derivative of \( \log p(Y, \varepsilon_Y) \) w.r.t. \( Y \) and \( \varepsilon_Y \) is zero. It then reduces to a differential equation of a bilinear form. Under certain conditions (e.g., \( p(\varepsilon) \) is positive on \([{-\infty, +\infty})\)), the solution to the differential equation gives all cases in which the causal direction is not identifiable according to the PNL causal model. Table 1 in [45] summarizes all five non-identifiable cases. The first one is the linear-Gaussian case, in which the causal direction is well-known to be non-identifiable. Roughly speaking, to make one of those cases true, one has to adjust the data distribution and the involved nonlinear functions very carefully. In other words, in the generic case the causal direction is identifiable if the data were generated according to the PNL causal model.

8. DETERMINATION OF CAUSAL DIRECTION BASED ON SEMS

A commonly used approach to distinguishing cause from effect with nonlinear SEMs consists of two steps. First, one fits the model (e.g., the nonlinear additive noise model or the PNL causal model) on the data for both hypothetical causal directions. The second step is to do independence test between the estimated error term and hypothetical cause [15, 45]. If the independence condition holds for one and only one hypothetical direction, the causal relation between the two variables \( X \) and \( Y \) implied by the corresponding SEM has been successfully found. If neither of them holds, the data-generating process may not follow the assumed SEM, or there exists some confounder influencing both \( X \) and \( Y \). If both hold, the cause and effect can not be distinguished by the exploited SEM; in this case, additional information, such as the smoothness of the involved nonlinearities, may help find the causal model with a lower complexity. We adopted the Hilbert Schmidt information criterion (HSIC) [14] for statistical independence test in the first step. Below we discuss how to estimate the function as well as the error term in the first step.

For the nonlinear additive noise model, the function \( f_{AN} \) is usually estimated by performing Gaussian process (GP) regression [15]. For details on GP regression, one may refer to [29].

Estimation of the PNL causal model (2) has several indeterminacies: the sign, mean, and scale of the error term \( \varepsilon \). To allow a flexible error distribution, which is represented by a mixture of Gaussians (MoG).

9. ON THE RELATIONSHIPS BETWEEN DIFFERENT PRINCIPLES FOR MODEL ESTIMATION

One usually use maximum likelihood to fit the SEM together with a directed acyclic graph (DAG) to the given data. Not surprisingly, the negative likelihood (with the distribution of the error term adaptively estimated from data)
is equivalent to the mutual information between the estimated error terms, as stated in Theorem 3 in [47]. The higher the likelihood, the less dependent the estimated error terms. (Note that the root variables in the DAG are also counted as error terms.)

On the other hand, the constraint-based approach to causal discovery exploits conditional independence relationships of the variables to derive (the equivalence class of) the causal structure [36, 27]. How are these principles, including mutual independence of the estimated error terms and the causal Markov condition, related to each other? Below we will answer this question, and the results in this section hold for an arbitrary number of variables.

Let us consider optimization over different DAG structures to find the causal structure. Assume the we optimally fit the nonlinear functions \( f_i \) according to the given candidate DAG structure. First consider the situation where we fit the nonlinear additive noise model, i.e.,

\[
X_i = f_{AN,i}(PA_i) + \varepsilon_i,
\]

to the data. It has been shown that mutual independence of the error terms and conditional independence between observed variables (together with the independence between \( \varepsilon_i \) and \( PA_i \)) is equivalent. Furthermore, they are achieved if and only if the total entropy of the disturbances is minimized [44]. More specifically, when fitting the model (6) with a hypothetical DAG causal structure to the given variables \( X_1, \cdots, X_n \), the following three properties are equivalent:

(i) The causal Markov condition holds (i.e., each variable is independent of its non-descendants in the DAG conditioning on its parents), and in addition, the error term in \( X_i \) is independent from the parents of \( X_i \).

(ii) The error terms \( N_i \) are mutually independent.

(iii) The total entropy of the error terms, i.e., \( \sum_i H(\varepsilon_i) \), is minimized, with the minimum \( H(X_1, \cdots, X_n) \).

Let us then consider the PNL causal model. When one fits the PNL causal model

\[
X_i = f_{PA}(f_{12}(PA_i) + \varepsilon_i),
\]

to the data, the scale of the error terms as well as \( f_{12} \) is arbitrary, since \( f_{12} \) is also to be estimated. Consequently, unlike for the nonlinear additive noise model, in the PNL causal model context it is not meaningful to talk about the total entropy of the error terms (see condition (iii) above). However, as shown in [45], when fitting the PNL causal model with a hypothetical DAG causal structure to the data, we still have the equivalence between conditions (i) and (ii) above.

Given more than two variables, one way to estimate the causal model based on SEMs is to use exhaustive search: for all possible causal orderings, fit SEMs for all hypothetical effects separately, and then do model checking by testing for independence between the estimated error and the corresponding hypothetical causes. However, note that the complexity of this procedure increases super-exponentially along with the number of variables. Smart approaches are then needed.

The above result concerning the relationship between mutual independence of the error terms and the causal Markov condition combined with the independence between each error term and its associated parents suggests a two-step method to find the causal structure implied by the PNL causal model. One first uses the constraint-based approach to find the Markov equivalent class from conditional independence relationships with proper nonparametric conditional independence tests (e.g., [46]). The PNL causal model is then used to identify the causal directions that cannot be determined in the first step: for each DAG contained in the equivalent class, we estimate the error terms, and determine whether this causal structure is plausible by examining whether the disturbance in each variable \( X_i \) is independent from the parents of \( X_i \). Consequently, one avoids the exhaustive search over all possible causal structures and high-dimensional statistical tests of mutual independence of all error terms.

10. CAUSAL DISCOVERY FROM TIME SERIES

Both the constraint-based and SEM-based approaches to causal discovery are directly applicable to find causal relations from time series; moreover, one can benefit from the temporal constraint that the effect cannot precede the cause, which helps reduce the search space of the causal structure. Below we assume linearity of the causal relations and consider three problems, namely, linear Granger causal analysis with instantaneous effects, causal discovery from systematically subsampled data, and that in the presence of hidden time series.

10.1 Linear Granger Causality and its Extension with Instantaneous Effects

For Granger causal analysis in the linear case [13], one fits the following VAR model [33] to the data:

\[
X_t = AX_{t-1} + \varepsilon_t,
\]

where \( X_t = (X_{1t}, X_{2t}, ..., X_{nt})^\top \) is the vector of the observed data, \( \varepsilon_t = (\varepsilon_{1t}, ..., \varepsilon_{nt})^\top \) is the temporally and contemporaneously independent noise process, and causal transition matrix \( A \) contains the temporal causal relations.

In practice it is found that after fitting the VAR model, the residuals are often contemporaneously dependent. To account for such dependence, the above VAR model has been extended to allow instantaneous causal effects between \( X_{it} \) [18]. Let \( B_0 \) contains the instantaneous causal relations between \( X_t \). Equation (8) changes to

\[
X_t = B_0 X_t + AX_{t-1} + \varepsilon_t,
\]

\[
\Rightarrow (I - B_0) X_t = AX_{t-1} + \varepsilon_t,
\]

\[
\Rightarrow X_t = (I - B_0)^{-1} AX_{t-1} + (I - B_0)^{-1} \varepsilon_t.
\]

To estimate all involved parameters in Granger causality with instantaneous effects, two estimation procedures have been proposed in [18]. The two-step method first estimate the errors in the above VAR model and then apply independent component analysis (ICA) [16] on the estimated errors. The other is based on multichannel blind deconvolution, which is statistically more efficient [44].

10.2 Causal Discovery from Subsampled Data

Suppose the original high-resolution data were generated by (8). We consider low-resolution data generated by subsampling (or systematic sampling) with the subsampling factor \( k \). Here we are interested in finding the causal transition
matrix $A$ which generated the data from the subsampled data, this suffers from parameter identification issues [25], i.e., the same subsampled (low-frequency) model may aggregate to several high frequency models, which are observationally equivalent at the low frequency.

10.2.1 Effect of Subsampling (Systematic Sampling)

Suppose that due to low resolution of the data, there is an observation every $k$ time steps. That is, the low-resolution observations $\tilde{X} = (X_1, X_2, ..., X_{\tilde{t}})$ are $(X_1, X_{1+k}, ..., X_{1+(\tilde{t}-1)k})$; here we have assumed that the first sampled point is $X_1$. We then have

$$\tilde{X}_{i+1} = X_{i+tk} = AX_{i+tk-1} + \varepsilon_{i+tk}$$
$$= A(AX_{i+tk-2} + \varepsilon_{i+tk-1}) + \varepsilon_{i+tk}$$
$$= ...$$
$$= A^k \tilde{X}_t + \sum_{l=0}^{k-1} A^l \varepsilon_{i+tk-l}.$$  \hspace{1cm} (10)

According to (10), subsampled data $\tilde{X}_t$ also follows a vector autoregression (VAR) model with the error term $\varepsilon_t$, and one can see that as $T \to \infty$, the discovered temporal causal relations from such subsampled data are given by $A^k$. As $k \to \infty$, $A^k$ tends to vanish, and the subsampled data will be contemporaneously dependent. (We have assumed that the system is stable, in that all eigenvalues of $A$ have modulus smaller than one.)

Misleading Granger causal relations in low-resolution data: An illustration.

Suppose $A = \begin{bmatrix} 0.8 & 0.5 \\ 0 & -0.8 \end{bmatrix}$. Consider the case where $k = 2$. The corresponding VAR model for the subsampled data is

$$\tilde{X}_i = A^2 \tilde{X}_{i-1} + \varepsilon_t = \begin{bmatrix} 0.64 & 0 \\ 0 & 0.64 \end{bmatrix} \tilde{X}_{i-1} + \varepsilon_t.$$  

That is, the causal influence from $X_{2t-1}$ to $X_{1t}$ is missing in the corresponding low-resolution data (with $k = 2$).

10.2.2 Identifiability of the Causal Relations at the Causal Frequency

It has been shown that if the distributions $p_{X_i}$ are non-Gaussian and different for different $i$, together with other technical assumptions, the transition matrix associated with the causal-frequency data, $A$, is identifiable from the subsampled data $\tilde{X}$. As a by-product, the result also indicates that the subsampled data, although contemporaneously dependent, actually do not follow the model of linear Granger causality with instantaneous effects [12].

Let the distributions of the noise terms be represented by the MoG. An EM algorithm and a variational EM (with mean field approximation) were then proposed to estimate $A$ from subsampled data.

10.3 Causal Discovery with Hidden Time Series (Confounders)

In practice it is usually difficult and even impossible to collect all relevant time series when doing causal analysis on given ones. We approach this problem as follows. We assume that the (multivariate) measurements are a sample of a multivariate random process $X_t$, which, together with another random process $Z_t$, forms a VAR process. That is,

$$\begin{bmatrix} X_t \\ Z_t \end{bmatrix} = \begin{bmatrix} B & C \\ D & E \end{bmatrix} \begin{bmatrix} X_{t-1} \\ Z_{t-1} \end{bmatrix} + \varepsilon_t.$$  \hspace{1cm} (11)

where $Z_t$ is not measured and can be considered as confounder time series, $B$ is the causal transition matrix for the observed process $X_t$, and $C$ contains the influence from $Z_t$ to the observed process $X_t$. The theoretical issue is whether $B$ and $C$ are identifiable from solely the observed process $X_t$.

10.3.1 Practical Granger Causal Analysis Can Go Wrong

In practical Granger causal analysis, one just performs a linear regression of present on past on the observed $X_t$ and then interpret the regression matrix causally. While making the ideal definition practically feasible, this may lead to wrong causal conclusions in the sense that it does not comply with the causal structure that we would infer given we had more information. Let us give an example for this. Let $X_t$ be bivariate and $Z_t$ be univariate. Moreover, assume

$$B_{0G} = \begin{bmatrix} 0.9 & 0 & 0.5 \\ 0.1 & 0.1 & 0.8 \\ 0 & 0 & 0.9 \end{bmatrix},$$

and let the covariance matrix of $\varepsilon_t$ be the identity matrix. To perform practical Granger causal analysis, we proceed as usual: we fit a VAR model on only the observable process $X_t$, in particular calculate the VAR transition matrix by

$$B_{pG} = E(X_tX_t^*)^{-1}(X_tX_t^*) = \begin{bmatrix} 0.89 & 0.35 \\ 0.08 & 0.65 \end{bmatrix};$$

(up to rounding) and interpret the coefficients of $B_{pG}$ as causal influences. Although, according to $B$, the true time-delayed causal relations in $X_t$, $X_{2t}$ does not cause $X_{1t}$, $B_{pG}$ suggests that there is a strong causal effect $X_{2t-1} \to X_{1t}$ with the strength 0.35. It is even stronger than the relation $X_{1t-1} \to X_{2t}$, which actually exists in the complete model with the strength 0.1.

10.3.2 Identifiability of $B$ and Almost Identifiability of $C$

Assume that all components of $\varepsilon_t$ are non-Gaussian and that the dimensionality of the hidden process $Z_t$ is not higher than that of the observed process $X_t$. Together with some further technical assumptions, it has been shown that $B$ is identifiable from $X_t$; furthermore, the set of columns of $C$ with at least two non-zero entries is identifiable from up to scaling of those columns [11].

One can then use a MoG to represent the distributions of the components of $\varepsilon_t$ and develop a variation EM algorithm to estimate $B$ and $C$ from solely $X_t$.

11. CONCLUSION AND OPEN PROBLEMS

We have reviewed central concepts in and fundamental methodologies for causal inference and discovery. The concepts include manipulations, causal models, sample predictive modeling, causal predictive modeling, structural equation models, the causal Markov assumption, and the faithfulness assumption. We have discussed the constraint-based
causal structure search and its properties. In the second part of the paper, we have given a survey of structural equation models which enable us to fully identify causal structure from observational data. We focused on the two-variable case, where the task is to distinguish cause from effect. We have reviewed the linear non-Gaussian causal model, non-linear additive noise model, and the post-nonlinear causal model, listed from the most to the least restrictive. We addressed the identifiability of the causal direction: for those three models, in the generic case the backwards direction does not admit an independent error term and, as a consequence, it is possible to distinguish cause from effect. We have also briefly discussed the procedure to do so, which consists of fitting the structural equation model and doing independence test between the estimated error term and the hypothetical cause.

In the last three decades, enlightening progress has been made in the field of causal discovery and inference. However, there are still many fundamental questions to be answered:8

- What new models are appropriate for different combinations of kinds of data, e.g., experimental and observational [4, 7, 40, 8, 41, 9]?
- What new models are appropriate for different kinds of background knowledge, and different families of densities?
- What kind of scores can be used to best evaluate causal models from various kinds of data? In a related vein, what are good families of prior distributions that capture various kinds of background knowledge?
- How can search algorithms be improved to incorporate different kinds of background knowledge, search over different classes of causal models, run faster, handle more variables and larger sample sizes, be more reliable at small sample sizes, and produce output that is as informative as possible?
- For existing and novel causal search algorithms, what are their semantic and syntactic properties (e.g., soundness, consistency, maximum informativeness)? What are their statistical properties (pointwise consistency, uniform consistency, sample efficiency)? What are their computational properties (computational complexity)?
- What plausible alternatives are there to the Causal Markov and Faithfulness Assumptions? Are there other assumptions might be weaker and hold in more domains and applications without much less about what can be reliably inferred? Are there stronger assumptions that are plausible for some domains that might allow for stronger causal inferences? How often are these assumption violated, and how much do violations of these assumptions lead to incorrect inferences?
- There are special assumptions, such as linearity, which can improve the strength of causal conclusions that can be reliably inferred, and the speed and sample efficiency of algorithms that draw the conclusions. What other distribution families or stronger assumptions about

8The content and organization of the following open questions are largely due to suggestions from Constantin Aliferis, whom I thank for his suggestions.

a domain are there that are plausible for some domains and how can they be used to improve causal inference?

- Can various statistical assumptions be relaxed? For example, what if the sample selection process is not i.i.d., but may be causally affected by variables of interest [2, 37, 5, 3, 30]?

In addition, there is also a number of open problems concerning SEM-based causal discovery and the asymmetry between cause and effect.

- First, one can consider structural equation models as a way to represent the conditional distribution of the effect given the cause. Can we then find hints as to the causal direction directly from the data distribution? In other words, can we find a general way to directly characterize the causal asymmetry in light of certain properties of the data distribution? If we managed to do so, it would hopefully put the causal Markov condition, the independent noise condition (in the SEMs), and the independent transformation condition in the nonlinear noiseless case [19] under the same umbrella. To this end, an attempt has been made by exploiting the so-called “exogeneity” property of a causally sufficient causal system [48]. But it is not clear whether this property is able to bring about computationally efficient and widely applicable causal discovery methods.

- Secondly, note that nonlinear structural equation models are usually intransitive. That is, if both causal processes $X_1 \rightarrow X_2$ and $X_2 \rightarrow X_3$ admit a particular type of structural equation model, say, the nonlinear additive noise model, the process $X_1 \rightarrow X_3$ does not necessarily follow the same model. (Linear models are transitive.) This could be a potential issue with structural-equation-model-based causal discovery: it may fail to discover indirect causal relations. (Here by direction causal relations, we mean the causal relations in which only a single noise variable is involved.) On the other hand, this may be a benefit of using structural equation models for causal discovery, in that it is possible to detect the existence of causal intermediate variables and further recover them. But how to do so is currently unclear.

- We have discussed how different types of independence, including conditional independence in the causal Markov condition and statistical independence between the error term and hypothetical cause in structural equation models, help to discovery causal information from data. On the other hand, it has been demonstrated that this type of independence (which is, loosely speaking, the independence between how the cause is generated and how the effect is generated from cause) is able to facilitate understanding and solving some machine learning or data analysis problems. For instance, it implies that when the feature causes the label (or target), unlabeled data points will not help in the semi-supervised learning scenario [31], and inspired new settings and formulations for domain adaptation by characterizing what information to transfer [43]. It is under investigation whether other machine learning
methods including “adaptive boosting” can be understood from the causal perspective. In addition, it is unclear whether the learning guarantees for supervised learning actually depend on the causal relationship between the feature and target (or label), i.e., the causal role of the feature w.r.t. the target.

- Finally, developing efficient methods for causal discovery of more than two variables based on structural equation models is an important step towards large-scale causal analysis in various domains including neuroscience and biology. To make causal discovery computationally efficient, one may have to limit the complexity of the causal structure, say, limit the number of direct causes of each variable. Even so, a smart optimization procedure instead of exhaustive search is still missing in the literature.
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ABSTRACT

Distributed knowledge is the sum of the knowledge in a group; what someone who is able to discern between two possible worlds whenever any member of the group can discern between them, would know. Sometimes distributed knowledge is referred to as the potential knowledge of a group, or the joint knowledge they could obtain if they had unlimited means of communication. In epistemic logic, the formula $D_G\varphi$ is intended to express the fact that group $G$ has distributed knowledge of $\varphi$, that there is enough information in the group to infer $\varphi$. But this is not the same as reasoning about what happens if the members of the group share their information. In this paper we introduce an operator $R_G$, such that $R_G\varphi$ means that $\varphi$ is true after $G$ have shared all their information with each other – after $G$’s distributed knowledge has been resolved. The $R_G$ operators are called resolution operators. Semantically, we say that an expression $R_G\varphi$ is true iff $\varphi$ is true in what van Benthem [8, p. 249] calls (G’s) communication core; the model update obtained by removing links to states for members of $G$ that are not linked by all members of $G$. We study logics with different combinations of resolution operators and operators for common and distributed knowledge. Of particular interest is the relationship between distributed and common knowledge. The main results are sound and complete axiomatizations.

1. INTRODUCTION

In epistemic logic [3, 5, 12] different notions of group knowledge describe different ways in which knowledge can be associated with a group. Common knowledge is stronger than individual knowledge: that something is common knowledge requires not only that everybody in the group knows it, but that everybody knows that everybody knows it, and so on. Distributed knowledge, on the other hand, is weaker than individual knowledge: distributed knowledge is knowledge that is distributed throughout the group even if no individual knows it.

More concrete informal descriptions of the concept of distributed knowledge abound, but they are often inaccurate descriptions of the concept as formalized in standard epistemic logic. A misconception is that something is distributed knowledge in a group if the agents in the group could get to know it after some (perhaps unlimited) communications between them\(^1\). To see that this interpretation must be incorrect, consider the formula $D_{(1,2)}(p \land \lnot K_1 p)$. In this formula, $D_{(1,2)}\varphi$ and $K_i\varphi$ mean that $\varphi$ is distributed knowledge in the group $G$, and individual knowledge of agent $i$, respectively. Thus, the formula says that it is distributed knowledge among agents 1 and 2 that $p$ is true and that agent 1 does not know $p$. This formula is consistent (also when we assume that knowledge has the S5 properties). However, it is not possible that agents 1 and 2 both can get to know that $p$ is true and that agent 1 does not know that $p$ is true (assuming the S5 properties of knowledge), no matter how much they communicate (or “pool” their knowledge). The “problem” here is that in a formula $D_{(1,2)}\psi$, $\psi$ describes the possible states of the world as they were before any communication or other events took place, so a more accurate reading of $D_{(1,2)}(p \land \lnot K_1 p)$ would perhaps be that it follows from the combination of 1 and 2’s knowledge that $p$ and $\lnot K_1 p$ were true before any communication or other events took place. More technically, the “problem” is due to the standard compositional semantics of modal logic: in the evaluation of $D_{(1,2)}\psi$, the $D_{(1,2)}$ operator picks out a number of states considered possible by the group $G$ (actually the states considered possible by all members of the group), and then $\psi$ is evaluated in each of these states in the original model, without any effect of the $D_{(1,2)}$ operator.

But we don’t really consider this a problem. There are other interpretations of distributed knowledge where the consistency of the mentioned formula makes perfect sense, such that distributed knowledge being the knowledge of a third party, someone “outside the system” who somehow has access to the epistemic states of the group members. It shows, however, that it does not make sense to interpret distributed knowledge as something that is true after the agents in the group have communicated with each other – with the standard semantics.

In this paper we introduce and study an alternative group modality $R_G$, where $R_G\varphi$ means (roughly speaking) that $\varphi$ is true after the agents in the group have shared all their information with each other. We call that resolving distributed knowledge, and the $R_G$ operators are called resolution operators.

Semantically, we say that an expression $R_G\varphi$ is true iff $\varphi$ is true in what van Benthem [8, p. 249] calls (G’s) communication core; the model update obtained by removing links to states for members of $G$ that are not linked by all members of $G$. See Fig. 1 for an illustration. In this paper we capture that model transformation by the new resolution operators, and study resulting logics. For example, the formula $R_{(1,2)}(p \land \lnot K_1 p)$ will be inconsistent in the resulting logics. $R_{(1,2)}(p \land K_1 p)$ is true in state $t$ in the model in Fig. 1.

This model transformation abstracts away from the issue of how reader the impression that distributed knowledge is about internal communication in the group of agents.
2. BACKGROUND

In this section we give a (necessarily brief) review of the main background concepts from the literature.

We henceforth assume a countable set of propositional variables \( \text{PROP} \) and a finite set of agents \( \text{AG} \). We let \( \text{GR} \) be the set of all non-empty groups, i.e., \( \text{GR} = \varnothing(\text{AG}) \setminus \varnothing \).

An epistemic model over \( \text{PROP} \) and \( \text{AG} \) (or just a model) \( \mathcal{M} = (S, \sim, V) \) where \( S \) is a set of states (or worlds), \( V : \text{PROP} \to \mathcal{P}^S \) associates a set of states \( V(p) \) with each propositional variable \( p \), and \( \sim \) is a function that maps each agent to a binary equivalence relation on \( S \). We write \( \sim_i \) for \( \sim \).

If \( s \sim_i t \) means that agent \( i \) cannot discern between states \( s \) and \( t \) – if we are in \( s \) she doesn’t know whether we are in \( t \), and vice versa. Considering the distributed knowledge of a group \( G \) – a key concept in the following – we define a derived relation \( \sim_G = \bigcap_{i \in G} \sim_i \) (it is easy to see that \( \sim_G \) is an equivalence relation). Intuitively, someone who has all the knowledge of all the members of \( G \) can discern between two states if and only if at least one member of \( G \) can discern between them. We will also consider common knowledge. A similar relation modeling the common knowledge of a group is obtained by taking the transitive closure of the union of the individual relations: \( \sim_{CG} = (\bigcup_{i \in G} \sim_i)^* \).

**Definition 1.** Below are several languages from the literature.

\( \begin{align*}
(\mathcal{ELD}) & \quad \varphi ::= p | \neg \varphi | \varphi \land \varphi | K_i \varphi | D_G \varphi \\
(\mathcal{ELCD}) & \quad \varphi ::= p | \neg \varphi | \varphi \land \varphi | K_i \varphi | D_G \varphi | C_G \varphi \\
(\mathcal{PACD}) & \quad \varphi ::= p | \neg \varphi | \varphi \land \varphi | K_i \varphi | D_G \varphi | C_G \varphi | [\varphi] \varphi,
\end{align*} \)

where \( p \in \text{PROP}, i \in \text{AG} \) and \( G \in \text{GR} \). We use the usual propositional derived operators, as well as \( E_i \varphi \) for \( i \in \text{AG} \) and \( K_i \varphi \).

\( \mathcal{ELD} \) and \( \mathcal{ELCD} \) are static epistemic languages with distributed knowledge, and with distributed and common knowledge, respectively. These are the languages we will extend with resolution operators in the next section. We will also be interested in \( \mathcal{PACD} \), the language for public announcement logic with both common knowledge and distributed knowledge, when we look at completeness proofs.

Satisfaction of a formula \( \varphi \) of any of these languages in a state \( m \) of a model \( \mathcal{M} \), denoted \( \mathcal{M}, m \models \varphi \), is defined recursively by the following clauses:

\( \begin{align*}
\mathcal{M}, m \models p & \quad \text{iff } m \in V(p) \\
\mathcal{M}, m \models \neg \varphi & \quad \text{iff } \mathcal{M}, m \not\models \varphi \\
\mathcal{M}, m \models \varphi \land \psi & \quad \text{iff } \mathcal{M}, m \models \varphi \land \mathcal{M}, m \models \psi \\
\mathcal{M}, m \models K_i \varphi & \quad \text{iff } \forall n \in S. (m \sim_G n \Rightarrow \mathcal{M}, n \models \varphi) \\
\mathcal{M}, m \models D_G \varphi & \quad \text{iff } \forall n \in S. (m \sim_G n \Rightarrow \mathcal{M}, n \models \varphi) \\
\mathcal{M}, m \models C_G \varphi & \quad \text{iff } \forall n \in S. (m \left( \bigcup_{i \in G} \sim_i \right)^* n \Rightarrow \mathcal{M}, n \models \varphi) \\
\mathcal{M}, m \models [\psi] \varphi & \quad \text{iff } \mathcal{M}, m \models \psi \Rightarrow \mathcal{M}, m \models \varphi.
\end{align*} \)

where \( R^* \) denotes the transitive closure of \( R \) and \( \mathcal{M}[\psi] \) is the sub-model of \( \mathcal{M} \) restricted to \( \{ m \in M \mid \mathcal{M}, m \models \psi \} \). Validity is defined as usual: \( \models \varphi \) means that \( \mathcal{M}, m \models \varphi \) for all \( \mathcal{M} \) and \( m \).
We now define some axiom schemata and rules. The classical “S5” proof system for multi-agent epistemic logic, denoted (S5), consists of the following axioms and rules:

\begin{align*}
(\text{PC}) & \text{ instances of tautologies, } \\
(\text{K}) & K_i(\phi \rightarrow \psi) \rightarrow (K_i\phi \rightarrow K_i\psi) \\
(\text{T}) & K_i\phi \rightarrow \phi \\
(\text{D}) & K_i\phi \rightarrow K_iK_i\phi \\
(\text{S5}) & \neg K_i\phi \rightarrow K_i\neg K_i\phi \\
(\text{MP}) & \text{ from } \phi \text{ and } \phi \rightarrow \psi \text{ infer } \psi \\
(\text{N}) & \text{ from } \phi \text{ infer } K_i\phi.
\end{align*}

Axioms for distributed knowledge, denoted (DK):

\begin{align*}
(\text{K}_D) & D_G(\phi \rightarrow \psi) \rightarrow (D_G\phi \rightarrow D_G\psi) \\
(\text{T}_D) & D_G\phi \rightarrow \phi \\
(\text{S}_D) & \neg D_G\phi \rightarrow D_G\neg D_G\phi \\
(\text{D}_1) & K_i\phi \leftrightarrow D_i\phi \\
(\text{D}_2) & D_G\phi \rightarrow D_H\phi, \text{ if } G \subseteq H.
\end{align*}

Axioms and rules for common knowledge, denoted (CK):

\begin{align*}
(\text{K}_C) & C_G(\phi \rightarrow \psi) \rightarrow (C_G\phi \rightarrow C_G\psi) \\
(\text{T}_C) & C_G\phi \rightarrow \phi \\
(\text{C}_1) & C_G\phi \rightarrow E_GC_C\phi \\
(\text{C}_2) & C_G(\phi \rightarrow E_G\phi) \rightarrow (\phi \rightarrow C_G\phi) \\
(\text{N}_C) & \text{ from } \phi \text{ infer } C_G\phi.
\end{align*}

The system that consists of (SS) and (DK) over the language EL\(D\), denoted SSD\(D\), is a sound and complete axiomatization of all EL\(D\) validities. The system that consists of (SS), (DK) and (CK) over the language EL\(CD\) is a sound and complete axiomatization of all EL\(CD\) validities.

3. RESOLVING DISTRIBUTED KNOWLEDGE

We want to model the event that \(G\) resolves their knowledge. An immediate question is: whenever the group \(G\) is a proper subset of the set of all agents, what do the other agents know about the fact that this event takes place? Here we will model situations where it is common knowledge among the other agents that the event takes place, but not what the members of the group learn. As discussed in the introduction, this corresponds to a natural class of information sharing events, namely publicly observable private communication, such as a meeting in a closed room that is observed to be taking place. This is captured by a global model update: in every state, remove a link to another state for any member of \(G\) whenever it is not the case that there is a link to that state for all members of \(G\).

Formally, given a model \(M = (S, \sim, V)\) and a group of agents \(G\), the (global) \(G\)-resolved update of \(M\) is the model \(M|_G\) where

\[
M|_G = \left( \bigcap_{i \in G} (S, \sim_i, V) \right).
\]

We consider the following new languages with resolution operators.

\begin{definition}[Language]
(\text{R}\text{D}) \quad \varphi ::= p \mid \neg \varphi \mid \varphi \land \psi \mid K_i\varphi \mid D_G\varphi \mid R_G\varphi

(\text{R}\text{C}\text{D}) \quad \varphi ::= p \mid \neg \varphi \mid \varphi \land \psi \mid K_i\varphi \mid D_G\varphi \mid C_G\varphi \mid R_G\varphi,
\end{definition}

where \(p \in \text{PROP} \), \(i \in \text{AG} \) and \(G \in \text{GR}\).

The interpretation of these languages in a pointed model is defined as usual, with the following additional clause for the resolution operator:

\[
M, s \models R_G\varphi \iff M|_G, s \models \varphi.
\]

A couple of observations. Recall that we write \(\sim_H\) for \(\bigcap_{i \in H} \sim_i\). Thus,

\[
(\sim|_G)_i = \begin{cases} 
\sim_G, & i \in G, \\
\sim_i, & i \notin G.
\end{cases}
\]

Also note that \((\sim|_G)_i = (\sim|_G)_i\).

3.1 Some Validities

Let us start with a trivial validity: resolution has no effect for a singleton coalition.

\begin{proposition}
3. The following is valid, where \(i \in \text{AG} \) and \(\varphi \in \text{RCD}\): \(R_{i(\varphi)} \leftrightarrow \varphi\).
\end{proposition}

More interesting are the following properties.

\begin{proposition}[Reduction Principles]
The following are valid, where \(G, H \in \text{GR}, p \in \text{PROP} \) and \(\varphi \in \text{RCD}\):

1. \(R_G \leftrightarrow p\)
2. \(R_G(\varphi \land \psi) \leftrightarrow R_G\varphi \land R_G\psi\)
3. \(R_G \neg \varphi \leftrightarrow \neg R_G\varphi\)
4. \(R_G K_i \varphi \leftrightarrow D_G R_G \varphi, \text{ when } i \in G\)
5. \(R_G K_i \varphi \leftrightarrow K_i R_G \varphi, \text{ when } i \notin G\)
6. \(R_G D_H \varphi \leftrightarrow D_G C_G \varphi, \text{ when } G \cap H = \emptyset\)
7. \(R_G D_H \varphi \leftrightarrow D_H R_G \varphi, \text{ when } G \cap H = \emptyset\).
\end{proposition}

These properties are reduction principles, of the type known from public announcement logic: they allow us to simplify expressions involving resolution operators. If we have such principles for the combination of resolution with all other operators we can eliminate resolution operators altogether. There are two cases missing above: \(R_G C_H\) and \(R_G R_H\).

We consider them next.

3.1.1 Common Knowledge

First, after the grand coalition have resolved their knowledge, then all the distributed information in the system is common knowledge: there is no longer a distinction between distributed and common knowledge.

\begin{proposition}
5. For any \(\varphi \in \text{RCD}\): \(R_{ag} C_{ag} \varphi \leftrightarrow R_{ag} D_{ag} \varphi\).
\end{proposition}

\begin{proof}
5. Given a model \(M = (S, \sim, V)\) and \(s \in S\),

\[
M|_{ag}, s \models R_{ag} C_{ag} \varphi \\
\text{iff} \quad M|_{ag}, s \models R_{ag} D_{ag} \varphi.
\]

where for \(\{t\}\) we show that \((\sim|_{ag}) C_{ag} = \sim_{ag}\). This is easy: by definition we can verify that for all \(i \in \text{AG}, (\sim|_{ag})_i = \sim_{ag}\); hence \((\sim|_{ag}) C_{ag} = (\bigcup_{i \in \text{AG}} (\sim|_{ag})_i)^* = (\sim_{ag})^* = \sim_{ag}\).
\end{proof}

For the general case, as in the case of distributed knowledge, we have that the resolution operators and common knowledge operators commute when the groups are disjoint.

\begin{proposition}
6. Let \(i\) be an agent, \(G\) and \(H\) groups of agents and \(\varphi \in \text{RCD}\). The following hold:

1. If \(G \cap H = \emptyset\), then \(M, s \models R_G C_H \varphi \leftrightarrow C_H R_G \varphi\).
\end{proposition}

\begin{proof}
6. The lack of a reduction axiom for the general \(R_G R_H \varphi\) case does not mean we cannot get a reduction in the language \(\text{RD}\): we can simply do the reduction “inside-out”.
\end{proof}
2. If $G \supseteq H$ and $i \in G$, then $\models RG_i \varphi \iff RG_{K_i} \varphi \iff DGRG_i \varphi$.

**Proof.** See the appendix. □

However, this does not hold for overlapping groups $G$ and $H$.
In general, we have that (see the proof of the proposition above)
$\mathcal{M}, s \models R_G CH \varphi$ if $\mathcal{M}, i \models \varphi$ for any $(s, t) \in \sim^*_{G_i}$, where
$\sim^*_{G_i} = (\bigcap_{i \in G} \sim_{G_i} \cup \bigcup_{i \in H \setminus G} \sim_{G_i})^*$. This does not seem to be reducible.

### 3.1.2 Iterated resolution

What about $RG_i H \varphi$? In extreme cases, we have:

**Proposition 7.** The following are valid, where $G, H \in G$ and $\varphi \in \mathcal{RCD}$:
1. $RG_i H \varphi \iff RG_i Gi \varphi \iff \delta(RG_i \varphi)$
2. $RG_i \varphi \iff RG_i \varphi$.

However, in the general case there does not seem to be a reduction axiom in this case. In particular, $RG_i H \varphi$ is not equivalent to $RG_i \varphi$.

**Let us consider an example of iterated resolution.**

**Example 8 (Triple update).** Let $\mathcal{M} = (S, \sim, V)$ and $\mathcal{M} |_{G_1 | G_2 | G_3} = (S, \sim |_{G_1} | G_2 | G_3, V)$. For any agent $i$, for any number $x$, we write $G_i$ for $i \in G_x$ and $G_{x,i}$ for $i \notin G_x$. Then

$$
(\sim |_{G_1} | G_2 | G_3) = \begin{cases}
    \sim_i, & \text{if } G_1 \cap G_2 : \sim_i \\
    \sim_{G_1 \cap G_2}, & \text{if } G_1 \cap G_2 \neq \emptyset \\
    \sim_{G_1 \cup G_2}, & \text{if } G_1 \cap G_2 = \emptyset \\
    \sim_{G_1 \cup G_2}, & \text{if } G_1 \cap G_2 = \emptyset \\
    \sim_{G_1 \cup G_2}, & \text{if } G_1 \cap G_2 \neq \emptyset \\
\end{cases}
$$

In general we get the following (the proof is straightforward from the semantic definition).

**Proposition 9.** Let $M = (S, \sim, V)$ and $M |_{G_1} \cdots |_{G_n} = (S, \sim |_{G_1} | \cdots |_{G_n}, V)$. Then, following the notation of Example 8, for any $i \in AG$,

$$
(\sim |_{G_1} \cdots |_{G_n}) = \begin{cases}
    \sim_i, & \text{if } G_1 \cap \cdots \cap G_n = \emptyset \\
    \sim_i, & \text{if } G_1 \cap \cdots \cap G_n \neq \emptyset \\
    \sim_i, & \text{if } G_1 \cap \cdots \cap G_n = \emptyset \\
    \sim_i, & \text{if } G_1 \cap \cdots \cap G_n \neq \emptyset \\
\end{cases}
$$

where $\Theta$ is the union of all $G_x$ such that $i \in G_x$.

### 3.2 Reduction Normal Form for Individual and Distributed Knowledge

As we see from the previous section, the reduction axioms for individual knowledge and distributed knowledge both contain two distinct cases, and the principles of iterated resolution become more complicated. In this section we give a unique form for such reductions, which will be of use later when we prove completeness. We shall call it reduction normal form for individual and distributed knowledge.

**Definition 10 (δ function).** Given an agent $i$, a group $H$, and a sequence of groups $G_1, \ldots, G_n$, we define a function $\delta$ as follows:

$$
\delta_0 = \begin{cases}
    \emptyset, & \text{if } G_n \cap H \neq \emptyset \\
    H, & \text{if } G_n \cap H = \emptyset \\
\end{cases}
$$

$$
\delta_2 = \begin{cases}
    \emptyset, & \text{if } G_n \cap H \neq \emptyset \\
    \emptyset, & \text{if } G_n \cap H = \emptyset \\
\end{cases}
$$

Clearly $\delta(H, G_1, \ldots, G_n) \subseteq H \cup G_1 \cup \cdots \cup G_n$. We simply write $\delta$ instead of $\delta(H, G_1, \ldots, G_n)$ when its parameters are clear in the context.

**Proposition 11.** Let $i \in AG, G_1, \ldots, G_n, H \in G$, $M = (S, \sim, V)$ and $M |_{G_1} \cdots |_{G_n} = (S, \sim |_{G_1} | \cdots |_{G_n}, V)$. Then,
1. $\models RG_1 \cdots RG_n Ki \varphi \iff D\delta(i, G_1, \ldots, G_n) R_G \cdots RG_i \varphi$;
2. $\models RG_1 \cdots RG_n DH \varphi \iff D\delta(H, G_1, \ldots, G_n) R_G \cdots RG_i \varphi$.

**Proof.** Straightforward: the recursive steps in the definition of the $\delta$ function matches exactly the reduction axioms. Note that clauses 1 and 3 can be treated as special cases of clauses 2 and 4 respectively. □

### 4. Axiomatizations

We construct sound and complete axiomatizations of the logics for the two languages $\mathcal{RD}$ and $\mathcal{RCD}$.

#### 4.1 Resolution and Distributed Knowledge

Consider the language $\mathcal{RD}$. Let $\mathcal{RD}$ be the system defined in Figure 2, where (S5) and (DK) are found in Section 2 and (RR) stands for the following reduction axioms for resolution:

- (RA) $R_G p \iff p$
- (RC) $R_G (\varphi \land \psi) \iff R_G \varphi \land R_G \psi$
- (RN) $R_G \neg \varphi \iff \neg R_G \varphi$
- (RD1) $R_G D_H \varphi \iff D_H R_G \varphi$, if $G \cap H \neq \emptyset$
- (RD2) $R_G D_H \varphi \iff D_H R_G \varphi$, if $G \cap H = \emptyset$.

Note that (RR) contains most of the validities in Proposition 4, except for the reduction principles for individual knowledge – they are provable with RD1, RD2 and D1. In addition, we need the rule $N_R$ for making a reduction to $\text{SSD}$. With the rule $N_R$ we can easily show that the rule of Replacement of Equivalents (RoE) is admissible in $\mathcal{RD}$. RoE allows us to carry out a reduction even without having a reduction axiom for iterated resolution.

(Figure 2: Axiomatization $\mathcal{RD}$.)

**Theorem 12.** Any $\mathcal{RD}$ formula is valid if and only if it is provable in $\mathcal{RD}$.

#### 4.2 Resolution, Distributed and Common Knowledge

Consider the language $\mathcal{RCD}$. Let $\mathcal{RCD}$ be the system defined in Figure 3, which extends $\mathcal{RD}$ with (CK), found in Section 2, and an induction rule for resolved common knowledge (RRC).

(Figure 3: Axiomatization $\mathcal{RCD}$.)
4.2.1 Soundness
For soundness it suffices to show that the rule RCD preserves validity (we know that the other axioms/rules are valid/validity-preserving from soundness results for the logics based on the sublanguages of RCD).

**Lemma 13** (RCD-Validity Preservation). For all RCD formulas \( \varphi \) and \( \psi \), all \( G_1, \ldots, G_n, H \in G \), if \( \models \varphi \rightarrow (E_H \varphi \land R_{G_1} \cdots R_{G_n} \psi) \), then \( \models \varphi \rightarrow R_{G_1} \cdots R_{G_n} C_H \psi \).

**Proof.** Suppose \( \models \varphi \rightarrow (E_H \varphi \land R_{G_1} \cdots R_{G_n} \psi) \). Given a model \( \mathcal{M} \) and a state \( s \), suppose \( \mathcal{M}, s \models \varphi \), we must show that \( \mathcal{M}, s \models R_{G_1} \cdots R_{G_n} C_H \psi \), i.e., \( \mathcal{M}(G_1) \cdots \mathcal{M}(G_n) \models C_H \psi \). Thus, for all \( H \)-paths \( s_0 = (\sim \mathcal{M}(G_1) \cdots \mathcal{M}(G_n))_1 \cdots (\sim \mathcal{M}(G_1) \cdots \mathcal{M}(G_n))_{s-1}, s_s = s \), we need to show that \( \mathcal{M}(G_1) \cdots \mathcal{M}(G_n) \models \psi \).

From \( \models \varphi \rightarrow (E_H \varphi \land R_{G_1} \cdots R_{G_n} \psi) \) and \( \mathcal{M}, s_0 \models \varphi \), we get \( \mathcal{M}, s_0 \models (E_H \varphi \land R_{G_1} \cdots R_{G_n} \psi) \), which entails:
\[
\mathcal{M}, s_1 \models \varphi \text{ and } \mathcal{M}[G_1] \cdots [G_n], s_1 \models \psi.
\]
From \( \mathcal{M}, s_1 \models \varphi \) we get \( \mathcal{M}, s_1 \models (E_H \varphi \land R_{G_1} \cdots R_{G_n} \psi) \), which entails:
\[
\mathcal{M}, s_2 \models \varphi \text{ and } \mathcal{M}[G_1] \cdots [G_n], s_1 \models \psi.
\]
By similar reasoning, for all \( y = 0, \ldots, x \), we have
\[
\mathcal{M}, s_y \models \varphi \text{ and } \mathcal{M}[G_1] \cdots [G_n], s_y \models \psi,
\]
which entails \( \mathcal{M}[G_1] \cdots [G_n], s_y \models \psi \) as we wish to show. \( \square \)

**Corollary 14** (Soundness). For any RCD formula \( \varphi \), if \( \varphi \) is provable in RCD, then it is valid.

4.2.2 Completeness
As already discussed, RCD is similar to PACD ( axiomatization for public announcement logic with common and distributed knowledge; see [13]: both logics extend epistemic logic with common and distributed knowledge with dynamic operators with update semantics that remove states. There does not seem, however, to be a trivial relationship between the two types of dynamic operators. We are nevertheless able to make heavy use of the completeness proof of PACD in [13] when proving completeness of RCD. That proof is again based on the completeness proof for public announcement logic with (only) common knowledge found in [2, 12], extended to deal with the distributed knowledge operators (which is non-trivial since intersection is not modally definable). In the following completeness proof we tweak the PACD proof to deal with resolution operators instead of public announcement operators. The general proof strategy is as follows: define a finite canonical pseudo model, where distributed knowledge operators are taken as primitive, and then transform it to a proper model while preserving truth. For the last step we can use a transformation based on unraveling and folding in [13] directly.

The most important difference to the PACD completeness proof in [13], and indeed the crux of the proof, is the use of the induction rule for resolved common knowledge (RR\(_C\)). No corresponding rule is needed in the PACD completeness proof. The rule is used in the proof of Lemma 29(8).

**Pseudo Semantics.**

**Definition 15** (Pre-models [13]). A pre-model is a tuple \( \mathfrak{M} = (S, \sim, V) \) where:
- \( S \) is a non-empty set of states;
- \( \sim \) is a function which maps every agent and every non-empty group of agents to an equivalence relation; we write \( \sim_i \) and \( \sim_G \) for \( \sim(i) \) and \( \sim(G) \) respectively;
- \( V : \text{PROP} \rightarrow \varphi \) is a valuation.

\( \sim_G \) is defined as the reflexive transitive closure of \( \cup_{i \in G} \sim_i \) just as for a model.

A pre-model is technically a model with a bigger set of agents (all groups are treated as agents in a pre-model). More precisely, if we make the set of agents \( A \) explicit in a pre-model, e.g., \( \mathfrak{M} = (A, S, \sim, V) \), then \( \mathfrak{M} \) is in fact a “genuine” model \((S, \sim, V)\) where the set of agents is \( A \cup (\varphi(A) \setminus \emptyset) \).

**Definition 16** (Pseudo models [13]). A pseudo model is a pre-model \( \mathfrak{M} = (S, \sim, V) \) such that for any agent \( i \) and any groups \( G \) and \( H \),
- \( \sim(i) = \sim_i \), and
- \( G \subseteq H \) implies \( \sim_H \subseteq \sim_G \).

A pointed pre-model (resp. pointed pseudo model) is a tuple \( (\mathfrak{M}, s) \) consisted of a pre-model (resp. pseudo model) \( \mathfrak{M} \) and a state \( s \) in \( \mathfrak{M} \).

**Definition 17** (Pseudo Semantics). Given a pre-model \( \mathfrak{M} = (S, \sim, V) \), let \( m \) be a state in \( M \). Satisfaction at \( (\mathfrak{M}, s) \) is defined as follows:
\[
\begin{align*}
\mathfrak{M}, s \models \varphi & \iff \varphi \in V(p) \\
\mathfrak{M}, s \models \neg \varphi & \iff \mathfrak{M}, s \not\models \varphi \\
\mathfrak{M}, s \models \varphi \land \psi & \iff \mathfrak{M}, s \models \varphi \text{ and } \mathfrak{M}, s \models \psi \\
\mathfrak{M}, s \models K_i \varphi & \iff (\forall t \in \mathfrak{M})(s \sim_i n \Rightarrow \mathfrak{M}, t \models \varphi) \\
\mathfrak{M}, s \models C_G \varphi & \iff (\forall t \in \mathfrak{M})(s \sim_G t \Rightarrow \mathfrak{M}, t \models \varphi) \\
\mathfrak{M}, s \models R_G \varphi & \iff (\forall t \in \mathfrak{M})(s \sim_G t \Rightarrow \mathfrak{M}, t \models \varphi) \\
\end{align*}
\]
where \( \mathfrak{M}[G] = (S, \sim_G, V) \) such that:
\[
(\sim_G)_i = \begin{cases} 
\sim_i, & i \in G \\
\sim_i, & i \notin G 
\end{cases}
\]
Satisfaction in a pre-model \( \mathfrak{M} \) (denoted by \( \mathfrak{M} \models \varphi \)) is defined as usual. We use \( \models \varphi \) to denote validity, i.e. \( \mathfrak{M}, s \models \varphi \) for any pointed pre-model \( (\mathfrak{M}, s) \). We write \( \models \) instead of \( \models \) when there is no confusion.

**Proposition 18.** Let \( \mathfrak{M} \) be a pseudo model, \( G \) a group of agents. Then \( \mathfrak{M}[G] \) is a pseudo model.

**Proof.** See the appendix. \( \square \)

**Proposition 19.** Propositions 9 and 11 still hold for pseudo models.

When we regard a pre-model as a genuine model, classical (individual) bisimulation becomes an invariance relation. To make this clear, we first elaborate the definition of bisimulation for pre-models, and then introduce its invariance results.
D EFINITION 20 (P RE - MODEL BISIMULATION ). Let two premodels M = (S, v, V ) and M0 = (S 0 , v0 , V 0 ) be given. A nonempty relation Z ⊆ S × S 0 is called a bisimulation between M
and M0 , denoted by M  M0 , if for all τ ∈ AG ∪ GR, all s ∈ S
and s0 ∈ S 0 such that sZs0 , the following hold.
(at) For all p ∈ PROP, s ∈ V (p) iff s0 ∈ V 0 (p);
(zig) For all t ∈ S, if s ∼τ t, there is a t0 ∈ S 0 such that s0 ∼0τ t0
and tZt0 ;
(zag) For all t0 ∈ S 0 , if s0 ∼0τ t0 , there is a t ∈ S such that s ∼τ t
and tZt0 .
We say that pointed pre-models (M, s) and (M0 , s0 ) are bisimilar,
denoted (M, s)  (M0 , s0 ), if there is a bisimulation Z between
M and M0 linking s and s0 .
I.e., for all pointed pre-models (M, s) and (M0 , s0 ), if (M, s) 
(M0 , s0 ) then (M|G , s)  (M0 |G , s0 ).
P ROOF. See the appendix.

C OROLLARY 22. For any pre-models M and M , if (M, s) 
(M0 , s0 ) then M, s |=p ϕ iff M0 , s0 |=p ϕ for any RCD formula ϕ.
0

As introduced in [13], we can also consider a kind of bisimulations between genuine models and pre-models.
D EFINITION 23 (T RANS - BISIMULATION [13]). Let a model
M = (M, ∼, V ) and a pre-model N = (N, v, ν) be given. A nonempty binary relation Z ⊆ M × N is called a trans-bisimulation
between M and N, if for all m ∈ M and n ∈ N with mZn:
(at) m ∈ V (p) iff n ∈ ν(p) for all p ∈ PROP,
(zigag ) For all m0 ∈ M and all i ∈ AG, if m ∼i m0 (and so
m ∼{i} m0 ), then there is an n0 ∈ N such that m0 Zn0 and
n vτ0 · · · vτx n0 with each of τ0 , . . . , τx being “i” or “G”
such that i ∈ G;
(ziggr ) For all m0 ∈ M and all G ∈ GR with |G| ≥ 2, if
m ∼G m0 , then there is an n0 ∈ N such that m0 Zn0 and
n vG1 · · · vGx n0 with G ⊆ G1 ∩ · · · ∩ Gx ;
(zag) For all n0 ∈ N and all τ ∈ AG ∪ GR, if n vτ n0 , then there
is an m0 ∈ M such that m0 Zn0 and m ∼τ m0 .
We write Z : (M, m) T (N, n) if Z is a trans-bisimulation between M and N linking m and n. We say a pointed model (M, m)
and a pointed pre-model (N, n) are trans-bisimilar, denoted by
(M, m) T (N, n), if there is a trans-bisimulation Z such that
Z : (M, m) T (N, n).
To make the notation symmetric, we call Z a trans-bisimulation
between N and M if it is a trans-bisimulation between M and N,
and we regard Z : (N, n) T (M, m) just as Z : (M, m) T
(N, n).
(Pseudo) satisfaction of RCD formulas is invariant under transbisimulation. We will not prove that directly at this point: it follows
from a stronger result we prove later (Lemma 33).
T HEOREM 24 (P SEUDO SOUNDNESS ). All theorems of RCD
are valid in the class of all pseudo models.
P ROOF. See the appendix.

Finitary Canonical Models.
D EFINITION 25 (C LOSURE ). Given a formula ϕ, the closure
of ϕ is given by the function cl : RCD → ℘(RCD) which is
defined as follows:

1.
2.
3.
4.
5.
6.

ϕ ∈ cl(ϕ), and if ψ ∈ cl(ϕ), so are all of its subformulas;
If ϕ is not a negation, then ϕ ∈ cl(ϕ) implies ¬ϕ ∈ cl(ϕ);
Ki ψ ∈ cl(ϕ) iff D{i} ψ ∈ cl(ϕ);
CG ψ ∈ cl(ϕ) implies {Ki CG ψ | a ∈ A} ⊆ cl(ϕ);
RG1 · · · RGn ¬ψ ∈ cl(ϕ) implies RG1 · · · RGn ψ ∈ cl(ϕ);
RG1 · · · RGn (ψ ∧ χ) ∈ cl(ϕ) implies
{RG1 · · · RGn ψ, RG1 · · · RGn χ} ⊆ cl(ϕ);
7. RG1 · · · RGn Ki ψ ∈ cl(ϕ) implies
Dδ({i},G1 ,...,Gn ) RG1 · · · RGn ψ ∈ cl(ϕ);
8. RG1 · · · RGn DH ψ ∈ cl(ϕ) implies
Dδ(H,G1 ,...,Gn ) RG1 · · · RGn ψ ∈ cl(ϕ);
9. RG1 · · · RGn CH ψ ∈ cl(ϕ) implies all of the following:
• Dδ(H,G1 ,...,Gn ) RG1 · · · RGn CH ψ ∈ cl(ϕ),
• {Dδ({i},G1 ,...,Gn ) RG1 · · · RGn CH ψ | i ∈ H} ⊆ cl(ϕ),
• RG1 · · · RGn ψ ∈ cl(ϕ).
It is not hard to verify that the closure of a formula is finite.
We use Γ as shorthand for
formulas.

V

ϕ∈Γ

ϕ when Γ is a finite set of

D EFINITION 26 (C ANONICAL PSEUDO MODEL ). Let α be a
formula. The canonical pseudo model Mc = (S, v, V ) for cl(α)
is defined below:
• S = {Γ | Γ is maximal consistent in cl(α)};
• Γ vi ∆ iff {Ki ϕ | Ki ϕ ∈ Γ} = {Ki ϕ | Ki ϕ ∈ ∆};
• Γ vG ∆ iff {DH ϕ | DH ϕ ∈ Γ} = {DH ϕ | DH ϕ ∈ ∆}
whenever H ⊆ G;
• V (p) = {Γ ∈ S | p ∈ Γ}.
P ROPOSITION 27. The canonical pseudo model for any cl(α)
is a pseudo model.
P ROOF. See the appendix.
L EMMA 28. Let S = {Γ | ΓWis maximal consistentWin cl(α)}
with α a formula. It holds that ` Γ∈S Γ and ` ϕ ↔ ϕ∈Γ∈S Γ
for all ϕ ∈ cl(α).

P ROOF. See [12, Exercise 7.16] for the first result (although
cl(α) is different in our case the proof is exactly the same). We
give a proof of the second result in the appendix.

Let (S, v|G1 | · · · |Gn , V ) be an update of a canonical pseudo
model, and P = hΦ0 τ0 · · · τn−1 Φn i where  stands for
v|G1 | · · · |Gn and every τx is an agent or a group. If all agents in
τ0 , . . . , τn−1 appears in H, we call P a hG1 · · · Gn i-resolved Hpath (from Φ0 ); if a formula ϕ is such that ϕ ∈ Φi for all 0 ≤ i ≤
n, we call P a canonical ϕ-path.
L EMMA 29. If Γ and ∆ are maximal consistent in cl(α), then
1. Γ is deductively closed in cl(α), i.e., Γ ` ϕ ⇔ ϕ ∈ Γ for any
ϕ ∈ cl(α);
2. If ¬ϕ ∈ cl(α), then ϕ ∈ Γ ⇔ ¬ϕ ∈
/ Γ;
3. If ϕ ∧ ψ ∈ cl(α), then ϕ ∧ ψ ∈ Γ ⇔ ϕ ∈ Γ & ψ ∈ Γ;
4. If Γ ∧ K̂i ∆ is consistent, Γ vi ∆; if Γ ∧ D̂G ∆ is consistent,
Γ vG ∆;
5. If Ki ϕ ∈ cl(α), then Ki Γ ` ϕ ⇔ Ki Γ ` Ki ϕ;
6. If DG ϕ ∈ cl(α), then DG Γ ` ϕ ⇔ DG Γ ` DG ϕ;
7. If CG ϕ ∈ cl(α), then CG ϕ ∈ Γ ⇔ ∀∆(Γ vCG ∆ ⇒ ϕ ∈ ∆);
8. If RG1 · · · RGn CH ϕ ∈ cl(α), then RG1 · · · RGn CH ϕ ∈ Γ
iff every hG1 · · · Gn i-resolved H-path from Γ is a canonical
RG1 · · · RGn ϕ-path.
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LEMMA 30 (PSEUDO TRUTH). Let $\mathfrak{M} = (S, \varphi, V)$ be the canonical pseudo model for $cl(\alpha)$. For all groups $G_1, \ldots, G_n$, all $\Gamma \subseteq S$, and all $R_{G_1} \cdots R_{G_n} \varphi \in c l(\alpha)$, it holds that

$$ R_{G_1} \cdots R_{G_n} \varphi \in \Gamma \iff \mathfrak{M}^n[\varphi_1, \ldots, \varphi_n], \Gamma \models \varphi. $$

PROOF. We give the proof of the clause 8 in the appendix. Other clauses are the same as in [13, Lemma 49] which can be traced back to [12, Chapter 7].

COROLLARY 31. Let $\mathfrak{M} = (S, \varphi, V)$ be the canonical pseudo model for $cl(\alpha)$. For all $\Gamma \subseteq S$ and all $\varphi \in c l(\alpha)$, it holds that $\varphi \in \Gamma$ iff $\mathfrak{M}^n[\varphi]$, $\Gamma \models \varphi$.

LEMMA 32 (PSEUDO COMPLETENESS). Let $\varphi$ be an $RCD$-formula. If $\varphi$ is valid on all pseudo models, then it is provable in RCD.

From Pseudo Completeness to Completeness.

By using unraveling and folding from [13, pp. 9–15], we can transform the canonical pseudo model to a bisimilar pre-model and then to a trans-bisimilar proper model. It remains to show that this process preserves truth. We will use $\Leftrightarrow$ to denote the trans-bisimulation relation.

LEMMA 33 (INVARIANCE OF TRANS-BISIMULATION). Let $\mathfrak{M} = (\Omega, \eta, \varphi)$ a pointed pre-model, and $(\Theta, s)$ be a pointed pseudo model. If $(\mathfrak{M}, m) \Leftrightarrow_{T} (\Omega, n)$, then $(\theta, n) \Leftrightarrow_{T} (\Omega, s)$.

PROOF. The lemma can be shown by induction on $\varphi$. Here we only show the case for the resolution operators, proofs of other cases are exactly as in the proof of [13, Lemma 26].

From Pseudo Completeness to Completeness.
We have shown that the lemma holds for the case for resolution. For other cases we refer to the proof of [13, Lemma 26].

**Theorem 34 (Completeness).** For any RCD formula $\varphi$, if $\varphi$ is valid then it is provable in RCD.

**Proof.** It suffices to show that any RCD-consistent formula is satisfiable. Let $\varphi$ be consistent. Let $\mathfrak{M}^n$ be the canonical pseudo model for $cl(\varphi)$. By the pseudo truth lemma (with $n = 0$, i.e., an empty list of resolution operators), $\varphi$ is satisfied in a state $\Gamma$ in $\mathfrak{M}^n$. Now let $\mathfrak{M}_{\text{unraveling}}$ be the unraveling [13, Definition 18] of $\mathfrak{M}^n$. $\mathfrak{M}_{\text{unraveling}}$ is a pre-model [13, Proposition 19]. Now let $(\mathfrak{M}^*, \Gamma)^*$ be the folding [13, Definition 22] of $\mathfrak{M}_{\text{unraveling}}$. $(\mathfrak{M}^*, \Gamma)^*$ is a (proper) model [13, Definition 22]. From [13, Lemma 27] and [13, Lemma 28] we have that unraveling preserves bisimulation and that folding preserves trans-bisimulation, in other words we have that $(\mathfrak{M}^*, \Gamma)^* \models \varphi$. By Corollary 22, $(\mathfrak{M}^*, \Gamma) \models \varphi$. By Lemma 33, $(\mathfrak{M}^*, \Gamma) \models \varphi$ and we are done.

5. **DISCUSSION**

In this paper we captured the dynamics of publicly observable private resolution of distributed knowledge. Resolution operators (using update semantics) are both an alternative and a complement to the standard distributed knowledge operators (which use standard modal semantics).

Resolution operators let us reason about the relationship between common knowledge and distributed knowledge in general, and in particular about distributed knowledge as potential common knowledge – when can distributed knowledge become common knowledge? A naive idea would be that $DcG\varphi$ should imply that $RcG\varphi$ – any information that is distributed can become common knowledge through resolution. This does not hold in general, however, due to Moore-like phenomena – $\varphi$ might even become false after resolution (an example is the formula $D_{(1,2)}(p \land \neg K_{1}p)$ discussed in the introduction). We do, however, have the following (Prop. 6(2) with $G = H$):

$$RcG\varphi \leftrightarrow DcRG\varphi.$$  

A fact can become common knowledge after the group have shared their information if and only if it was distributed knowledge before the event that the fact would be true after the event. This is exactly the distributed knowledge that can become common knowledge (in our special case of publicly observable private resolution of distributed knowledge). If the grand coalition resolves its distributed knowledge, there is no distinction between distributed and common knowledge any more: $RcG\varphi \leftrightarrow RcGcDcG\varphi$ (Prop. 5).

As discussed in the introduction, it has been argued that distributed knowledge in general does not comply with the following principle of full communication [11]: if $Dc\varphi$ is true, then $\varphi$ follows logically from the set of all formulas known by at least one agent in the group. This is seen as a problem: namely that agents can have distributed knowledge without being able to establish it “through communication” [11]. Several papers [11, 4, 7] have tried to characterize classes of models on which the principle of full communication holds – the class of all such models is called full communication models [7]. This may seem related to the distinction between distributed knowledge and resolution operators: the latter is intuitively related to internal “full” communication in the group. However, this similarity is superficial: the notion of full communication in the sense of [11] is about expressive power of the communication language and the limits that puts on the resulting possible epistemic states under certain assumptions about how information is shared. The key point of the resolution operators, on the other hand, compared with the standard distributed knowledge operators, is to make a distinction between before and after the information sharing event. That distinction is not made in standard distributed knowledge – even restricted to full communication models: it is easy to see that, e.g., $D_{(1,2)}(p \land \neg K_{1}p)$ is satisfiable also on full communication models. The two ideas, of limiting models to full communication models and of modeling group information sharing events using model updates, are orthogonal, and there is nothing against restricting logics with the resolution operators to full communication models. We leave that for future work. Furthermore, it would be interesting to look at a combined variant: “update by full communication”, which takes the communication language into account when defining the updated model.

A main interest for future work is expressive power. Can it be shown that RCD is strictly more expressive than $\mathcal{ELCD}$? Another, related, natural question is the relative expressivity of RCD and $\mathcal{PACD}$: can the combination of public announcement operators (which eliminate states) and distributed knowledge operators (which pick out states considered possible by everyone) always be used to “simulate” the resolution operators (which eliminate states considered possible by everyone)?

Also of interest for future work is to look at other assumptions about the other agents’ knowledge about the group communication event taking place. In this paper we only studied the case that it is common knowledge that the event takes place (but not what the agents in the group learn). That was naturally modeled using a “global” model update: in every state, replace accessibility for each agent in the group with the group accessibility (intersection). An interesting and also natural alternative is doing only a “local” model update: change accessibility in the same way, but only in the current state. That would correspond to it being common knowledge that if this is the current state, then the group resolves their knowledge.

When looking at the interaction of the resolution and common knowledge operators one might be reminded of relativized common knowledge [9, 10]. Here is an open question: can $RcGcH\varphi$ be expressed using relativized common knowledge, in combination with other operators?

Finally, there is a conceptual relationship to group announcement logic [1], where formulas of the form $(G)\varphi$ say that $G$ can make a joint public announcement such that $\varphi$ will become true. A difference to the resolution operators in this paper is that latter model private communication. Yet, the exact relationship between these operators is interesting for future work.
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APPENDIX

Proof of Proposition 6.

1. \( \mathfrak{M}, s \models R_GC_H \varphi \) if \( \mathfrak{M}|_G, s \models C_H \varphi \) if \( \mathfrak{M}|_G, t \models \varphi \) for any \( (s, t) \in \sim_H^G \), where \( \sim_H^G = (\bigcup_{i \in H} \sim_H^i)^* \) and \( \sim^i_H = \bigcap_{i \in G} \sim_H^i \) for \( i \in G \) and \( G \). Thus, when \( G \cap H = \emptyset \), we get that \( \sim_H^G = (\bigcup_{i \in H} \sim_H^i)^* \). \( \mathfrak{M}|_G, t \models \varphi \) for any \( (s, t) \in (\bigcup_{i \in H} \sim_H^i)^* \) holds iff \( \mathfrak{M}, t \models R_G \varphi \) for any \( (s, t) \in (\bigcup_{i \in H} \sim_H^i)^* \) iff \( \mathfrak{M}, t \models C_H R_G \varphi \).

2. Given two groups \( H \) and \( H' \) such that \( H \subseteq H' \),

\[
\neg\psi|H = \begin{cases}
\neg H \cup G & H \cap G \neq \emptyset \\
\neg H', & H \cap G = \emptyset
\end{cases}
\]

So we have:
- when \( H \cap G \neq \emptyset \) (and therefore \( H' \cap G \neq \emptyset \)), \( \neg\psi|H = \neg H' \cup G \subseteq \neg H \cup G = \neg\psi|H' \);
- when \( H' \cap G = \emptyset \) (and therefore \( H \cap G = \emptyset \), \( \neg\psi|G = \neg H' \subseteq \neg H = \neg\psi|H' \);
- otherwise \( H' \cap G \neq \emptyset \) and \( H \cap G = \emptyset \), and in this case \( \neg\psi|H = \neg H' \cup G \subseteq \neg H = \neg\psi|H' \).

\( \mathfrak{M}|_G \) is a pre-model satisfying the two conditions above, which shows it is a pseudo model.

Proof of Proposition 21.

Let \( \mathfrak{M} = (S, \sim, V) \) and \( \mathfrak{M}' = (S', \sim', V') \). Thus \( \mathfrak{M}|_G = (S, \sim|_G, V) \) and \( \mathfrak{M}'|_G = (S', \sim'|_G, V') \). Suppose \( Z : (\mathfrak{M}, s) \models (\mathfrak{M}', s') \), and we show \( Z : (\mathfrak{M}|_G, s) \models (\mathfrak{M}'|_G, s') \).

(a) This clearly follows from the (a) clause of \( Z : (\mathfrak{M}, s) \models (\mathfrak{M}', s') \).

Proof of Theorem 24.

It is easy to verify that (SS), (CK), (DK), (N_R), (RA), (RC) and (RN) are all valid or admissible with respect to the class of all pseudo models. Here we only show that i) (RD1) and (RD2) are valid in all pseudo models, and ii) (RR_G) preserves validity of pseudo models.

Let \( \mathfrak{M} = (S, \sim, V) \) be a pseudo model and \( s \in S \). We show the following:

- \( \mathfrak{M}, s \models_{\varphi} RD1 \) and \( \mathfrak{M}, s \models_{\varphi} RD2 \), i.e.,
  - If \( G \cap H \neq \emptyset \), then \( \mathfrak{M}, s \models_{\varphi} R_GD_H \varphi \rightarrow D_GR_H \varphi \);
  - If \( G \cap H = \emptyset \), then \( \mathfrak{M}, s \models_{\varphi} R_GD_H \varphi \rightarrow D_H \varphi \).

- \( \mathfrak{M}, s \models_{\varphi} R_GD_H \varphi \)
  - if \( \mathfrak{M}|_G, s \models_{\varphi} D_H \varphi \)
  - if \( \mathfrak{M}|_G, t \models_{\varphi} \) for all \( (s, t) \in (\sim|_G) \)
  - if \( \mathfrak{M}, t \models_{\varphi} R_GD_H \varphi \) for all \( (s, t) \in (\sim|_G) \)
  - if \( \mathfrak{M}, t \models_{\varphi} RD_G \varphi \) and \( \mathfrak{M}, t \models_{\varphi} D_GR_H \varphi \), where the \( \dagger \) step is by definition:

\[
\neg\psi|_G = \begin{cases}
\neg H \cup G & G \cap H \neq \emptyset \\
\neg H, & G \cap H = \emptyset
\end{cases}
\]
Proof of Proposition 27.
Suppose that \( \mathcal{M} = (S, \sim, V) \) is the canonical pseudo model for \( cl(\alpha) \). We need to show that \( \mathcal{M} \) is a pseudo model. Namely,

1. \( S \) is non-empty, and
2. all \( \sim \)'s and \( \sim \)'s are equivalence relations, and
3. \( V \) is a valuation from \( \PROP \) to \( \mathcal{P}(S) \), and
4. \( \sim = \sim_{\{i\}} \) for every agent \( i \), and
5. \( \sim \subseteq \sim \) if \( G \) and \( H \) are groups such that \( G \subseteq H \).

Conditions 1–3 are the conditions for being a pre-model which are easy to verify. Conditions 4 and 5 are additional conditions for being a pseudo model.

By Definition 25(3), \( K_i \phi \) and \( D_i \phi \) must be in \( cl(\alpha) \) both or neither. Thus, for any \( \Gamma, \Delta \in S \),

\[
\Gamma \sim \Delta \\
\text{iff} \quad \{ K_i \phi \mid K_i \phi \in \Gamma \} = \{ K_i \phi \mid K_i \phi \in \Delta \} \\
\text{iff} \quad \{ D_i \phi \mid D_i \phi \in \Gamma \} = \{ D_i \phi \mid D_i \phi \in \Delta \} \quad \text{(Axiom DK1)} \\
\text{iff} \quad \Gamma \sim \{i\} \Delta.
\]

This finishes the proof, and shows that the notion “canonical pseudo model” is well-defined.

Proof of Lemma 28(2).
Let \( \phi \in cl(\alpha) \). By \( \vdash \Delta \rightarrow \neg \phi \) and the first result (i.e., \( \vdash \bigwedge_{\phi \in \Delta} \neg \phi \)), we get \( \vdash \phi \rightarrow \bigwedge_{\phi \in \Delta} \neg \phi \).

For the converse direction, suppose \( \exists \phi \in \Delta \neg \phi \). Then \( \neg \bigwedge_{\phi \in \Delta} \phi \) is consistent. Namely \( \neg \phi \land \bigwedge_{\phi \in \Delta} \phi \) is consistent. This is impossible.

Proof of Lemma 29(8).
Let \( R_{G_1} \cdots R_{G_n} C_H \phi \in cl(\alpha) \). It follows from the definition of closure (Definition 25) that the following formulas:

- \( D_{\delta(i), G_1, \ldots, G_n} R_{G_1} \cdots R_{G_n} C_H \phi \) where \( i \in H \)
- \( D_{\delta(g), G_1, \ldots, G_n} R_{G_1} \cdots R_{G_n} C_H \phi \) for \( g \in R \)
- \( R_{G_1} \cdots R_{G_n} \phi \) and \( \neg R_{G_1} \cdots R_{G_n} \phi \)

are all in \( cl(\alpha) \).

From left to right. Suppose \( R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma \), we continue by induction on the length of the path that every \((G_1 \cdots G_n)\)-resolved path from \( \Gamma \) is a canonical \( R_{G_1} \cdots R_{G_n} C_H \phi \)-path. Then the left-to-right direction follows: \( \vdash C_H \phi \rightarrow \phi \), \( \forall R \) and \( R \)-distribution (which follows from RR axioms) we get \( \vdash R_{G_1} \cdots R_{G_n} C_H \phi \rightarrow R_{G_1} \cdots R_{G_n} \phi \), and by \( R_{G_1} \cdots R_{G_n} \phi \in cl(\alpha) \) we have \( R_{G_1} \cdots R_{G_n} \phi \in \Gamma \).

Suppose the length of the \((G_1 \cdots G_n)\)-resolved \( H \)-path is 0, i.e., the path is \( (\Gamma) \), we must show that \( R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma \). This is guaranteed by the supposition.

Suppose the length of the \((G_1 \cdots G_n)\)-resolved \( H \)-path is \( n+1 \), i.e., the path is \( (\Gamma_0 \supseteq \cdots \supseteq \Gamma_n = \Gamma_{n+1}) \) with \( \Gamma_0 = \Gamma \) and every \( \tau_x \) is either in \( H \) or a subset of \( H \). By the induction hypothesis we may assume that \( R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma_n \).

Suppose \( \tau_n \) is an agent \( i \in H \). By Axiom C1 we have \( \vdash C_H \phi \rightarrow K_i C_H \phi \). It follows that \( \vdash R_{G_1} \cdots R_{G_n} K_i C_H \phi \) by the rules \( \forall R \) and \( R \)-distribution. Let \( \delta = \delta(i), G_1, \ldots, G_n \). By the reduction axioms we move \( K_i \) left, i.e., \( \vdash R_{G_1} \cdots R_{G_n} K_i C_H \phi \rightarrow D_k R_{G_1} \cdots R_{G_n} C_H \phi \), so we get \( \vdash R_{G_1} \cdots R_{G_n} C_H \phi \rightarrow D_k R_{G_1} \cdots R_{G_n} C_H \phi \).

Hence \( \Gamma_n \supseteq D_k R_{G_1} \cdots R_{G_n} C_H \phi \). As \( D_k R_{G_1} \cdots R_{G_n} C_H \phi \in cl(\alpha) \), we have \( D_k R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma_n \). Moreover, by Proposition 19, \( \sim = \sim_{\{i\}} \). Thus \( D_k R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma_{n+1} \) by the definition of \( \sim \), and so \( R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma_{n+1} \).

- Suppose \( \tau_n \) is a group \( I \subseteq H \). By Axioms C1, D1 and D2 we have \( \vdash C_H \phi \rightarrow D_I C_H \phi \). By \( N_R \) and \( R \)-distribution, \( \vdash R_{G_1} \cdots R_{G_n} C_H \phi \rightarrow R_{G_1} \cdots R_{G_n} D_I C_H \phi \). By similar reasoning to the case above, we get the result \( R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma_{n+1} \) (we use \( \delta(H, G_1, \ldots, G_n) \) instead of \( \delta\{i\}, G_1, \ldots, G_n \) in this case).

In both cases we get \( R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma_{n+1} \) as we wish to show.

From right to left. Suppose that every \( (G_1 \cdots G_n) \)-resolved \( H \)-path from \( \Gamma \) is a canonical \( R_{G_1} \cdots R_{G_n} \phi \)-path. Let \( \Sigma \) be the set of all maximal consistent sets \( \Delta \) in \( cl(\alpha) \) such that every \( (G_1 \cdots G_n) \)-resolved \( H \)-path from \( \Delta \) is a canonical \( R_{G_1} \cdots R_{G_n} \phi \)-path. Now consider the formula

\[
\lambda = \bigvee_{\Delta \in \Sigma} \Delta
\]

We will show the following:
1. \( \vdash \Sigma \rightarrow \lambda \)
2. \( \lambda \rightarrow (E_H \lambda \land R_{G_1} \cdots R_{G_n} \phi) \).

From the above and the reduction rule for resolved common knowledge we get \( \vdash \Sigma \rightarrow R_{G_1} \cdots R_{G_n} C_H \phi \) which furthermore entails \( R_{G_1} \cdots R_{G_n} C_H \phi \in \Gamma \). We now continue with the proof of the two clauses.

1. This is trivial, as \( \Sigma \) is one of the disjuncts of \( \lambda \).
2. Suppose towards a contradiction that \( \lambda \land \neg (E_H \lambda \land R_{G_1} \cdots R_{G_n} \phi) \) is consistent, i.e., \( \Sigma \land (\neg E_H \lambda \land \neg R_{G_1} \cdots R_{G_n} \phi) \) is consistent. Because \( \lambda \) is a disjunction there must be a disjunct \( \Xi \) of \( \lambda \) such that \( \Xi \land (\neg E_H \lambda \land \neg R_{G_1} \cdots R_{G_n} \phi) \) is consistent. It follows that either \( \Xi \land \neg E_H \lambda \) or \( \Xi \land \neg R_{G_1} \cdots R_{G_n} \phi \) is consistent. If the former is consistent, then there must be an agent \( i \in H \) such that \( \Xi \land \neg K_i \lambda \) is consistent, i.e., \( \Xi \land K_i \neg \bigvee_{\Delta \in \Sigma} \Delta \) is consistent. Since \( \vdash \bigvee_{\Delta \in \Sigma} \Delta \rightarrow \bigvee_{\Delta \in \Sigma} \Delta \), and so there must be a \( \Theta \) in \( S \setminus \Sigma \) such that \( \Xi \land K_i \Theta \) is consistent. By item 4 of this lemma \( \Xi \rightarrow \Theta \) (where \( \rightarrow \) is the relation in the canonical pseudo model for \( cl(\alpha) \)). But then \( \Xi \notin \Theta \notin S \). A contradiction!

If the latter is consistent, since \( \neg R_{G_1} \cdots R_{G_n} \phi \in cl(\alpha) \) and \( \Xi \) is maximal, \( \neg R_{G_1} \cdots R_{G_n} \phi \in \Xi \). But \( R_{G_1} \cdots R_{G_n} \phi \in \Xi \) since \( \Xi \rightarrow \Xi \) and every \( (G_1 \cdots G_n) \)-resolved \( H \)-path from \( \Xi \) is a canonical \( R_{G_1} \cdots R_{G_n} \phi \)-path. We reach a contradiction.
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ABSTRACT
Gossip protocols aim at arriving, by means of point-to-point or group communications, at a situation in which all the agents know each other’s secrets. We consider distributed gossip protocols which are expressed by means of epistemic logic. We provide an operational semantics of such protocols and set up an appropriate framework to argue about their correctness. Then we analyze specific protocols for complete graphs and for directed rings.
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1. INTRODUCTION

In the gossip problem ([18, 4], see also [10] for an overview) a number $n$ of agents, each one knowing a piece of information (a secret) unknown to the others, communicate by one-to-one interactions (e.g., telephone calls). The result of each call is that the two agents involved in it learn all secrets the other agent knows at the time of the call. The problem consists in finding a sequence of calls which disseminates all the secrets among the agents in the group. It sparked a large literature in the 70s and 80s [18, 4, 9, 5, 17] typically focusing on establishing—in the above and other variants of the problem—the minimum number of calls to achieve dissemination of all the secrets. This number has been proven to be $2n − 4$, where $n$, the number of agents, is at least 4.

The above literature assumes a centralized perspective on the gossip problem: a planner schedules agents’ calls. In this paper we pursue a line of research first put forth in [3] by developing a decentralized theory of the gossip problem, where agents perform calls not according to a centralized schedule, but following individual epistemic protocols they run in a distributed fashion. These protocols tell the agents which calls to execute depending on what they know, or do not know, about the information state of the agents in the group. We call the resulting distributed programs (epistemic) gossip protocols.

Contribution of the paper and outline.
The paper introduces a formal framework for specifying epistemic gossip protocols and for studying their computations in terms of correctness, termination, and fair termination (Section 2). It then defines and studies two natural protocols in which the interactions are unconstrained (Section 3) and four example gossip protocols in which agents are positioned on a directed ring and calls can happen only between neighbours (Section 4). Proofs are collected in the appendix.

From a methodological point of view, the paper integrates concepts and techniques from the distributed computing, see, e.g., [1, Chapter 11] and the epistemic logic literature [8, 15] in the tradition of [16, 14, 7].

2. GOSSIP PROTOCOLS

We introduce first the syntax and semantics of gossip protocols.

2.1 Syntax

We loosely use the syntax of the language CSP (Communicating Sequential Processes) of [11] that extends the guarded command language of [6] by disjoint parallel composition and commands for synchronous communication. CSP was realized in the distributed programming language OCCAM (see INMOS [12]).

The main difference is that we use as guards epistemic formulas and as communication primitives calls that do not require synchronization. Also, the syntax of our distributed programs is very limited. In order to define gossip protocols we introduce in turn calls and epistemic guards.

Throughout the paper we assume a fixed finite set $A$ of at least three agents. We assume that each agent holds exactly one secret and that there exists a bijection between the set of agents and the set of secrets. We denote by $P$ the set of all secrets (for propositions). Furthermore, it is assumed that each secret carries information identifying the agent to whom that secret belongs.

2.1.1 Calls

Each call concerns two agents, the caller (a below) and the agent called (b). We distinguish three modes of communication of a call:

- push-pull, written as $ab$ or $(a,b)$. During this call the caller and the called agent learn each other’s secrets,

- push, written as $ab$. After this call the called agent learns all the secrets held by the caller,

- pull, written as $a\triangleleft b$. After this call the caller learns all the secrets held by the called agent.

Variables for calls are denoted by $c$, $d$. Abusing notation we write $a \in c$ to denote that agent $a$ is one of the two agents involved in the call $c$ (e.g., for $c := ab$ we have $a \in c$ and $b \in c$). Calls in which agent $a$ is involved are denoted by $ca$. 
2.1.2 Epistemic guards

Epistemic guards are defined as formulas in a simple modal language with the following grammar:

\[ \phi ::= K_a \phi \mid \neg \phi \mid \phi \land \psi \mid K_a \phi. \]

where \( p \in P \) and \( a \in A \). Each secret is viewed as a distinct symbol. We denote the secret of agent \( a \) by \( A \), the secret of agent \( b \) by \( B \) and so on. We denote the set of so defined formulas by \( L \) and we refer to its members as epistemic formulas or epistemic guards. We read \( F_a p \) as ‘agent \( a \) is familiar with the secret \( p \)’ (‘or \( p \) belongs to the set of secrets \( a \) knows about’) and \( K_a \phi \) as ‘agent \( a \) knows that formula \( \phi \) is true’. So this language is an epistemic language where atoms consist of ‘knowing whether’ statements about propositional atoms, if we view secrets as Boolean variables.

Atomic expressions in \( L \) concern only who knows what secrets. As a consequence the language cannot express formally the truth of a secret \( p \). This level of abstraction suffices for the purposes of the current paper. However, expressions \( F_a p \) could be given a more explicit epistemic reading in terms of ‘knowing whether’. That is, ‘\( a \) is familiar with \( p \)’ can be interpreted (on a suitable Kripke model) as ‘\( a \) knows whether the secret \( p \) is true or not’. This link is established in [3].

2.1.3 Gossip protocols

Before specifying what a program for agent \( a \) is, let us first define the language \( L_a \) with the following grammar:

\[ \psi ::= K_a \phi \mid \neg \psi \mid \psi \land \psi \]

with \( \phi \in L \).\(^3\)

By a component program, in short a program, for an agent \( a \) we mean a statement of the form

\[ \ast[\bigwedge_{j=1}^m \psi_j \rightarrow c_j], \]

where \( m \geq 0 \) and each \( \psi_j \rightarrow c_j \) is such that \( \psi_j \in L_a \) and \( a \) is the caller in \( c_j \).

Given an epistemic formula \( \psi \in L_a \) and a call \( c \), we call the construct \( \psi \rightarrow c \) a rule and refer in this context to \( \psi \) as a guard.

We denote the set of rules \( \{\psi_1 \rightarrow c_1, \ldots, \psi_k \rightarrow c_k\} \) as \( [\bigwedge_{j=1}^k \psi_j \rightarrow c_j] \) and abbreviate a set of rules \( \{\psi_1 \rightarrow c_\cdots \psi_k \rightarrow c\} \) with the same call to a single rule \( \bigvee_{j=1}^k \psi_j \rightarrow c \).

Intuitively, \( \ast \) denotes a repeated execution of the rules, one at a time, where each time a rule is selected whose guard is true.

Finally, by a distributed epistemic gossip protocol, in short a gossip protocol, we mean a parallel composition of component programs, one for each agent. In order not to complicate matters we assume that each gossip protocol uses only one mode of communication.

Of special interest for this paper are gossip protocols that are symmetric. By this we mean that the protocol is a composition of the component programs that are identical module the names of the agents. Formally, consider a statement \( \pi(x) \), where \( x \) is a variable ranging over the set \( A \) of agents and such that for each agent \( a \in A \), \( \pi(a) \) is a component program for agent \( a \). Then the parallel composition of the \( \pi(a) \) programs, where \( a \in A \), is called a symmetric gossip protocol.

Gossip protocols are syntactically extremely simple. Therefore it would seem that little can be expressed using them. However, this is not the case. In Sections 3 and 4 we consider gossip protocols that can exhibit complex behaviour.

2.2 Semantics

We now move on to provide a formal semantics of epistemic guards, and then describe the computations of gossip protocols.

2.2.1 Gossip situations and calls

A gossip situation is a sequence \( s = (Q_a)_{a \in A} \), where \( Q_a \subseteq P \) for each agent \( a \). Intuitively, \( Q_a \) is the set of secrets \( a \) is familiar with in situation \( s \). The initial gossip situation is the one in which each \( Q_a \) equals \( \{A\} \) and is denoted by \( \text{root} \). The set of all gossip situations is denoted by \( S \). We say that an agent \( a \) is an expert in a gossip situation \( s \) if he is familiar in \( s \) with all the secrets, i.e., if \( Q_a = P \). The initial gossip situation reflects the fact that initially each agent is familiar only with his own secret, although it is not assumed this is common knowledge among the agents. In fact, in the introduced language we have no means to express the concept of common knowledge.

We will use the following concise notation for gossip situations. Sets of secrets will be written down as lists, e.g., the set \( \{A, B, C\} \) will be written as \( ABC \). Gossip situations will be written down as lists of lists of secrets separated by dots. E.g., if there are three agents, \( \text{root} = A.B.C \) and the situation \( \{\{A, B\}, \{A, B\}, \{C\}\} \) will be written as \( AB.AB.C \).

Each call transforms the current gossip situation by modifying the set of secrets the agents involved in the call are familiar with. More precisely, the application of a call to a situation is defined as follows.

**Definition 2.1 (Effects of calls).** A call is a function \( c : S \rightarrow S \), so defined for \( s := (Q_a)_{a \in A} \):

\[ c = ab \quad c(s) = (Q'_a)_{a \in A}, \quad \text{where} \quad Q'_a = Q_a' \cup Q_b, \quad Q'_c = Q_c, \quad \text{for} \quad c \neq a, b; \]

\[ c = a \triangleright b \quad c(s) = (Q'_a)_{a \in A}, \quad \text{where} \quad Q'_a = Q_a \cup Q_b, \quad Q'_a = Q_a, \quad Q'_c = Q_c, \quad \text{for} \quad c \neq a, b; \]

\[ c = a \triangleright b \quad c(s) = (Q'_a)_{a \in A}, \quad \text{where} \quad Q'_a = Q_a \cup Q_b, \quad Q'_b = Q_b, \quad Q'_c = Q_c, \quad \text{for} \quad c \neq a, b. \]

The definition formalizes the modes of communications we introduced earlier. Depending on the mode, secrets are either shared between caller and callee \( ab \), they are pushed from the caller to the callee \( a \triangleright b \), or they are retrieved by the caller from the callee \( a \triangleright b \).

2.2.2 Call sequences

A call sequence is a (possibly infinite) sequence of calls, in symbols \( (c_1, c_2, \ldots, c_n, \ldots) \), all being of the same communication mode. The empty sequence is denoted by the empty sequence is denoted by \( \epsilon \). We use \( c \) to denote a call sequence and \( C \) to denote the set of all call sequences. The set of all finite call sequences is denoted \( C^{<\infty} \). Given a finite call sequence \( c \) and a call \( c \) we denote by \( c.c \) the prepending of \( c \) with \( c \), and by \( c.c \) the postpending of \( c \) with \( c \).
The result of applying a call sequence to a situation $s$ is defined by induction using Definition 2.1, as follows:

- **Base** \( \epsilon(s) := s \),
- **Step** \( (c.c)(s) := c(c(s)) \).

**Example 2.2.** Let the set of agents be \{a, b, c\}.

\[
\begin{array}{ccc}
ab & ca & ab \\
A.B.C & AB.AB.C & ABC.AB.ABC & ABC.ABC.AB \\
\end{array}
\]

The top row lists the call sequence \((ab, ca, ab)\), while the bottom row lists the successive gossip situations obtained from the initial situation \(A.B.C\) by applying the calls in the sequence: first \(ab\), then \(ca\) and finally \(ab\). \(\square\)

By applying an infinite call sequence \(c = (c_1, c_2, \ldots)\) to a gossip situation \(s\) one obtains therefore an infinite sequence \(c^0(s), c^1(s), \ldots, c^n(s), \ldots\) of gossip situations, where each \(c^k\) is sequence \(c_1, c_2, \ldots, c_k\). A call sequence \(c\) is said to **converge** if for all input gossip situations \(s\) the generated sequence of gossip situations reaches a limit, that is, there exists \(n < \omega\) such that for all \(m \geq n\) \(c^m(s) = c^{m+1}(s)\). Since the set of secrets is finite and calls never make agents forget secrets they are familiar with, it is easy to see the following.

**Fact 2.3.** All infinite call sequences converge.

However, as we shall see, this does not imply that all gossip protocols terminate. In the remainder of the paper, unless stated otherwise, we will assume the push-pull mode of communication. The reader can easily adapt our presentation to the other modes.

### 2.2.3 Gossip models

The set \(S\) of all gossip situations is the set of all possible combinations of secret distributions among the agents. As calls progress in sequence from the initial situation, agents may be uncertain about which one of such secrets distributions is the actual one. This uncertainty is precisely the object of the epistemic language for guards we introduced earlier.

**Definition 2.4.** A **gossip model** (for a given set \(A\)) is a tuple \(M = (C^\omega, \{\sim_a\}_{a \in A})\), where each \(\sim_a \subseteq C^\omega \times C^\omega\) is the smallest relation satisfying the following inductive conditions (assume the mode of communication is push-pull):

- **Base** \(\epsilon \sim_a \epsilon\);
- **Step** Suppose \(c \sim_a d\).
  - \((i)\) If \(a \notin c\), then \(c.c \sim_a d\) and \(c \sim_a d.c\).
  - \((ii)\) If there exists \(b \in A\) and \(c, d \in \{ab, ba\}\) such that \(c.(\text{root}_a) = d.(\text{root}_a)\), then \(c.c \sim_a d.d\).

A gossip model with a designated finite call sequence is called a **pointed gossip model**.

For the push, respectively pull, modes of communication clause \((ii)\) needs to be modified by requiring that for some \(b \in A\), \(c = d \iff a \in b\) or \(c = d \iff a \notin b\), respectively.

For instance, by \((i)\) we have \(ab, bc \sim_a ab, bd\). But we do not have \(bc, ab \sim_a bd, ab\) since \((bc, ab).(\text{root}_a) = ABC \neq ABD = (bd, ab).(\text{root}_a)\).

Let us flesh out the intuitions behind the above definition. Gossip models are needed in order to interpret the epistemic guards of gossip protocols. Since such guards are relevant only after finite sequences of calls, the domain of a gossip model is taken to consist only of finite sequences. Intuitively, those are the finite sequences that can be generated by a gossip protocol. Let us turn now to the \(\sim_a\) relation. This is defined with the following intuitions in mind. First of all, no agent can distinguish the empty call sequence from itself—this is the base of the induction. Next, if two call sequences are indistinguishable for \(a\), then the same is the case if \((i)\) we extend one of these sequences by a call in which \(a\) is not involved or if \((ii)\) we extend each of these sequences by a call of \(a\) with the same agent (agent \(a\) may be the caller or the callee), provided \(a\) is familiar with exactly the same secrets after each of the new sequences has taken place—this is the induction step.\(^2\)

The above intuitions are based on the following assumptions on the form of communication we presuppose: (i) At the initial situation, as communication starts, each agent knows only her own secret but considers it possible that the others may be familiar with all other secrets. In other words there is no such thing as common knowledge of the fact that ‘everybody knows exactly her own secret’. (ii) In general, each agent always considers it possible that call sequences (of any length) take place that do not involve her. These assumptions are weaker than the ones analyzed in [3].

We state without proof the following simple fact.

**Fact 2.5.**

- \((i)\) Each \(\sim_a\) is an equivalence relation;
- \((ii)\) For all \(c, d \in C\) if \(c \sim_a d\), then \(c.(\text{root}_a) = d.(\text{root}_a)\), but not vice versa.

This prompts us to note also that according to Definition 2.4 sequences which make \(a\) learn the same set of secrets may well be distinguishable for \(a\), such as, for instance, \(ab, bc, ab\) and \(ab, bc, ac\). In the first one \(a\) comes to know that \(b\) knows \(a\) is familiar with all secrets, while in the second one, she comes to know that \(c\) knows \(a\) is familiar with all secrets. Relation \(\sim_a\) is so defined as to capture this sort of ‘higher-order’ knowledge.

### 2.2.4 Truth conditions for epistemic guards

Everything is now in place to define the truth of the considered formulas.

**Definition 2.6.** Let \((M, c)\) be a pointed gossip model with \(M = (C^\omega, \{\sim_a\}_{a \in A})\) and \(c \in C^\omega\). We define the satisfaction relation \(\models\) inductively as follows (clauses for Boolean connectives are omitted):

\[
(M, c) \models F_a p \iff p \in c.(\text{root}_a).
\]

\[
(M, c) \models K_a \phi \iff \forall d \ s.t. \ c \sim_a d, (M, d) \models \phi.
\]

So formula \(F_a p\) is true (in a pointed gossip model) whenever secret \(p\) belongs to the set of secrets agent \(a\) is familiar with in the situation generated by the designated call sequence \(c\) applied to the initial situation \(\text{root}\). The knowledge operator is interpreted as customary in epistemic logic using the equivalence relations \(\sim_a\).

\(^2\)Notice that the definition requires a designated initial situation, which we assume to be \(\text{root}\).
2.2.5 Computations

Assume a gossip protocol $P$ that is a parallel composition of the component programs $\psi_{m}^{\{\eta_{j} \mid j = 1, \ldots, m\}}$, one for each agent $a \in A$.

Given the gossip model $M = (C^{\omega}, (\sim_{a})_{a \in A})$, we define the computation tree $C^{P} \subseteq C^{\omega}$ of $P$ as the smallest set of sequences satisfying the following inductive conditions:

- **Base:** $\epsilon \in C^{P}$;
- **Step:** If $c \in C^{P}$ and $(M, c) \models \psi_{j}^{a}$ then $c.c_{j}^{a} \in C^{P}$. In this case we say that a transition has taken place between $c$ and $c.c_{j}^{a}$, in symbols, $c \to c.c_{j}^{a}$.

So $C^{P}$ is a (possibly infinite) set of finite call sequences that is iteratively obtained by performing a ‘legal’ call (according to protocol $P$) from a ‘legal’ (according to protocol $P$) call sequence.

A path in the computation tree of $P$ is a (possibly infinite) sequence of elements of $C^{P}$, denoted by $\xi = (c_{0}, c_{1}, \ldots, c_{n}, \ldots)$, where $c_{0} = \epsilon$ and each $c_{i+1} = c_{i}.c$ for some call $c$ and $i \geq 0$.

A computation of $P$ is a maximal rooted path in the computation tree of $P$.

The above definition implies that a call sequence $c$ is a leaf of the computation tree if and only if $(M, c) \models \bigwedge_{a \in A} \bigwedge_{j = 1}^{m_{a}} \neg \psi_{j}^{a}$.

We call the formula

$$\bigwedge_{a \in A} \bigwedge_{j = 1}^{m_{a}} \neg \psi_{j}^{a}$$

the exit condition of the gossip protocol $P$.

Obviously computation trees can be infinite, though they are always finitely branching. Further, note that this semantics for gossip protocols abstracts away from some implementation details of the calls. More specifically, we assume that the caller always succeeds in his call and does not require to synchronize with the called agent. In reality, the called agent might be busy, being engaged in another call. To take care of this one could modify each call by replacing it by a ‘call protocol’ that implements the actual call using some lower level primitives. We do not elaborate further on this topic.

Let us fix some more terminology. For $c \in C^{P}$, an agent $a$ is enabled in $c$ if $(M, c) \models \bigvee_{j = 1}^{m_{a}} \psi_{j}^{a}$ and is disabled otherwise. So an agent is enabled if it can perform a call. An agent $a$ is selected in $c$ if it is the caller in the call that for some $c'$ determines the transition $c \to c'$ in $c$. Finally, a computation $\xi$ is called a fair computation if it is finite or each agent that is enabled in infinitely many sequences in $\xi$ is selected in infinitely many sequences in $\xi$.

We note in passing that various alternative definitions of fairness are possible; we just focus on one of them. An interested reader may consult [2], where several fairness definitions (for instance one focusing on actions and not on agents) for distributed programs were considered and compared.

We conclude this section by observing the following. Our definition of computation tree for protocol $P$ presupposes that guards $\psi_{j}^{a}$ are interpreted over the gossip model $M = (C^{\omega}, (\sim_{a})_{a \in A})$. This means that when evaluating guards, agents consider as possible call sequences that cannot be generated by $P$. In other words, agents do not know the protocol. To model common knowledge of the considered protocol in the gossip model one should take as the domain of the gossip model $M$ the underlying computation tree. However, the computation tree is defined by means of the underlying gossip model. To handle such a circularity an appropriate fixpoint definition is needed. We leave this topic for future work.

2.3 Correctness

We are interested in proving the correctness of gossip protocols. Assume a gossip protocol $P$ that is a parallel composition of the component programs $\psi_{m}^{\{\eta_{j} \mid j = 1, \ldots, m\}}$.

We say that $P$ is partially correct, if in short correct, if in all situations sequences $c$ that are leaves of the computation tree of $P$, for each agent $a$

$$(M, c) \models \bigwedge_{i \in A} F_{c}.B,$$

i.e., if for all situations sequences $c$ that are leaves of the computation tree of $P$, each agent is an expert in the gossip situation $c(root)$.

We say furthermore that $P$ terminates if all its computations are finite and that $P$ fairly terminates if all its fair computations are finite.

In the next section we provide examples showing that partial correctness and termination of the considered protocols can depend on the assumed mode of communication and on the number of agents. In what follows we study various gossip protocols and their correctness. We begin with the following obvious observation.

**Fact 2.7.** For each protocol $P$ the following implications ($\Rightarrow$) hold, where $T_{P}(x)$ stands for its termination and $F_{T_{P}(x)}$ for its fair termination in a communication mode $x$:

$$T_{P}(x) \Rightarrow F_{T_{P}(x)}.$$  

Protocol R3 given in Section 4 shows that none of these implications can be reversed. Moreover, it is not the case either that for each protocol $P$:

$$T_{P}(s) \Rightarrow T_{P}(push-pull),$$

$$T_{P}(s) \Rightarrow T_{P}(push-pull).$$

**Example 2.8.** Let $A = \{a, b, c\}$ and define the following expression:

$$A \subseteq C := \bigwedge_{I \in \{A, B, C\}} (F_{a}I \Rightarrow F_{c}I) \land \bigvee_{I \in \{A, B, C\}} (F_{c}I \land \neg F_{a}I)$$

Expression $B \subseteq C$ can be defined analogously. Note that we denote by $I$ the secret of agent $i$. Intuitively, $A \subseteq C$ means that agent $c$ is familiar with all the secrets that agent $a$ is familiar with, but not vice versa. So $c$ is familiar with a superset of the secrets $a$ is aware of. Further, let $Exp_{j}$ stand for $\bigwedge_{I \in \{A, B, C\}} F_{I}$. Consider now the following component programs:

- For agent $a$: $\star [K_{a}(\neg (A \subseteq C) \land \neg Exp_{a}) \rightarrow a \lor c],}$
• for agent b: $\neg(B \subset C) \land \neg\text{Exp}_b \rightarrow b \triangleright c$, 
• for agent c: $\neg[K_c (\phi_1 \land \phi_2) \rightarrow b \triangleright c]$.

First note that in our logic, $K_i (\phi_1 \land \phi_2)$ is equivalent to $K_i \phi_1 \land K_i \phi_2$.

This protocol is correct. Indeed, initially, it is not the case that c knows to be an expert, hence the guard of c is false. Likewise, the guards of a and b are true; a for instance knows that c is not familiar with more secrets than a, and that a is not familiar with all secrets. So initially both a or b are enabled. If the first call is granted to a, this agent will call c, yielding the situation $A.B.A.C$. Note that now, the guard of a is false (from a’s perspective, c may now well be familiar with all secrets), the guard of b is true, and the guard of c is still false. So now only b is enabled, which yields the situation $A.B.ABC$.

At this stage, only agent c is enabled and after he calls both a and b all guards become false.

Moreover, this protocol terminates. Indeed, the only computations are the ones in which first the calls $a \triangleright c$ and $b \triangleright c$ take place, in any order, followed by the calls $c \triangleright a$ and $c \triangleright b$, also performed in any order. However, if we use the push-pull mode instead of push, the call $ac$ can be indefinitely repeated, so the protocol does not terminate. □

3. TWO SYMMETRIC PROTOCOLS

In this section we consider protocols for the case when the agents form a complete graph. We study two protocols. We present them first for the communication mode push-pull. (Partial) correctness of the considered protocols does not depend on the assumed mode of communication.

Learn new secrets protocol (LNS).

Consider the following program for agent $i$:

$\ast [[\neg F_i J \rightarrow (i, j)]]$.

Informally, agent $i$ calls agent $j$ if $i$ is not familiar with $j$’s secret. Note that the guards of this protocol do not use the epistemic operator $K_i$, but they are equivalent to the ones that do, as $\neg F_i J$ is equivalent to $K_i \neg F_i J$.

This protocol was introduced in [3] and studied with respect to the push-pull mode, assuming asynchronous communication. As noted there this protocol is clearly correct. Also, it always terminates since after each call $(i, j)$ the size of $\{(i, j) \in A \times A \mid \neg F_i J\}$ decreases. The same argument shows termination if the communication mode is pull.

However, if the communication mode is push, the protocol may fail to terminate, even fairly. To see it fix an agent $j$ and consider the calls $i \triangleright j$, where $i$ ranges over $A \setminus \{j\}$, arbitrarily ordered. Denote this sequence by $c$. Consider now an infinite sequence of calls resulting from repeating $c$ indefinitely. It is straightforward to check that such a sequence corresponds to a possible computation. Indeed, in this sequence agent $j$ never calls and hence never learns any new secret. So for each $i \neq j$ the formula $\neg K_i F_j I$ remains true and hence each agent $i \neq j$ remains enabled. Moreover, after the calls from $c$ took place agent $j$ is not anymore enabled. Hence the resulting infinite computation is fair.

When there are $n \geq 4$ agents, the extreme cases in terms of the lengths of possible call sequences are the same as in the case of the LNS protocol. Indeed, let $A = \{a, b, c, d, i_1, \ldots, i_{n-4}\}$ be the set of agents. Then the sequence of (1) corresponds to a terminating computation. Further, this protocol can generate computations in which $2^{n-2}$ calls are made. The argument is the same as for the LNS protocol.

4. PROTOCOLS OVER DIRECTED RINGS

In this section we consider the case when the agents are arranged in a directed ring, where $n \geq 3$. For convenience we take the set of agents to be $\{1, 2, \ldots, n\}$. Let $i \oplus 1$ and $i \ominus 1$ denote respectively the successor and predecessor of agent $i$. That is, for $i \in \{1, \ldots, n-1\}$, $i \oplus 1 = i + 1$, $n \oplus 1 = 1$, for $i \in \{2, \ldots, n\}$, $i \ominus 1 = i - 1$, and $1 \ominus 1 = n$. For $k > 1$ we define $i \oplus k$ and $i \ominus k$ by induction in the expected way. Again, when reasoning about the protocols we denote the secret of agent $i \in \{1, \ldots, n\}$ by

## Other longest sequences are obviously possible, for instance: 12, 13, ..., 1n, 23, 24, ..., 2n, 34, 35, ..., 3n, ..., (n−1)n.##
I. We consider four different protocols and study them with respect to their correctness and (fair) termination.

In this set up, a call sequence over a directed ring is a (possibly infinite) sequence of calls, all being of the same communication mode, and all involving an agent \( i \) and \( i \oplus 1 \). As before, we use \( c \) to denote such a call sequence and \( C_{DR} \) to denote the set of all call sequences over a directed ring.

In this section, unless stated otherwise, by a call sequence we mean a sequence over a directed ring. The set of all such finite call sequences is denoted \( C_{DR}^{<\omega} \). A gossip model for a directed ring is a tuple \( M_{DR} = (C_{DR}^{<\omega}, \{\sim_a\}_{a \in A}) \), where each \( \sim_a \subseteq C_{DR}^{<\omega} \times C_{DR}^{<\omega} \) is as in Definition 2.4. The truth definition is as before, and the notion of a computation tree for directed rings \( C_{DR}^{<\omega} \subseteq C_{DR}^{<\omega} \) of a ring protocol \( P \) is analogous to the notion defined before. Note that by restricting the domain in \( M_{DR} \) to \( C_{DR}^{<\omega} \), the ring network—and hence who is the successor of whom—becomes common knowledge.

When presenting the protocols we use the fact that \( F_i J \) is equivalent to \( K_i F_i J \).

**Ring protocol R1.**

Consider first a gossip protocol with the following program for \( i \):

\[
*(\bigwedge_{j=1}^{n} (F_i J \land K_i \neg F_{i \oplus 1} J) \rightarrow i \circ i \oplus 1],
\]

where \( \circ \) denotes the mode of communication, so \( \circ, < \) or push-pull.

Informally, agent \( i \) calls his successor, agent \( i \oplus 1 \), if \( i \) is familiar with some secret and he knows that his successor is not familiar with it.

**Proposition 4.1.** Let \( \circ = < \). Protocol R1 terminates and is correct.

Termination and correctness do not both hold for the other communication modes. Consider first the pull communication mode, i.e., \( \circ = > \). Then the protocol does not always terminate. Indeed, each call \( i < i \oplus 1 \) can be repeated. Next, consider the push-pull communication mode. We show that then the protocol is not correct. Indeed, take

\[ c = (1, 2), (2, 3), \ldots, (n-1, n). \]

We claim that after the sequence of calls \( c \) the exit condition of the protocol is true. To this end we consider each agent in turn.

After each agent \( i \), where \( i \neq n \) is familiar the secrets of the agents \( 1, 2, \ldots, i + 1 \). Moreover, because of the call \( (i, i + 1) \) agent \( i \) knows that agent \( i + 1 \) is familiar with these secrets. So the exit condition of agent \( i \) is true.

To deal with agent \( n \) note that \( c \sim_n c, (n-2, n-1), (n-3, n-2), \ldots, (2, 3), (1, 2) \). After the latter call sequence agent 1 becomes an expert. So after \( c \) agent \( n \) cannot know that agent 1 is not familiar with some secret. Consequently, after \( c \) the exit condition of agent \( n \) is true, as well. However, after \( c \) agent 1 is not an expert, so the protocol is indeed not correct.

In what follows we initially present the protocols assuming the push-pull mode of communication.

**Ring protocol R2.**

Consider now a gossip protocol with the following program for agent \( i \):

\[
*(\neg K_i F_{i \oplus 1} I \circ 1 \rightarrow (i, i \oplus 1)],
\]

where (recall) \( I \circ 1 \) denotes the secret of agent \( i \oplus 1 \). Informally, agent \( i \) calls his successor, agent \( i \oplus 1 \), if \( i \) does not know that his successor is familiar with the secret of \( i \)'s predecessor, i.e., agent \( i \oplus 1 \).

**Proposition 4.2.** If \( |A| \in \{3, 4\} \) then protocol R2 is correct.

However, this protocol is not correct for five or more agents. To see it consider the sequence of calls

\[ (1, 2), (2, 3), \ldots, (n-1, n), (n, 1), (1, 2) \]

where \( n \geq 5 \). After it the exit condition of the protocol is true. However, agent 3 is not familiar with the secret of agent 5.

Note that the same argument shows that the protocol in which we use \( \neg K_i F_{i \oplus 1} I \circ 1 \) instead of \( \neg K_i F_{i \oplus 1} I \circ 1 \) is incorrect, as well.

Moreover, this protocol does not always terminate. Indeed, one possible computation consists of an agent \( i \) repeatedly calling his successor \( i \oplus 1 \).

**Ring protocol R3.**

Next, consider the following modification of protocol R2 in which we use the following program for agent \( i \):

\[
*(\bigwedge_{j=1}^{n} (F_i J) \lor \neg K_i F_{i \oplus 1} I \circ 1 \rightarrow (i, i \oplus 1)].
\]

Informally, agent \( i \) calls his successor, agent \( i \oplus 1 \), if \( i \) is not familiar with all the secrets or \( i \) does not know that his successor is familiar with the secret of his predecessor, agent \( i \oplus 1 \).

This gossip protocol is obviously correct thanks to the fact that \( \wedge_{j=1}^{n} \wedge_{j=1}^{n} F_i J \) is part of the exit condition. However, it does not always terminate for the same reason as the previous one.

On the other hand, the following holds.

**Proposition 4.3.** Protocol R3 is correct.

The same conclusions concerning non termination and fair termination can be drawn for the push and the pull modes of communication. Indeed, for push it suffices to consider the sequence of calls \( i \circ i \oplus 1, i \oplus 1 \circ i \oplus 2, \ldots, i \oplus 1 \circ i \) after which agent \( i \oplus 1 \) becomes disabled, and for pull the sequence of calls \( i \circ i \oplus 1, i \oplus 1 \circ i, \ldots, i \circ 2 \circ i \circ 3 \) after which agent \( i \oplus 2 \) becomes disabled.

**Ring protocol R4.**

Finally, we consider a protocol that is both correct and terminates for the push-pull mode. Consider the following program for \( i \):

\[
*(\bigwedge_{j=1}^{n} (F_i J \land \neg K_i F_{i \oplus 1} J) \rightarrow (i, i \oplus 1)].
\]

Informally, agent \( i \) calls his successor, agent \( i \oplus 1 \), if \( i \) is familiar with some secret and he does not know whether his successor is familiar with it. Note the similarity with protocol R1.
Table 1: Summary of termination results.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>T</th>
<th>FT</th>
<th>T for ⊥</th>
<th>FT for ⊥</th>
<th>T for ⊥</th>
<th>FT for ⊥</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNS</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>HMS</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>R3</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>R4</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

PROPOSITION 4.4. Protocol R4 terminates and is correct.

If the communication mode is push, then the termination argument remains valid, since after the call $i ⊥ 1$ agent $i ⊥ 1$ still learns all the secrets that agent $i$ is familiar with and hence the above set $\{ (i, j) | \neg K_i F_0 \} J$ decreases.

If the communication mode is pull, then the protocol may fail to terminate, because after the first call $i ⊥ 1$ agent $i ⊥ 1$ does not learn the secret of agent $i$ and consequently the call can be repeated. However, the situation changes when fairness is assumed.

PROPOSITION 4.5. For the pull communication mode protocol R4 fairly terminates.

Table 1 summarizes the termination properties of the protocols considered in the paper.

5. CONCLUSIONS

The aim of this paper was to introduce distributed gossip protocols, to set up a formal framework to reason about them, and to illustrate it by means of an analysis of selected protocols.

Our results open up several avenues for further research. First, our correctness arguments were given in plain English with occasional references to epistemic tautologies, such as $K_i \phi \rightarrow \phi$, but it should be possible to formalize them in a customized epistemic logic. Such a logic should have a protocol independent component that would consist of the customary $S_5$ axioms and a protocol dependent component that would provide axioms that depend on the mode of communication and the protocol in question. An example of such an axiom is the formula $K_i F_0 I \oplus 1 \rightarrow F I \oplus 1$ that we used when reasoning about protocol R2. To prove the validity of the latter axioms one would need to develop a proof system that allows us to compute the effect of the calls, much like the computation of the strongest postconditions in Hoare logics. Once such a logic is provided the next step will be to study formally its properties, including decidability. Then we could clarify whether the provided correctness proofs could be carried out automatically.

Second, generalizing further the ideas we introduced by considering directed rings, gossip protocols could be studied in interface with network theory (see [13] for a textbook presentation). Calls can be assumed to be constrained by a network, much like in the literature on ‘centralized’ gossip (cf. [10]) or even have probabilistic results (i.e., secrets are passed with given probabilities). More complex properties of gossip protocols could then be studied involving higher-order knowledge or forms of group knowledge among neighbors (e.g., “it is common knowledge among a and her neighbors that they are all experts”), or their stochastic behavior (e.g., “at some point in the future all agents are experts with probability $p$”).

Third, it will be interesting to analyze the protocols for the types of calls considered in [3]. They presuppose some form of knowledge that a call took place (for instance that given a call between $a$ and $b$ each agent $c \neq a, b$ noted the call but did not learn its content). Another option is to consider multicasting (calling several agents at the same time).

Finally, many assumptions of the current setup could be lifted. Different initial and final situations could be considered, for instance common knowledge of protocols could be assumed, or common knowledge of the familiarity of all agents with all the secrets upon termination could be required. Finally, to make the protocols more efficient passing of tokens could be allowed instead of just the transmission of secrets by means of calls.
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Further, the implication $K_i F_{i\oplus 1} I \ominus 1 \rightarrow F_i I \ominus 1$ is true in every node of the computation tree (remember, the agents are positioned on a directed ring). If $n = 3$, this proves that $\bigwedge_{i=1}^n F_i J$ is true.

If $n = 4$, we note that $K_i F_{i\oplus 1} I \ominus 1$ implies that agent $i \oplus 1$ learned $I \ominus 1$ through a call of agent $i$ and hence the implication $K_i F_{i\oplus 1} I \ominus 1 \rightarrow F_i J \ominus 1$ is true in every node of the computation tree, as well (remember that the mode is push-pull). We conclude that $\bigwedge_{i=1}^n F_i J$ is true. □

**Proof of Proposition 4.3.** First, note that the following three statements are equivalent for each node $c$ of an arbitrary computation $\xi$ and each agent $i$:

- $i$ is disabled at $c$,
- $(M_{DR}, c) \models (\bigwedge_{i=1}^n F_i J)$ and $K_i F_{i\oplus 1} I \ominus 1$,
- a sequence of calls $(i \oplus 2, i \oplus 3), (i \oplus 3, i \oplus 4), \ldots, (i, i \oplus 1)$ (possibly interspersed with other calls) has taken place in $\xi$ before $c$.

Suppose now towards a contradiction that an infinite fair computation $\xi$ exists. We proceed by case distinction.

**Case 1** Some agent becomes disabled in $\xi$.

We claim that if an agent $i$ becomes disabled in $\xi$, then also agent $i \oplus 1$ becomes disabled in $\xi$. Indeed, otherwise by fairness at some point in $\xi$ after which $i \oplus 1$ becomes disabled, agent $i \oplus 1$ calls his successor, $i \oplus 2$, and by the above sequence of equivalences in turn becomes disabled.

We conclude by induction that at some point in $\xi$ all agents become disabled and hence $\xi$ terminates, which yields a contradiction.

**Case 2** No agent becomes disabled in $\xi$.

By fairness each agent calls in $\xi$ infinitely often his successor. So for every agent $i$ there exists in $\xi$ the sequence of calls $(i \oplus 2, i \oplus 3), (i \oplus 3, i \oplus 4), \ldots, (i, i \oplus 1)$ (possibly interspersed with other calls). By the above sequence of equivalences after this sequence of calls agent $i$ becomes disabled, which yields a contradiction. □

**Proof of Proposition 4.4.**

**Termination** It suffices to note that after each call $(i, i \oplus 1)$ the size of the set 

$$\{(i, j) \in A \times A \mid -K_i F_{i\oplus 1} J\}$$

decreases.

**Correctness** Consider a leaf of the computation tree. Then the exit condition

$$\bigwedge_{i=1}^n \bigwedge_{j=1}^n (\neg F_i J \lor \neg K_i F_{i\oplus 1} J)$$

is true. As in the case of protocol R1 we prove that it implies each $F_i J$ is true by induction on the pairs $(i, j)$, where $i, j \in \{1, \ldots, n\}$, ordered as follows:

$$\{(1, 1), (2, 1), \ldots, (n, 1), (2, 2), (3, 2), \ldots, (1, 2), \ldots, (n, n), (1, n), \ldots, (n - 1, n)\}$$

So the $n$th row lists the pairs $(i, j)$ with $j \in \{1, \ldots, n\}$ ranging clockwise, starting at 1.

Take a pair $(i, j)$. If $i = j$, then $F_i J$ is true by assumption. If $i \neq j$, then consider the pair that precedes it in the above ordering. It is then of the form $(i_1, j)$, where $i = i_1 \oplus 1$. By the induction hypothesis $F_{i_1} J$ is true, so by the exit condition $\neg K_{i_1} F_{i_1} J$ is true.

Suppose now towards a contradiction that $\neg F_{i_1 \oplus 1} J$ is true. Then $i_1 \oplus 1 \neq j$. Hence by virtue of the considered communication mode and Definition 2.4 it follows that agent $i_1$ knows that $\neg F_{i_1 \oplus 1} J$ is true since the only way for $i_1 \oplus 1$ to become familiar with $J$ is by means of a call from $i$. So $K_{i_1} F_{i_1} J$ is true. This yields a contradiction. Hence $F_i J$ is true.

So we showed, as desired, that $\bigwedge_{i=1}^n \bigwedge_{j=1}^n F_i J$ is true in the considered leaf. □

**Proof of Proposition 4.2.** To start with, $\bigwedge_{i=1}^n F_i I$ is true in every node of the computation tree. Suppose the exit condition $\bigwedge_{i=1}^n K_i F_{i\oplus 1} I \ominus 1$ is true at a node of the computation tree (in short, true). It implies that $\bigwedge_{i=1}^n F_{i\oplus 1} I \ominus 1$ is true. Fix $i \in \{1, \ldots, n\}$. By the above $F_i I \ominus 2$ is true.
Proof of Proposition 4.5. Consider the following sequence of statements:

(i) $i$ is disabled at $c$,
(ii) $(\mathcal{M}_{DR}, c) \models \bigwedge_{j=1}^{n}(F_i J \rightarrow K_i F_{i \oplus 1} J)$,
(iii) $(\mathcal{M}_{DR}, c) \models K_i F_{i \oplus 1}$,
(iv) a sequence of calls $i \ominus 1 \trianglelefteq i, i \ominus 2 \trianglelefteq i, \ldots, i \ominus 1 \trianglelefteq 1$ (possibly interspersed with other calls) has taken place in $\xi$ before $c$.

It is easy to verify that these statements are logically related in the following way:

(i) $\Leftrightarrow$ (ii) $\Rightarrow$ (iii) $\Rightarrow$ (iv) $\Rightarrow$ (ii)

for each node $c$ of an arbitrary computation $\xi$ and each agent $i$. They are therefore equivalent. Suppose now towards a contradiction that an infinite fair computation $\xi$ exists. As in the proof of Proposition 4.3 we proceed by case distinction.

**Case 1** Some agent becomes disabled in $\xi$.

We claim that if an agent $i$ becomes disabled in $\xi$, then also $i \ominus 1$ becomes disabled in $\xi$. Indeed, otherwise by fairness at some point in $\xi$ after which $j$ becomes disabled, agent $i \ominus 1$ calls his successor, $i$, and by the above sequence of equivalences in turn becomes disabled.

We conclude by induction that at some point in $\xi$ all agents become disabled and hence $\xi$ terminates, which yields a contradiction.

**Case 2** No agent becomes disabled in $\xi$.

By fairness each agent calls in $\xi$ infinitely often his successor. So for every agent $i$ there exists in $\xi$ a sequence of calls $i \ominus 1 \trianglelefteq i, i \ominus 2 \trianglelefteq i, \ldots, i \ominus 1 \trianglelefteq 1$ (possibly interspersed with other calls). By the above sequence of equivalences, after this sequence of calls agent $i$ becomes disabled, which yields a contradiction. $\square$
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ABSTRACT
We study natural strategic games on directed graphs, which capture the idea of coordination in the absence of globally common strategies. We show that these games do not need to have a pure Nash equilibrium and that the problem of determining their existence is NP-complete. The same holds for strong equilibria. We also exhibit some classes of games for which strong equilibria exist and prove that a strong equilibrium can then be found in linear time.

1. INTRODUCTION
In this paper we study a simple and natural class of strategic games. Assume a finite directed graph. Suppose that each node selects a colour from a private set of colours available for it. The payoff to a node is the number of (in)neighbours who chose the same colour.

These games are typical examples of coordination games. Recall that the idea behind coordination in strategic games is that players are rewarded for choosing common strategies. The games we study here are specific coordination games in the absence of globally common strategies.

Recently, we studied in [2], and more fully in [3], a very similar class of games in which the graphs were assumed to be undirected. However, the transition from undirected to directed graphs drastically changes the status of the games. For instance, for the case of directed graphs Nash equilibria do not need to exist, while they always exist when the graph is undirected. Consequently, in [2] and [3] we focused on the problem of existence of strong equilibria. We also argued there that such games are of relevance for the cluster analysis, the task of which is to partition in a meaningful way the nodes of a graph. The same applies here. Indeed, once the strategies are possible cluster names, a Nash equilibrium naturally corresponds to a ‘satisfactory’ clustering of the underlying graph.

The above two classes of games are also similar in that both are special cases of a number of well-studied types of games. One of them are polymatrix games introduced in [10]. In these games the payoff for each player is the sum of the payoffs from the individual two player games he plays with each other player separately. Another are graphical games introduced in [11]. In these games the payoff of each player depends only on the strategies of its neighbours in a given in advance graph structure over the set of players.

In addition both classes of games satisfy the positive population monotonicity (PPM) property introduced in [12] that states that the payoff of each player weakly increases if another player switches to his strategy. Coordination games on graphs are examples of games on networks, a vast research area recently surveyed in [9]. Other related references can be found in [3].

1.1 Plan of the paper and the results
In the next section we introduce preliminary definitions, following [3]. We define the coordination games on directed graphs in Section 3. In Section 4 we exhibit a number of cases when a strong equilibrium exists. Next, in Section 5 we study complexity of the problem of existence of Nash and strong equilibria and the problem of determining the complexity of finding a strong equilibrium in a natural case when it is known to exist. Finally, in Section 6 we discuss future directions.

The main results are as follows. If the underlying graph is a DAG, is complete or is such that every strongly connected component (SCC) is a simple cycle, then strong equilibria always exist and they can always be reached from any initial joint strategy by a sequence of coalitional improvement steps. The same is the case when only two colours are used.

In general Nash equilibria do not need to exist and the problem of determining their existence is NP-complete. The same is the case for strong equilibria. We also show that when every SCC is a simple cycle, then strong equilibrium can always be found in linear time.

2. PRELIMINARIES
A strategic game $G = (S_1, S_n, p_1, \ldots, p_n)$ with $n \geq 1$ players, consists of a non-empty set $S_i$ of strategies and a payoff function $p_i : S_1 \times \cdots \times S_n \to \mathbb{R}$ for each player $i$. We denote $S_1 \times \cdots \times S_n$ by $S$, call each element $s \in S$ a joint strategy and abbreviate the sequence $(s_j)_{j \in S}$ to $s$. Occasionally we write $(s_i, s_{-i})$ instead of $s$. We call a strategy $s_i$ of player $i$ a best response to a joint strategy $s_{-i}$ of his opponents if for all $s'_i \in S_i$, $p_i(s_i, s_{-i}) \geq p_i(s'_i, s_{-i})$.

Fix a strategic game $G$. We say that $G$ satisfies the positive population monotonicity (PPM) if for all joint strategies $s$ and players $i, j$, $p_i(s) \leq p_i(s, s_{-i})$. (Note that $(s, s_{-j})$ refers to the joint strategy in which player $j$ chooses $s_{-j}$.) So if more players (here just player $j$) choose player $i$’s strategy and the remaining players do not change their strategies, then $i$’s payoff weakly increases.

We call a non-empty subset $K := \{k_1, \ldots, k_m\}$ of the set of players $N := \{1, \ldots, n\}$ a coalition. Given a joint strategy $s$ we abbreviate the sequence $(s_{k_1}, \ldots, s_{k_m})$ of strategies to $s_K$ and $S_{k_1} \times \cdots \times S_{k_m}$ to $S_K$. We also write $(s_K, s_{-K})$ instead of $s$. If there is a strategy $x$ such that $s_i = x$ for all players $i \in K$, we also write $(x_K, s_{-K})$ for $s$. 
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Given two joint strategies \( s' \) and \( s \) and a coalition \( K \), we say that \( s' \) is a deviation of the players in \( K \) from \( s \) if \( K = \{ i \in N \mid s_i \neq s'_i \} \). We denote this by \( s \rightarrow^K s' \). If in addition \( p_i(s') > p_i(s) \) holds for all \( i \in K \), we say that the deviation \( s' \) from \( s \) is profitable. Further, we say that the players in \( K \) can profitably deviate from \( s \) if there exists a profitable deviation of these players from \( s \).

Next, we call a joint strategy \( s \) a \( k \)-equilibrium, where \( k \in \{1, \ldots, n\} \), if no coalition of at most \( k \) players can profitably deviate from \( s \). Using this definition, a Nash equilibrium is a 1-equilibrium and a strong equilibrium, see [5], is an \( n \)-equilibrium.

Given a joint strategy \( s \), we call the sum
\[
SW(s) = \sum_{i \in N} p_i(s)
\]
the social welfare of \( s \).

A coalitional improvement path, in short a c-improvement path, is a maximal sequence \( \rho = (s^1, s^2, \ldots) \) of joint strategies such that for every \( k > 1 \) there is a coalition \( K \) such that \( s^k \) is a profitable deviation of the players in \( K \) from \( s^{k-1} \). If \( \rho \) is finite then by last(\( \rho \)) we denote the last element of the sequence. Clearly, if a c-improvement path is finite, its last element is a strong equilibrium. We say that \( G \) has the finite c-improvement property (c-FIP) if every c-improvement path is finite. Further, we say that the function \( P : S \rightarrow A \), where \( A \) is a set, is a generalized ordinal c-potential, also called generalized strong potential, see [7, 8], for \( G \) if for some strict partial ordering \( (P(S), \succ) \) the fact that \( s' \) is a profitable deviation of the players in some coalition from \( s \) implies that \( P(s') \succ P(s) \).

If a finite game admits a generalized ordinal c-potential then it has the c-FIP. The converse also holds, see, e.g., [3]. We say that \( G \) is c-weakly acyclic if for every joint strategy there exists a finite c-improvement path that starts at it. Note that games that have the c-FIP or are c-weakly acyclic game have a strong equilibrium.

We call a c-improvement path an improvement path if each deviating coalition consists of one player. The notions of a game having the FIP or being weakly acyclic, see [15, 13], are then defined by referring to improvement paths instead of c-improvement paths.

## 3. COORDINATION GAMES ON DIRECTED GRAPHS

We now introduce the class of games we are interested in. Fix a finite set of colours \( M \) and a weighted directed graph \((G, w)\) without self loops in which each edge \( e \) has a non-negative weight \( w_e \) associated with it. We say that a node \( j \) is a neighbour of the node \( i \) if there is an edge \( j \rightarrow i \) in \( G \). Let \( N_i \) denote the set of all neighbours of node \( i \) in the graph \( G \). By a colour assignment we mean a function that assigns to each node of \( G \) a finite non-empty set of colours. For technical reasons we also introduce the concept of a bonus, which is a function \( \beta \) that to each node \( i \) and a colour \( c \) assigns a natural number \( \beta(i,c) \). (We allow zero as a natural number.)

Given a weighted graph \((G, w)\), a colour assignment \( A \) and a bonus function \( \beta \) we define a strategic game \( G(G, w, A, \beta) \) as follows:

- the set of strategies of player (node) \( i \) is the set of colours \( A(i) \); we refer to the strategies as colours and to joint strategies as colourings,
- each payoff function is defined by
\[
p_i(s) = \sum_{j \in N_i, s_j = s_i} w_{j \rightarrow i} + \beta(i, s_i).
\]

So each node simultaneously chooses a colour and the pay-off to the node is the sum of the weights of the edges from its neighbours that chose its colour augmented by the bonus to the node from choosing the colour. We call these games coordination games on directed graphs, from now on just coordination games. Because weights are non-negative each coordination game satisfies the PPM.

In the paper we mostly consider the case when all weights are 1 and all bonuses are 0. Then each payoff function is simply defined by
\[
p_i(s) := |\{j \in N_i \mid s_i = s_j\}|.
\]

**Example 1.** Consider the directed graph and the colour assignment depicted in Figure 1.

![Figure 1: A directed graph with a colour assignment.](image)

Take the joint strategy \( s \) that consists of the underlined strategies. Then the payoffs are as follows:

- 0 for the nodes 1, 7, 8 and 9,
- 1 for the nodes 2, 4, 5, 6,
- 2 for the node 3.

Note that the above joint strategy is not a Nash equilibrium. For example, node 1 can profitably deviate to colour \( a \). \( \square \)

In what follows we study the problem of existence of Nash equilibria or strong equilibria in coordination games.

Finally, given a directed graph \( G \) and a set of nodes \( K \), we denote by \( G[K] \) the subgraph of \( G \) induced by \( K \).
Theorem 2. Every coordination game whose underlying graph is a DAG has the c-FIP and a fortiori a strong equilibrium. Further, each Nash equilibrium is a strong equilibrium.

Proof. Given a DAG $G := (V, E)$, where $V = \{1, \ldots, n\}$, we fix a permutation $\pi$ of $1, \ldots, n$ such that for all $i, j \in V$ if $i < j$, then $(\pi(i) \rightarrow \pi(j)) \notin E$. So if $i < j$, then the payoff of the node $\pi(i)$ does not depend on the strategy selected by the node $\pi(j)$.

Then given a coordination game whose underlying directed graph is the DAG $G$ we associate with each joint strategy $s$ the sequence $p_{\pi(i)}(s) \ldots p_{\pi(n)}(s)$ that we abbreviate to $p_x(s)$. We now claim that $p_x(s)$ is a generalized ordinal c-potential when we take for the partial ordering $\triangleright$ on $p_x(S)$ the lexicographic ordering $\triangleright_{lex}$ on the sequences of reals.

Suppose that some coalition $K$ profitably deviates from the joint strategy $s$ to $s'$. Choose the smallest $j$ such that $\pi(j) \in K$. Then $p_{\pi(j)}(s') > p_{\pi(j)}(s)$ and by (1) $p_{\pi(j)}(s') = p_{\pi(i)}(s)$ for $i < j$. This implies that $p_x(s') >_{lex} p_x(s)$, as desired. Hence the game has the c-FIP.

To prove the second claim, take a Nash equilibrium $s$ and suppose it is not a strong equilibrium. Then some coalition $K$ can profitably deviate from $s$ to $s'$. Choose the smallest $j$ such that $\pi(j) \in K$. Then $p_{\pi(j)}(s') > p_{\pi(j)}(s)$ and by (1) the payoff of $\pi(j)$ does not depend on the strategies selected by the other members of the coalition $K$. Hence $p_{\pi(j)}(s') = p_{\pi(j)}(s_{\pi(j)}, s_{\pi(i)})$, which contradicts the assumption that $s$ is a Nash equilibrium.

The next result deals with a class of coordination games introduced in [3]. Given the set of colours $M$, we say that a directed graph $G$ is colour complete (with respect to a colour assignment $A$) if for every colour $x \in M$ each component of $G[V_x]$ is complete, where $V_x = \{i \in V \mid x \in A_i\}$.

In particular, every complete graph is colour complete.

Theorem 3. Every coordination game on a colour complete directed graph has the c-FIP and a fortiori a strong equilibrium.

Proof. In [3] it is proved that every uniform game has the c-FIP, where we call a coordination game on a directed graph $G$ uniform if for every joint strategy $s$ and for every edge $i \rightarrow j \in E$ it holds: if $s_i = s_j$ then $p_i(s) = p_j(s)$. (In [3] only undirected graphs are considered, but the proof remains valid without any change.) Clearly every coordination game on a colour complete directed graph is uniform.

It is difficult to come up with other classes of directed graphs for which the coordination game has the c-FIP. Indeed, consider the following example.

Example 4. Consider a coordination game on a simple cycle $1 \rightarrow 2 \rightarrow \ldots \rightarrow n \rightarrow 1$, where $n \geq 3$ and such that the nodes share at least two colours, say $a$ and $b$. Take the initial colouring $(a, b, \ldots, b)$. Then both $(a, b, b, \ldots, b), (a, a, b, \ldots, b)$ and $(g, a, b, \ldots, b), (b, a, b, \ldots, b)$ are profitable deviations. (To increase readability we underlined the strategies that were modified.) After these two steps we obtain a colouring that is a rotation of the first one. Iterating we obtain an infinite improvement path.

Hence the coordination game does not have the FIP and a fortiori the c-FIP.

However, a weaker result holds, which, for reasons that will soon become clear, we prove for a larger class of games.

Theorem 5. Every coordination game with bonuses on a simple cycle is c-weakly acyclic, so a fortiori has a strong equilibrium.

To prove it, we first establish a weaker claim.

Lemma 6. Every coordination game with bonuses on a simple cycle is weakly acyclic.

Proof. To fix the notation, suppose that the considered graph is $1 \rightarrow 2 \rightarrow \ldots \rightarrow n \rightarrow 1$. Below for $i \in \{2, \ldots, n\}$, $i \oplus 1 = i - 1$, and $1 \oplus 1 = n$.

Let $MA(i)$ be the set of available colours to player $i$ with the maximal bonus, i.e., $MA(i) = \{c \in A(i) \mid \beta(i, c) = \max_{d \in A(i)} \beta(i, d)\}$. Let $BR(i, s_{-i}) = \{c \in MA(i) \mid c$ is a best response of player $i$ to $s_{-i}\}$ be the set of best responses among the colours with the highest only. The set $BR(i, s_{-i})$ is never empty because of the game structure and the fact that bonuses are natural numbers. Indeed, if $s_{\oplus 1} \in MA(i)$, then $BR(i, s_{-i}) = \{s_{\oplus 1}\}$ and otherwise $BR(i, s_{-i})$ is a non-empty subset of $MA(i)$.

Below we stipulate that whenever a player $i$ updates in a joint strategy $s$ his strategy to a best response to $s_{-i}$, he always selects a strategy from $BR(i, s_{-i})$.

Consider an initial joint strategy $s$. We construct a finite improvement path that starts with $s$ as follows.

Phase 1. We proceed around the cycle and consider the players $1, 2, \ldots, n - 1$ in that order. For each player in turn, if his current strategy is not a best response, we update it to a best response respecting the above proviso. When this phase ends the current strategy of each of the players $1, 2, \ldots, n - 1$ is a best response.

If at this moment the current strategy of player $n$ is also a best response, the current joint strategy $s'$ is a Nash equilibrium and the path is constructed. Otherwise we move to the next phase.

Phase 2. We repeat the same process as in Phase 1, but starting with $s'$ and player $n$ and proceeding at most $n$ steps. From now on at each step at least $n - 1$ players have a best response strategy. So if at a certain moment the current strategy of the considered player is a best response, the current joint strategy is a Nash equilibrium and the path is constructed. Otherwise, after $n$ steps, we move to the final phase.

Phase 3. We repeat the same process as in Phase 2. Now in the initial joint strategy each player $i$ has a strategy from $MA(i)$. Because of the definition of $BR(i, s_{-i})$ each player can improve his payoff only if he switches to the strategy selected by his predecessor. So after at most $n$ steps this phase terminates and we obtain a Nash equilibrium.

By Lemma 6 every coordination game on a simple cycle has a Nash equilibrium. However, not every Nash equilibrium is then a strong equilibrium.

Example 7. Consider the directed graph depicted in Figure 2, together with the sets of colours associated with the nodes.

Clearly $(a, b)$ is a Nash equilibrium. However, it is not a strong equilibrium since the coalition $\{1, 2\}$ can profitably deviate to $(c, c)$, which is a strong equilibrium.
On the other hand, the following observation holds.

**Lemma 8.** Consider a coordination game with bonuses on a simple cycle with $n$ nodes. Then every Nash equilibrium is a $k$-equilibrium for all $k \in \{1, \ldots, n-1\}$.

**Proof.** Take a Nash equilibrium $s$. It suffices to prove that it is an $(n-1)$-equilibrium. Suppose otherwise. Then for some coalition $K$ of size $\leq n-1$ and a joint strategy $s'$, $s' \rightarrow s$ is a profitable deviation.

Assume $k \cup 1 = k-1$ if $k > 1$ and $1 \cup 1 = n$. Take some $i \in K$ such that $i \not\in K$. We have $p_i(s') > p_i(s)$. Also $p_i(s', s_{-i}) = p_i(s')$, since $s_{i(1)} = s_{i(1)}$. So $p_i(s', s_{-i}) > p_i(s)$, which contradicts the fact that $s$ is a Nash equilibrium. \hfill \□

**Proof of Theorem 5.** Take a joint strategy $s$. By Lemma 6 a finite improvement path starts at $s$ and ends in a Nash equilibrium $s'$. By Lemma 8 $s'$ is an $(n-1)$-equilibrium. If $s'$ is not a strong equilibrium, then a profitable deviation $s'' \rightarrow s'$ exists, where, recall, $N$ is the set of all players. Because of the structure of the social welfare along each c-improvement path weakly increases, while in the last step the social welfare strictly increases. So $SW(s') > SW(s)$.

If $s''$ is not a strong equilibrium, we repeat the above procedure starting with $s''$. Since each time the social welfare strictly increases, eventually this process stops and we obtain a finite c-improvement path. \hfill \□

Using Theorem 5, we now show that every coordination game in which all strongly connected components are simple cycles is $c$-weakly acyclic. We first introduce some notations and make use of the following well-known decomposition result.

**Theorem 9** ([6], Page 92). Every directed graph is a directed acyclic graph (DAG) of its strongly connected components (SCCs).

**Proof.** Consider a directed graph $G = (V, E)$ on $n$ vertices. For a vertex $v$, the in-degree is $\deg^+ = |\{e \in E : e = (e, v)\}|$, the out-degree is $\deg^- = |\{e \in E : e = (v, w)\}|$, and the total degree is $\deg = \deg^+ + \deg^-$. A vertex is called a source if $\deg^- > 0$ and a sink if $\deg^+ > 0$.

Theorem 10. Every coordination game on a directed graph $G$ in which all strongly connected components of $G$ are simple cycles is $c$-weakly acyclic and a fortiori has a strong equilibrium.

**Proof.** Consider a coordination game $G$ on a graph $G = (V, E)$ where all SCCs are simple cycles. Let $D = (V_D, E_D)$ be the corresponding DAG with $\deg^+ = m$. Since all SCCs in $G$ are simple cycles, it follows that for all $v \in V_D$, either $g^{-1}(v) = \{i\}$ or $g^{-1}(v) = X \subseteq V$ such that the induced graph on $X$ forms a simple cycle in $G$.

Let $v \in V_D$ such that the induced graph on $g^{-1}(v)$ forms a simple cycle in $G$. For a joint strategy $t \in G$, consider the resulting game $G_v$ on the graph $(V', E')$, the subgraph induced by the set of nodes $g^{-1}(v')$. Let $s^0 = t_v'$ (the restriction of the joint strategy $t$ to nodes in $V'$) and let $s^0, s^1, \ldots, s^k$ be a finite improvement path in $G_v$, which is guaranteed to exist by Theorem 5. Define $CPath(G_v, t)$ as follows:

$CPath(G_v, t) = \begin{cases} \epsilon & \text{if } t_v' \text{ is a strong equilibrium in } G_v, \\ \left\{ \lambda_1(s^1), \ldots, \lambda_k(s^k) \right\} & \text{otherwise,} \end{cases}$

where for all $h \in \{1, \ldots, k\}$, $\lambda_h(s^h)$ is the joint strategy in $G$ defined as: for all $i \in V$, $(\lambda_h(s^h))_i = s^h_i$ if $i \in V'$ and $(\lambda_h(s^h))_i = t_i$ if $i \not\in V'$.

For a joint strategy $t \in G$ and $v \in V_D$, if the underlying graph of the coordination game $G_v$ with bonuses consists of exactly one node, then the game is trivially $c$-weakly acyclic and we define $CPath(G_v, t)$ analogously.

Let $t^k$ be an arbitrary joint strategy in $G$. We define a sequence of sequences of joint strategies as follows:

- $\rho_0 = t^0$,
- $\rho_h = \begin{cases} \rho_h & \text{if } h < n, \\ \rho_{h+1} \cdot CPath(G_v, t^h) & \text{otherwise,} \end{cases}$

Let $\rho = \rho_n$. From the definition of $\rho_n$ and $CPath$, it follows that $\rho$ is a finite sequence of joint strategies in $G$. By induction on the length of $\rho$, we can show that for every subsequent pair of joint strategies $t^k$ and $t^{k+1}$ in $\rho$, there is a coalition $K \subseteq V$ for which $t^{k+1}$ is a profitable deviation from $t^k$. To complete the proof, it suffices to argue that $\rho$ is maximal, or equivalently, that last($\rho$) is a strong equilibrium.

Suppose last($\rho$) is not a strong equilibrium. Then there exists $K \subseteq V$ and a joint strategy $s$ such that there is a profitable deviation of players in $K$ from last($\rho$) to $s$. Let $d$ be the least element of the set $\{i \in K : s(i) = d\}$ and $X = K \cap \{i \in V : l(i) = d\}$. By definition of a profitable deviation, we have that for all $i \in X$, $p_i(s) > p_i$ (last($\rho$)). Note that for all $i \in X$ and for all $j \in N_i \setminus g^{-1}(n_i)$, we have $l(j) < d$. Therefore, $(\lambda_h(s^h))_i \cap K = \emptyset$. Also note that for all $j \in g^{-1}(v)$, (last($\rho$))$_j = (\text{last($\rho$)})_j$. But this implies that the coalition $X$ has a profitable deviation from the joint strategy (last($\rho$))$_X$ to $s_X$ in the game $G_v$. This contradicts the fact that last($\rho$) is a strong equilibrium in the game $G_v$. \hfill \□

We conclude this section by considering another class of coordination games. Example 4 shows that even when only two colours are used, the coordination game does not need to have the c-FIP. On the other hand, a weaker property does hold.

**Theorem 11.** Every coordination game in which only two colours are used is $c$-weakly acyclic and a fortiori has a strong equilibrium.
Proof. We prove the result for a more general class of games, namely the ones that satisfy the PPM. Call the colours blue and red, that we abbreviate to \( b \) and \( r \). When a node selected blue we refer to it as a blue node, and the same for the red colour.

Take a joint strategy \( s^j \). Consider a maximal sequence \( \xi \) of profitable deviations of the coalitions starting in \( s \) in which the nodes can only switch to blue. At each step the number of blue nodes increases, so \( \xi \) is finite. Let \( s^1, \ldots, s^k \), where \( k \geq 1 \), be the successive joint strategies of \( \xi \).

If \( s^k \) is a strong equilibrium, then \( \xi \) is the desired finite improvement path. Otherwise consider a maximal sequence \( \chi \) of profitable deviations of the coalitions starting in \( s^k \) in which the nodes can only switch to red. \( \chi \) is finite. Let \( s^k, s^{k+1}, \ldots, s^{k+l} \), where \( l \geq 1 \), be the successive joint strategies of \( \chi \).

We claim that \( s^{k+l} \) is a strong equilibrium. Suppose otherwise. Then for some joint strategy \( s' \), \( s^{k+l} \rightarrow s' \) is a profitable deviation of some coalition \( K \). Let \( L \) be the set of nodes from \( K \) that switched in this deviation to blue. By the definition of \( s^{k+l} \) the set \( L \) is non-empty.

Given a set of nodes \( M \) and a joint strategy \( s \) we denote by \((M : b, s_{\sim M})\) the joint strategy obtained from \( s \) by letting the nodes in \( M \) to select blue, and similarly for the red colour. Also it should be clear what joint strategy we denote by \((M : b, P \setminus M : r, s_r)\), where \( M \subseteq P \).

We claim that \( s^{k+l} \rightarrow s(L : b, s_{\sim L}) \) is a profitable deviation of the players in \( L \). Indeed, we have for all \( i \in L \)

\[
p_i(L : b, s^{k+l}_{\sim L}) > p_i(s^{k+l}),
\]

since by the PPM \( p_i(L : b, s^{k+l}_{\sim L}) \geq p_i(s) \) and by the assumption \( p_i(s') > p_i(s^{k+l}) \).

Let \( M \) be the set of nodes from \( L \) that are red in \( s^k \). Suppose that \( M \) is non-empty. We show that then \( p_M(M : r, L \setminus M : b, s^k_{\sim L}) < p_M(M : b, L \setminus M : b, s^k_{\sim L}) \).

Indeed, we have for all \( i \in M \)

\[
p_i(M : r, L \setminus M : b, s^k_{\sim L}) \leq p_i(M : r, L \setminus M : b, s^{k+l}_{\sim L}) \\
\leq p_i(M : r, L \setminus M : s^{k+l}_{\sim L}) < p_i(M : b, L \setminus M : b, s^k_{\sim L}) \\
\leq p_i(M : b, L \setminus M : s^k_{\sim L}),
\]

where the weak inequalities are due to the PPM and the strict inequality holds by the definition of \( L \).

But \( s^k = (M : r, L \setminus M : b, s^k_{\sim L}) \), so (3) contradicts the definition of \( s^k \). So \( M \) is empty, i.e., all nodes from \( L \) are blue in \( s^k \). We now have for all \( i \in L \)

\[
p_i(L : r, s^k_{\sim L}) \leq p_i(L : r, s^{k+l}_{\sim L}) = p_i(s^{k+l}) \\
< p_i(L : b, s^{k+l}_{\sim L}) \leq p_i(L : b, s^k_{\sim L}),
\]

where again the weak inequalities are due to the PPM and the strict inequality holds by (2).

But \( L : r, s^k_{\sim L} = s^k \), so we proved that \( s^{k+l} \rightarrow s(L : b, s_{\sim L}) \) is a profitable deviation. This yields a contradiction with the definition of \( s^k \). \( \Box \)

The following example shows that when three colours are used, Nash equilibria, so a fortiori strong equilibria do not need to exist.

**Example 12.** Consider the directed graph depicted in Figure 1 of Example 1, together with the sets of colours associated with the nodes. We argue that the coordination game associated with this graph does not have a Nash equilibrium. Note that for nodes \( 7, 8 \) and \( 9 \) the only option is to select the unique strategy in its strategy set. The best response for nodes \( 4, 5 \) and \( 6 \) is to always select the same strategy as nodes \( 1, 2 \) and \( 3 \) respectively. Therefore, to show that the game does not have a Nash equilibrium, it suffices to consider the strategies of nodes \( 1, 2 \) and \( 3 \). We denote this by the triple \((s_1, s_2, s_3)\). Below we list all such joint strategies and we underline a strategy that is not a best response to the choice of other players: \((a, a, b), (a, a, c), (a, c, b), (b, a, c), (b, c, b) \) and \((b, c, c)\).

Call now a graph a **coloured DAG** (with respect to a colour assignment \( A \)) if for each available colour \( x \) the components of the subgraph induced by the nodes having colour \( x \) are DAGs. In view of Theorem 3 it is tempting to try to generalize Theorem 2 to coloured DAGs. However, the directed graph depicted in Figure 1 is a coloured DAG and, as explained in the above example, the coordination game on this graph has no Nash equilibrium.

5. **COMPLEXITY ISSUES**

Next, we study the complexity of the existence problems and of the problem of finding strong equilibria.

**Theorem 13.** The Nash equilibrium existence problem in coordination games is NP-complete.

**Proof.** The problem is in NP, since we can simply guess a colour assignment and checking whether it is a Nash equilibrium can be done in polynomial time.

To prove NP-hardness we provide a reduction from the 3-SAT problem, which is NP-complete. Notice that an edge with a natural number weight \( w \) can be simulated by adding \( w \) extra players to the game. More precisely, an edge \((i \rightarrow j)\) with the weight \( w \) can be simulated by the extra set of players \( \{i_1, \ldots, i_w\} \) and the following \( w \) weighted edges: \(\{(i \rightarrow i_1), (i \rightarrow i_2), \ldots, (i \rightarrow i_w), (i_1 \rightarrow j), (i_2 \rightarrow j), \ldots, (i_w \rightarrow j)\}\). Given a colour assignment in the game with the weighted edges, we then assign to each of the nodes \( i_1, \ldots, i_w \) the colour set of the node \( i \).

Therefore we will assume that edges can have such weights assigned to them, because this simplifies our construction. Assume we are given a 3-SAT formula

\[
\phi = (a_1 \lor b_1 \lor c_1) \land (a_2 \lor b_2 \lor c_2) \land \ldots \land (a_k \lor b_k \lor c_k)
\]

with \( k \) clauses and \( n \) propositional variables \( x_1, \ldots, x_n \), where each \( a_i, b_i, c_i \) is a literal equal to \( x_j \) or \( \neg x_j \) for some \( j \). We will construct a coordination game \( G_\phi \) of size \( O(k) \) such that \( G_\phi \) has a Nash equilibrium iff \( \phi \) is satisfiable.

First, for every propositional variable \( x_i \) we have a corresponding node \( X_i \) in \( G_\phi \) with two possible colours \( \top \) and \( \bot \). Intuitively, for a given truth assignment, if \( x_i \) is true then \( \top \) should be chosen for \( X_i \) and otherwise \( \bot \) should be chosen. In our construction we make use of the following gadget, denoted by \( D_i(x, y, z) \), with three parameters \( x, y, z \in \{\top, \bot\} \) and \( i \) used just for labelling purposes, and presented in Figure 3. This gadget behaves similarly to the game without Nash equilibrium analyzed in Example 12.

What is important is that for all possible parameters values, the gadget \( D_i(x, y, z) \) does not have a Nash equilibrium. Indeed, each of the nodes \( A_i, B_i, \) or \( C_i \) can always secure a payoff 2, so selecting \( \top \) or \( \bot \) is never a best response and
hence in no Nash equilibrium a node chooses $\top$ or $\bot$. The rest of the reasoning is as in Example 12.

For any literal, $l$, let

$$\text{pos}(l) := \begin{cases} \top & \text{if } l \text{ is a positive literal} \\ \bot & \text{otherwise} \end{cases}$$

For every clause $(a_i \lor b_i \lor c_i)$ in $\phi$ we add to the game graph $G_{\phi}$ the $D_i(\text{pos}(a_i), \text{pos}(b_i), \text{pos}(c_i))$ instance of the gadget. Finally, for every literal $a_i$, $b_i$, or $c_i$ in $\phi$, which is equal to $x_j$ or $\neg x_j$ for some $j$, we add an edge from $X_j$ to $A_i, B_i$, or $C_i$, respectively, with weight 4. We depict an example game $G_{\phi}$ in Figure 4.

We claim that $G_{\phi}$ has a Nash equilibrium iff $\phi$ is satisfiable.

$(\Rightarrow)$ Assume there is a Nash equilibrium $s$ in the game $G_{\phi}$. We claim that the truth assignment $\nu : \{x_1, \ldots, x_n\} \rightarrow \{\top, \bot\}$ that assigns to each $x_j$ the colour selected by the node $X_j$ in $s$ makes $\phi$ true. Fix $i \in \{1, \ldots, k\}$. We need to show that $\nu$ makes one of the literals $a_i, b_i, c_i$ of the clause $(a_i \lor b_i \lor c_i)$ true.

From the above observation about the gadgets it follows that at least one of the nodes $A_i, B_i, C_i$ selected in $s$ has the same colour as its neighbour $X_j$. Without loss of generality suppose it is $A_i$. The only colour these two nodes, $A_i$ and $X_j$, have in common is $\text{pos}(a_i)$. So $X_j$ selected in $s \text{pos}(a_i)$, which by the definition of $\nu$ equals $\nu(x_j)$. Moreover, by construction $x_j$ is the variable of the literal $a_i$. But $\nu(x_j) = \text{pos}(a_i)$ implies that $\nu$ makes $a_i$ true.

$(\Leftarrow)$ Assume $\phi$ is satisfiable. Take a truth assignment $\nu : \{x_1, \ldots, x_n\} \rightarrow \{\top, \bot\}$ that makes $\phi$ true. For all $j$, we assign to the node $X_j$ the colour $\nu(x_j)$. We claim that this assignment can be extended to a Nash equilibrium in $G_{\phi}$.

Fix $i \in \{1, \ldots, k\}$ and consider the $D_i(\text{pos}(a_i), \text{pos}(b_i), \text{pos}(c_i))$ instance of the gadget. The truth assignment $\nu$ makes the clause $(a_i \lor b_i \lor c_i)$ true. Suppose without loss of generality that $\nu$ makes $a_i$ true. We claim that then it is always a unique best response for the node $A_i$ to select the colour $\text{pos}(a_i)$.

Indeed, let $j$ be such that $a_i = x_j$ or $a_i = \neg x_j$. Notice that the fact that $\nu$ makes $a_i$ true implies that $\nu(x_j) = \text{pos}(a_i)$. So when node $A_i$ selects $\text{pos}(a_i)$, the colour assigned to $X_j$, its payoff is 4.

This partial assignment of colours can be completed to a Nash equilibrium. Indeed, remove from the directed graph of $G_{\phi}$ all $X_j$ nodes and the nodes that secured the pay-off 4, together with the edges that use any of these nodes. The resulting graph has no cycles, so by Theorem 2 the corresponding coordination game has a Nash equilibrium. Combining both assignments of colours we obtain a Nash equilibrium in $G_{\phi}$.

**Corollary 14.** The strong equilibrium existence problem in coordination games is NP-complete.

**Proof.** It suffices to note that in the above proof the $(\Rightarrow)$ implication holds for a strong equilibrium, as well, while in the proof of the $(\Leftarrow)$ implication by virtue of Theorem 2 actually a strong equilibrium is constructed.

An interesting application of Theorem 13 is in the context of polymatrix games. These are finite strategic form games in which the influence of a pure strategy selected by any
player on the payoff of any other player is always the same, regardless of what strategies other players select. Formally, for all pairs of players $i$ and $j$ there exists a partial payoff function $a^{ij}$ such that for any joint strategy $s = (s_1, \ldots, s_n)$, the payoff of player $i$ is given by $p_i(s) := \sum_{j \neq i} a^{ij}(s_i, s_j)$. In [14] we proved that deciding whether a polymatric game has a Nash equilibrium is NP-complete. We can strengthen this result as follows.

**Theorem 15.** Deciding whether a polymatric game with 0/1 partial payoffs has a Nash equilibrium is NP-complete.

**Proof.** We can efficiently translate any coordination game $G(M,w,A,β)$ into a polymatric game $P$ with only 0/1 partial payoffs as follows. The number of players in $P$ will be equal to the number of nodes in $G$ and the set of strategies for each player will be $M$. We define $a^{ij}(s_i, s_j) := 1$ if $s_i = s_j$ and $j \in N_i$, and $a^{ij}(s_i, s_j) := 0$ otherwise. Notice that any joint strategy $s = (s_1, \ldots, s_n)$ in $G$ is also a joint strategy in $M$ with exactly the same payoff, because $p_i(s) = \sum_{j \neq i} a^{ij}(s_i, s_j) = \{j \in N_i \mid s_i = s_j\} = p_i^M(s)$. It follows that Nash equilibria in $G$ and $P$ coincide. In particular, there exists Nash equilibrium in $G$ if and only if there exists one in $P$, but the former problem was shown to be NP-hard in Theorem 13, so the latter is also NP-hard. On the other hand, for any polymatric game we can guess a joint strategy and check whether it is a Nash equilibrium in polynomial time, which shows this decision problem is in fact NP-complete.

Next, we determine the complexity of finding a strong equilibrium. We begin with the following auxiliary result.

**Theorem 16.** A strong equilibrium of a coordination game with bonuses on a simple cycle can be found in linear time.

**Proof.** Let $n$ be the number of players in the game and $C$ the number of possible colours. We assume adjacency list representation for the game graph, binary representation of the bonuses and that the list of colours available to player $i$ is given as a list of length $|A(i)|$ of elements of size $\log C$. Formally, the size of the input for player $i$ only is $\Theta(|A(i)| \log C + \sum_{i \in A(i)} \log(β(i,c) + 1))$, the sum of these over $i = 1, \ldots, n$ gives the total size of the input.

First note that for any colour assignment, the best response of the $i$-th player can be found in time linear in the size of her part of the input just by checking all possible colours in $A(i)$. Second, each phase of the algorithm in Lemma 6 looks for the best response (with a preference given to colours with a higher bonus) of each player at most once, which will require time linear in the size of the whole input. The algorithm requires at most three such phases before a Nash equilibrium is found, so it runs in linear time.

Note that thanks to Lemma 8 we know that any NE in such a game structure is already a $(n-1)$-equilibrium, so the only way this joint strategy is not a strong equilibrium is when all $n$ players can strictly improve their payoff. However, in any Nash equilibrium a player has to have her payoff at at most one below the maximum possible one, because that is the minimum payoff for picking a colour with the highest bonus. Moreover, player’s payoff can only be a natural number.

Therefore, the only possibility when a NE is not a strong equilibrium is when there is a joint strategy which gives all the players their maximum possible payoff, i.e. each player is assigned a colour with the highest possible bonus as well as gets an extra $+1$ to her payoff for colour agreement with her only neighbour. The latter implies that all the players need to pick the same colour in such a joint strategy.

To check whether such a joint strategy exists we do the following. Let $p = \arg\min_{i} |A(i)|$ be the player with the least number of colours to choose from. We pick the set of her colours with the maximal bonus and intersect it with the set of colours with the maximal bonus for every other player. An intersection of two sets represented as lists of length $a$ and $b$ of elements of size $K$ can be done in $\Theta(aK + bK)$ time, so the total running time will be $\Theta(n|A(p)| \log C + \sum_i |A(i)| \log C) = \Theta(\sum_{i=1}^n |A(i)| \log C)$, because $|A(p)| \leq |A(i)|$ for all $i$, which is linear. If the final set is empty then any NE is a strong equilibrium and otherwise we know how to construct one.

**Corollary 17.** A strong equilibrium of a coordination game on a graph in which all strongly connected components are simple cycles can be computed in linear time.

6. CONCLUSIONS

We presented here a study of a simple class of coordination games on directed graphs. We focused on the existence of Nash and strong equilibria. We also studied the complexity of checking for the existence of Nash and strong equilibria, as well as the complexity of computing a strong equilibrium in certain cases where it is guaranteed to exist.

A number of open problems remain. We showed that in general Nash equilibria and strong equilibria are not guaranteed to exist. However, if the underlying graph is a DAG, is colour complete or is such that every SCC is a simple cycle, then strong equilibria always exist. It would be interesting to extend this analysis of bounds on the lengths of improvement paths to other cases when a Nash or strong equilibrium is known to exist.

In the future we plan to study the inefficiency of equilibria in coordination games on directed graphs. Also, we plan to study coordination games on finite directed weighted graphs. While we already defined here these games, we used weights solely as a means to simplify the argument in the proof of Theorem 13. It should be noted that Lemma 6 does not hold for finite directed weighted graphs and, as a consequence, Theorems 5, 10, and 16 do not hold either. A counterexample to Lemma 6 can be constructed by modifying the game in Figure 1 as follows. Nodes 4, 5, 6 are removed and replaced by assigning weight 2 to all the edges in the cycle. Nodes 7, 8, 9 are also removed and replaced by a $+1$ bonus to the colour of the node removed. It is easy to see that the behaviour of this new game will mimic the game in Figure 1. On the other hand, Theorem 2 and its proof is still valid for finite directed weighted graphs as well.
is Theorem 13, because checking whether a colour assignment is a Nash equilibrium can still be done in polynomial time for them.

As an example of coordination games on weighted directed graphs consider the problem of a choice of the trade treaties between various countries. Assume a directed weighted graph in which the nodes are the countries and the weight on an edge \( i \rightarrow j \) corresponds to the percentage of the overall import of country \( j \) from country \( i \). Suppose additionally that each country should choose a specific trade treaty, that the options for the countries differ (for instance because of its geographic location) and that each treaty offers the same tax-free advantages. Then once the countries choose the treaties, the payoff to each country is the aggregate percentage of its import that is tax-free.

The case of weighted directed graphs can be seen as a minor modification of the social network games with obligatory product selection that we introduced and analyzed in [4]. These are games associated with a threshold model of a social network introduced in [1] which is based on weighted graphs with thresholds. The difference consists of using thresholds equal to 0. However, setting the thresholds to 0 essentially changes the nature of the games and crucially affects the validity of several arguments.

Acknowledgments

We are grateful to Mona Rahn and Guido Schäfer for useful discussions and thank Piotr Sankowski and the referees for helpful comments. First author is also a Visiting Professor at the University of Warsaw. He was partially supported by the NCN grant nr 2014/13/B/ST6/01807.

7. REFERENCES


On the Solvability of Inductive Problems: A Study in Epistemic Topology

Alexandru Baltag
Institute for Logic, Language and Computation
Science Park 107
Amsterdam, The Netherlands
a.baltag@uva.nl

Nina Gierasimczuk
Institute for Logic, Language and Computation
Science Park 107
Amsterdam, The Netherlands
n.gierasimczuk@uva.nl

Sonja Smets
Institute for Logic, Language and Computation
Science Park 107
Amsterdam, The Netherlands
S.J.L.Smets@uva.nl

ABSTRACT

We investigate the issues of inductive problem-solving and learning by doxastic agents. We provide topological characterizations of solvability and learnability, and we use them to prove that AGM-style belief revision is “universal”, i.e., that every solvable problem is solvable by AGM conditioning.

Keywords
Learning Theory, Topological Epistemology, Belief Revision

1. INTRODUCTION

When in the course of observations it becomes necessary for agents to arrive at a generalization, they should declare, along with their conjecture, the extent of their certainty. The problem of induction seems formidable if a standard of absolute certainty is imposed on the learner. Indeed, as is well-known in Philosophy of Science, the so-called problem of empirical underdetermination (i.e., the fact that typically the data are compatible with more than one hypothesis) rules out any chance of obtaining infallible knowledge in empirical research. But apart from the conclusions based on absolute certainty (cf. [13, 10, 15]), learners can produce hypotheses based on beliefs. It is thus strange that Formal Learning Theory and Belief Revision Theory developed completely independently from each other, and that they have generally maintained their distance ever since.

However, there does exist a line of research that combines belief revision with learning-theoretic notions, line pursued by Kelly [21, 20], Kelly, Schulte and Hendricks [26], Martin and Osherson [28], Osherson [29] and ourselves [13, 3, 4, 14]. In this paper we continue this research program, using topological characterizations and methods.

An inductive problem consists of a state space, a family of “potential observations”, and a “question” (i.e., a partition of the state space). These observations provide data for learning. The problem is solvable if there exists a learner that, after observing “enough” pieces of data, eventually stabilizes on the correct answer. A special case of solvability is learnability in the limit, corresponding to the solvability of the “ultimate” question: ‘What is the actual state of the world?’ This notion matches the usual learning-theoretic concept of identifiability in the limit [32, 16, 30].

The aim of the paper is twofold. First, we give topological characterizations of the notions of solvability (and learnability), in terms of topological separation principles. Intuitively, the ability to reliably learn the true answer to a question, is related to the ability to “separate” answers by observations. The second goal is to use these topological results to look at the “solving power” of well-behaved doxastic agents, such as the ones whose beliefs satisfy the usual $KD45$ postulates of doxastic logic, as well as the standard AGM postulates of rational belief-revision [1]. We look at a particularly simple and canonical type of doxastic agent, who forms beliefs by AGM conditioning.

Our main result is that AGM conditioning is universal for problem-solving, i.e., that every solvable problem can be solved by AGM conditioning. This means that (contrary to some prior claims), AGM belief-revision postulates are not an obstacle to problem-solving. As a special case, it follows that AGM conditioning is also “universal for learning” (every learnable space can be learned by conditioning).

The close connections between Epistemology and General Topology have already been noticed long ago [33, 19]. Based on these connections, Kevin Kelly started a far-reaching program [19, 22] meant to import ideas and techniques from both Formal Learning Theory and Topology into mainstream Epistemology, and show their relevance to the induction problem in Philosophy of Science. A further connection is the one with Ockham’s Razor, that would

\[
(\ldots) \text{guarantee that always choosing the simplest theory compatible with experience and hanging on to it while it remains the simplest is both necessary and sufficient for efficiency of inquiry.} \ [22]
\]

Simplicity has been claimed to have topological characteristics—the simplicity order should in some way follow the structure imposed on the uncertainty range by possible tests and observations. It has also been linked with the notion of minimal mind change, where the learning agent keeps the conjecture changes to a minimum [19, 31].

Taken together, our results can be seen as a vindication both of the general topological program in Inductive Epistemology [19, 22] and of the AGM Belief Revision Theory [1]. On the first front, our general topological characterizations of learning-theoretic concepts seem to confirm Kelly’s long-standing claim that Inductive Epistemology can be seen mathematically as a branch of General Topology. On the second front, our universality result seems to vindicate Be-

\[1\] This special case is a topological translation of one of our previous results [3, 4]. However, the result about problem-solving universality is not only new and much more general, but also much harder to prove, involving new topological notions and results.
2. EPISTEMIC SPACES AND INDUCTIVE PROBLEMS

Definition 1. An epistemic space is a pair \( S = (S, O) \) consisting of a state space \( S \) and a countable (or finite) set of observable properties ("data") \( O \subseteq \mathcal{P}(S) \). We denote by \( \mathcal{O}_S := \{ O \in \mathcal{O} \mid s \in O \} \) the set of all observable properties (holding) at a given state \( s \).

One can think of the states in \( S \) as "possible worlds", in the tradition of Kripke and Lewis. The sets \( O \in \mathcal{O} \) represent properties of the world that are in principle observable: if true, such a property will eventually be observed (although there is no upper bound on the time needed to come to observe it).

To keep things simple, we assume that at each step of the learning process only one property is observed. As for the countability of the set \( \mathcal{O} \), it is natural to think of observables as properties which can be expressed by means of a language or numerical coding system, generated from a grammar with a finite vocabulary. Any such family \( \mathcal{O} \) will be (at most) countable.

We denote by \( \mathcal{O}^\cap \) the family of all finite intersections of observations from \( \mathcal{O} \), and by \( \mathcal{O}^\ast \) the family of all finite sequences of observations. Such a finite sequence \( \sigma = (O_0, O_1, \ldots, O_n) \in \mathcal{O}^\ast \) is called a data sequence, and its \( i \)-th component is denoted by \( \sigma_i := O_i \). It is easy to see that both \( \mathcal{O}^\cap \) and \( \mathcal{O}^\ast \) are countable.

A data stream is a countable sequence \( \vec{O} = (O_0, O_1, \ldots) \in \mathcal{O}^\omega \) of data from \( \mathcal{O} \). (Here, \( \omega \) is the set of all natural numbers, so \( \mathcal{O}^\omega \) is the set of all maps assigning an observable property to every natural number.) We use the following notation: \( \vec{O}_n \) is the \( n \)-th element in \( \vec{O} \); \( \vec{O}[n] \) is the initial segment of \( \vec{O} \) of length \( n \), \( (O_0, \ldots, O_{n-1}) \); \( \text{set}(\vec{O}) := \{ O \mid O \in \mathcal{O} \text{ is an element of } \vec{O} \} \) is the set of all data in \( \vec{O} \); \( * \) is the concatenation operator on strings.

The intuition is that at stage \( n \) of a data stream, the agent observes the information in \( O_n \). A data stream captures a possible future history of observations in its entirety, while a data sequence captures only a finite part of such a history.

Given a state \( s \in S \), a data stream for \( s \) is a stream \( \vec{O} \in \mathcal{O}^\omega \) such that \( O_n = \{ O \in \mathcal{O} \mid \bigcap_{u=n}^{\infty} O_u \subseteq O \} \) for some \( n \in \omega \). Such a stream is "sound" (every data in \( \vec{O} \) is true at \( s \)) and "complete" (every true data is entailed by some finite set of observations in \( \vec{O} \)).

Example 1. Let our epistemic space \( S = (S, \mathcal{O}) \) be the real numbers, with observable properties given by open intervals with rational endpoints: \( S := \mathbb{R}, \mathcal{O} := \{ (a, b) \mid a, b \in \mathbb{Q}, a \leq b \} \), where \( (a, b) := \{ x \in \mathbb{R} \mid a < x < b \} \). For instance, observables may represent measurements of a physical quantity (such as a position along a one-dimensional line) that takes real numbers as its possible values. In such case, for any state \( x \in \mathbb{R} \) and any two sequences \( a_n, b_n \in \mathcal{Q} \) of rational numbers, such that \( a_n \leq x \leq b_n \) and both sequences converge to \( x \), the sequence \( (a_0, b_0), \ldots, (a_n, b_n), \ldots \) is a (sound and complete) data stream for \( x \).

And in the same time (if we adopt a "simplicity" interpretation of the prior), this last result can be seen as a vindication of Ockham’s razor (in line with Kevin Kelly’s program).

Other examples include standard \( n \)-dimensional Euclidean spaces, e.g., \( S = \mathbb{R}^2 \) with \( \mathcal{O} \) consisting of all open balls with rational radius and center.

Definition 2. An inductive problem is a pair \( \mathbb{P} = (S, \mathcal{Q}) \) consisting of an epistemic space \( S = (S, \mathcal{O}) \) together with a "question" \( \mathcal{Q} \), i.e., a partition of \( S \). The cells \( A_i \) of the partition \( \mathcal{Q} \) are called answers. Given \( s \in S \), the unique \( A \in \mathcal{Q} \) with \( s \in A \) is called the answer to \( \mathcal{Q} \) at \( s \), and denoted \( A_s \). We say that a problem \( \mathbb{P}' = (S, \mathcal{Q}') \) is a refinement of another problem \( \mathbb{P} = (S, \mathcal{Q}) \) (or that the corresponding question \( \mathcal{Q}' \) is a refinement of the question \( \mathcal{Q} \)) if every answer of \( \mathcal{Q} \) is a disjoint union of answers of \( \mathcal{Q}' \).

The most refined question concerns the identity of the real world.

Example 2. The learning question on a space \( S \) is \( \mathcal{Q} = \{ \{ s \} \mid s \in S \} \) ("What is the actual state?").

Example 3. Let \( S = (S, \mathcal{O}) \), where \( S = \{ s, t, u, v \} \), \( \mathcal{O} = \{ U, V, P, Q \} \), with \( U = \{ s, t \}, V = \{ s \}, P = \{ u, v \}, Q = \{ u \} \). Take the problem \( \mathbb{P} = (S, \mathcal{Q}) \), given by the question \( \mathcal{Q} = \{ \{ t, u \}, \{ s, v \} \} \) depicted on the left-hand side of Figure 1. This can obviously refined to obtained the problem \( \mathbb{P}' = (S, \mathcal{Q}') \) given by the learning question \( \mathcal{Q}' = \{ \{ s \}, \{ t \}, \{ u \}, \{ v \} \} \) for this space, as depicted on the right-hand side of Figure 1.

3. LEARNING AND PROBLEM-SOLVING

Definition 3. Let \( S = (S, \mathcal{O}) \) be an epistemic space and let \( \sigma_0, \ldots, \sigma_n \in \mathcal{O} \). An agent (also known as a “learner”, or a “learning method”) is a map \( \mathcal{L} \) that associates to any epistemic space \( \mathcal{S} \) and any data sequence \( \sigma_0, \ldots, \sigma_n \) some family \( \mathcal{L}_\sigma(\sigma_0, \ldots, \sigma_n) \subseteq \mathcal{P}(S) \) of subsets of \( S \), satisfying a “consistency” condition: \( \emptyset \notin \mathcal{L}_\sigma(\sigma_0, \ldots, \sigma_n) \) whenever \( \bigcap_{i=0}^{n} \sigma_i \neq \emptyset \).

Intuitively, after observing the data sequence \( \vec{\sigma} = (\sigma_0, \ldots, \sigma_n) \), we can say that agent \( \mathcal{L} \) believes a proposition \( P \) after observing the data sequence \( \vec{\sigma} = (\sigma_0, \ldots, \sigma_n) \), and write \( \mathcal{L}_\vec{\sigma}(P) \) iff \( P \in \mathcal{L}_\sigma(\sigma_0, \ldots, \sigma_n) \). We can also interpret this as a conditional belief, rather than as revised belief, the agent believes every \( P \in \mathcal{L}_\sigma(\sigma_0, \ldots, \sigma_n) \) conditional on \( \sigma_0, \ldots, \sigma_n \).
But in the end we are of course interested in the actual revised beliefs after observing the data, so the assumption in this case is that conditional beliefs guide the agent’s revision strategy: they “pre-encode” future belief revisions, to use a term coined by J. van Benthem [6]. The above consistency simply means that each of the agent’s beliefs is consistent whenever the observed data are consistent.

A doxastic agent is one whose set $\mathcal{L}_0(\sigma_0, \ldots, \sigma_n)$ of beliefs forms a (proper) filter on $S$ when observing consistent data; in other words, her beliefs are (consistent when possible, and also) inference-closed (i.e., if $P \subseteq Q$ and $P \in \mathcal{L}_0(\sigma_0, \ldots, \sigma_n)$, then $Q \in \mathcal{L}_0(\sigma_0, \ldots, \sigma_n)$) and conjunctive (i.e., if $P, Q \in \mathcal{L}_0(\sigma_0, \ldots, \sigma_n)$ then $(P \cap Q) \in \mathcal{L}_0(\sigma_0, \ldots, \sigma_n)$). Hence, for any doxastic agent $\mathcal{L}$ and every consistent data sequence $\sigma$, the belief operator $\mathcal{L}_0^\sigma$ (as defined above) satisfies the usual KDM45 axioms of doxastic logic.

A standard agent is a doxastic agent $\mathcal{L}$ whose beliefs form a principal filter, i.e., all her beliefs are entailed by one “strongest belief”; formally, a doxastic agent $\mathcal{L}$ is standard iff for every data sequence $\sigma$ over any epistemic space $S$ there exists some set $\mathcal{L}_0(\sigma)$, such that

$$\mathcal{L}_0(\sigma) = \{ P \subseteq S \mid \mathcal{L}_0(\sigma) \subseteq P \}.$$

It is easy to see that in this case, we must have $\mathcal{L}_0(\sigma) = \bigcap \mathcal{L}_0(\sigma)$. Indeed, we can equivalently define a doxastic agent $\mathcal{L}$ to be standard iff $\bigcap \mathcal{L}_0(\sigma) \in \mathcal{L}_0(\sigma)$ holds for all data sequences $\sigma$. Standard agents are globally consistent whenever possible: $\bigcap \mathcal{L}_0(\sigma_0, \ldots, \sigma_n) \neq \emptyset$ whenever $\bigcap_{i=0}^n \sigma_i \neq \emptyset$. Traditional learning methods in Formal Learning Theory correspond to our standard agents, and they are typically identified with the map $L$ (given by $L_0(\sigma_0, \ldots, \sigma_n) := \bigcap \mathcal{L}_0(\sigma_0, \ldots, \sigma_n)$). From now on we follow this tradition, and refer to standard agents using the map $L$. In general we do not restrict ourselves to standard agents.

An AGM agent is an agent $\mathcal{L}_0^\sigma$ who forms beliefs by AGM conditioning, i.e., it comes endowed with a map that associates any epistemic space $S$ some total preorder $\leq$ on $S$, called “prior” plausibility relation; and whose beliefs after observing any data sequence $\sigma$ is given by

$$\mathcal{L}_0(\sigma) := \{ P \subseteq S \mid \exists s \in \bigcup_{i=0}^n \sigma_i, t \in \bigcup_{i=0}^n \sigma_i, (t \leq s \Rightarrow t \in P) \}.$$

Intuitively, $t \leq s$ means that $t$ is at least as plausible as $s$ (according to our agent). So, an AGM agent believes $P$ conditional on a data sequence $\sigma$ iff $P$ is true in all the states (consistent with the data) that are “plausible enough”. It is easy to see that every AGM agent is a doxastic agent: $\mathcal{L}_0^\sigma(\sigma_0, \ldots, \sigma_n)$ is a proper filter whenever $\bigcap_{i=0}^n \sigma_i \neq \emptyset$; hence, the beliefs of an AGM agent satisfy the usual KDM45 axioms of doxastic logic (when learning any consistent data sequence).

Moreover, it is well-known that in fact, the beliefs of AGM agents satisfy all the so-called AGM axioms from Belief Revision Theory [1]: if, for any data sequence $\sigma = (\sigma_0, \ldots, \sigma_n)$, we set $T = L(\sigma_0, \ldots, \sigma_n)$, and for any observation $\phi \in O$ we set $T + \phi = L(\sigma_0, \ldots, \sigma_n, \phi)$, then the resulting revision operator $*$ satisfies all the AGM postulates. In fact, for any AGM agent $\mathcal{L}$, if we interpret the operator $B_0^\sigma$ (as defined above) as representing a conditional belief $B_{\sigma_0, \ldots, \sigma_n}^\sigma$, then the sound and complete logic of these conditional belief operators is the so-called Conditional Doxastic Logic [8, 5] (which is itself just a repackaging of the AGM postulates in the language of conditional logic).

**Observation 1.** Given a total preorder $\leq$ on $S$ and a subset $A \subseteq S$, set

$$\text{Min}_\leq(A) := \{ s \in A \mid s \leq t \text{ for all } t \in A \}$$

for the set of $\leq$-minimal states in $A$. Let $\sigma = (\sigma_0, \ldots, \sigma_n)$ be any data sequence such that $\text{Min}_\leq(\bigcap_{i=0}^n \sigma_i) \neq \emptyset$. Then $\mathcal{L}_0^\sigma(\sigma)$ is the principal filter generated by $\text{Min}_\leq(\bigcap_{i=0}^n \sigma_i)$, i.e., we have

$$\mathcal{L}_0^\sigma(\sigma_0, \ldots, \sigma_n) := \{ P \subseteq S \mid \text{Min}_\leq(\bigcup_{i=0}^n \sigma_i) \subseteq P \}.$$

In general though, the filter $\mathcal{L}_0^\sigma(\sigma)$ is not principal. So AGM agents are not necessarily standard agents. But there is an important case when they are standard: whenever the preorder $\leq$ is well-founded in every space $S$ (i.e., there are no infinite chains $s_0 > s_1 > s_2 \ldots$ of more and more plausible states). It is easy to see that the map $L$ associated to a standard AGM agent is given by the set of $\leq$-minimal states consistent with the data:

$$\mathcal{L}_0^\sigma(\sigma_0, \ldots, \sigma_n) := \text{Min}_\leq(\bigcup_{i=0}^n \sigma_i).$$

Intuitively, this means that a standard AGM agent believes a proposition $P$ iff $P$ is true in all the “most plausible” states consistent with the data.

The original semantics of AGM belief was given using only standard AGM agents. But this semantics was in fact borrowed by Grove [18] from Lewis’ semantics for conditionals [27], which did not assume well-foundedness.

**Definition 4.** Let $S$ be an epistemic space. An agent $\mathcal{L}$ verifies a proposition $A \subseteq S$ in the limit if, for every state $s \in S$ and every data stream $O$ for $s$, we have $s \in A$ if there exists some $k \in \omega$ such that $A \in \mathcal{L}_0(\bar{O}[n])$ for all $n \geq k$. For standard agents, this means that $\mathcal{L}_0(\bar{O}[n]) \subseteq A$ for all $n \geq k$. A set $A \subseteq S$ is verifiable in the limit if there exists some agent that verifies $A$ in the limit.

An agent $\mathcal{L}$ falsifies a proposition $A \subseteq S$ in the limit if, for every state $s \in S$ and every data stream $O$ for $s$, we have $s \notin A$ if there exists some $k \in \omega$ such that $A \notin \mathcal{L}_0(\bar{O}[n])$ for all $n \geq k$. (Here, as in the rest of this paper, $\bar{X} := S \setminus X$ stands for the complement of $X$.) For a standard agent, this means $\mathcal{L}_0(\bar{O}[n]) \subseteq A^c$ for all $n \geq k$.

A proposition $A \subseteq S$ is falsifiable in the limit if it there exists some agent that falsifies $A$ in the limit.

A proposition $A \subseteq S$ is decidable in the limit if it is both verifiable and falsifiable in the limit.

An agent $\mathcal{L}$ solves a problem $\mathcal{P} = (S, Q)$ if, for every state $s \in S$ and every data stream $O$ for $s$, there exists some $k \in \omega$ such that $A \in \mathcal{L}_0(\bar{O}[n])$ for all $n \geq k$. (Recall that $A_* \equiv$ true answer to $Q$ at $s$.) For a standard agent, this means that $\mathcal{L}_0(\bar{O}[n]) \subseteq A_*$ for all $n \geq k$. A problem is solvable (in the limit) if there exists some agent that solves it.

**Footnotes**

4A total preorder on $S$ is a binary relation $\leq$ on $S$ that is reflexive, transitive, and connected (i.e., for all $s, t \in S$, we have either $s \leq t$ or $t \leq s$).

5Indeed, Lewis’ definition of conditionals has a similar shape to our above definition of (conditional) beliefs for non-standard AGM agents.

6For a discussion of the relationship between verifiability and learnability see, e.g., [19, 12].
An epistemic space $S = (S, O)$ is learnable (by an agent $L$) if the (problem given by the) learning question $Q_S = \{ \{ s \mid s \in S \} \}$ is solvable (by $L$).

All the above notions have a standard counterpart, e.g., $A$ is standardly identifiable if there exist some standard agent that verifies it; $\mathbb{P}$ is standardly solvable if it can be solved by some standard agent, etc.

Note that standard learnability is essentially the same as Gold’s identifiability in the limit [30, 17].

Examples and Counterexamples: An example of non-learnable space $S = (S, O)$ is obtained by taking four abstract states $S = \{ s, t, u, w \}$ and two observable properties $O = \{ V, U \}$, with $V = \{ s, t, u \}$ and $U = \{ t, u, w \}$, as depicted in Figure 2. Since states $s$ and $t$ satisfy the same observable properties, no learning method will ever distinguish them.

![Figure 2: A non-learnable space](image)

But even spaces in which no two states satisfy the same observations can still be non-learnable, e.g., all the $n$-dimensional Euclidean spaces from Example 1 are not learnable (though, as we will see, many questions are solvable and many subsets are decidable over these spaces). Another example of non-learnable space is given in Figure 3: formally, $S = (S, O)$, where $S := \{ s_n \mid n \in \omega \} \cup \{ s_\infty \}$, and $O \equiv \{ O_i \mid i \in \omega \}$, and for any $i \in \omega$, $O_i := \{ s_i, s_{i+1}, \ldots \} \cup \{ s_\infty \}$.

![Figure 3: Another non-learnable space](image)

In contrast, an example of learnable space is in Figure 4: formally, $S = \{ s_n \mid n \in \omega \}$ consists of countably many distinct states, with $O = \{ O_n \mid n \in \omega \}$, where $O_n = \{ s_0, s_1, s_2, \ldots, s_n \}$. A standard agent that can learn this space in the limit is given by setting $L(\sigma_1, \ldots, \sigma_n)$ to be the maximum number (in the natural order) in $\bigcap_{i=0}^n \sigma_i$, whenever there is such a maximum number, and setting $L(\sigma_1, \ldots, \sigma_n) := \bigcap_{i=0}^n \sigma_i$ otherwise.

![Figure 4: A learnable space](image)

Proposition 1. Let $S$ be an epistemic space, $A \subseteq S$ a proposition and $\mathbb{P} = (S, Q)$ an inductive problem. Then we have the following:

- $A$ is verifiable (falsifiable, decidable) in the limit iff it is standardly verifiable (falsifiable, decidable) in the limit.
- $\mathbb{P}$ is solvable iff it is standardly solvable.
- $S$ is learnable iff it is standardly learnable.

Proof. Let $A \subseteq S$ be a set that is verifiable (falsifiable, decidable) by an agent $L$ on an epistemic space $S$. We construct a standard agent that does the same thing, by setting, for every data sequence $\vec{\sigma}$ in $Q$, $L_\mathbb{P}(\vec{\sigma}) := A$ if $A \in L_\mathbb{P}(\vec{\sigma})$, $L_\mathbb{P}(\vec{\sigma}) := A^c$ if $A \notin L_\mathbb{P}(\vec{\sigma})$ but $A^c \in L_\mathbb{P}(\vec{\sigma})$, and $L_\mathbb{P}(\vec{\sigma}) := S$ otherwise. Also, on any other space $S' = (S', O')$, we set by default $L_\mathbb{P}(\vec{\sigma}') := S'$.

Similarly, let $\mathbb{P} = (S, Q)$ be a problem that is solvable by $L$. Let $\leq$ be some arbitrary well-order of the set $Q$. (Such a well-order exists, by the Well-Ordering Theorem.) We construct a standard agent who also solves $\mathbb{P}$, by setting $L_\mathbb{P}(\vec{\sigma}) := A$ if $A$ is the first answer in $Q$ (according to $\leq$) such that $A \in L_\mathbb{P}(\vec{\sigma})$ holds; and $L_\mathbb{P}(\vec{\sigma}) := S$ if no such answer exists. (As before, we can extend our agent to any other space $S' = (S', O')$, by setting $L_\mathbb{P}(\vec{\sigma}') := S'$.)

By applying this to the learning problem $Q = \{ \{ s \mid s \in S \}$, we obtain the similar result for learnability.

In conclusion, everything that can be learned by any agent can also be learned by some standard agent. However, this is no longer true when we restrict to more canonical types of agents (such as AGM agents).

Proposition 2. There exist spaces that are learnable, but not learnable by standard AGM agents. (Hence, there exist solvable problems that are not solvable by standard AGM agents.)

Proof. Here is a counterexample from [13, 3, 4]. Take the epistemic model from Figure 4. This space is learnable, and thus learnable by AGM conditioning, but it is not learnable by standard conditioning. Indeed, this space is learnable by conditioning only with respect to the following non-wellfounded prior: $s_0 > s_1 > \ldots > s_n > s_{n+1} > \ldots$.

4. THE OBSERVATIONAL TOPOLOGY

In this section, we assume familiarity with the following notions: topology $\tau$ (identified with its family of open subsets) over a set $S$ of points, topological space $(S, \tau)$, open sets, closed sets, interior Int(X) and closure $\overline{X}$ of a set $X$, (open) neighborhood of a point $s$, base of a topology and local base (of neighborhoods) at a point. We use letters $U$, $U'$, etc., for open sets in $\tau$, and letters $C$, $C'$, etc., for closed sets.

A space is said to be second-countable if its topology has a countable base. Given a topological space $(S, \tau)$, the specialization preorder $\sqsubseteq \subseteq S \times S$ is defined in the following way: for any $s, t \in S$, we set $s \sqsubset t$ iff $\forall U \in \tau (s \in U \Rightarrow t \in U)$. 
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Separation Principles. In this paper we use four key topological separation notions. The first is the well-known separation axiom T0, which will be satisfied by all the topologies that arise in our setting. The second is the separation axiom TD. This condition (together with countability) will be shown to characterize learnable spaces. The next two notions are analogues of TD separation for questions. Instead of asking for open sets that separate points (states), these conditions require the existence of open sets that separate answers (to the same question). The concept of locally closed questions is a first analogue of TD, and it will be shown to characterize in some sense solvable problems. Finally, the notion of linearly separated questions is a stronger analogue of TD for questions, which characterizes a stronger type of solvability, what we will call direct solvability by (AGM) conditioning.

**Definition 5.** A topological space $(S, \tau)$ satisfies the separation axiom T0 if the specialization preorder is actually a partial order, i.e., it is antisymmetric: $s \leq t$ implies $s = t$. Equivalently, if $s \neq t$, then there exists some “separating” open $U$, such that either $s \in U$, $t \notin U$, or $s \notin U$, $t \in U$.

The space $(S, \tau)$ satisfies the separation axiom TD if for every point $s \in S$, there is an open $U_s \ni s$ such that $y \not\in U_s$ for all $y \in O_s \setminus \{x\}$. Equivalently: for every $s \in S$ there is an open $U \in \tau$ such that $\{s\} = U \cap \{s\}$.

Essentially, T0 says that every two points $s \neq t$ can be separated (by an open $U$) one way or another (i.e., either $s \in U$, $t \notin U$, or $s \notin U$, $t \in U$), while TD essentially says that every point $s$ can be separated (by an open neighborhood) from all the points $t \neq s$ that are inseparable from $s$.

**Definition 6.** Given a topological space $(S, \tau)$, a set $A \subseteq S$ is locally closed if it is the intersection $A = U \cap C$ of an open set $U$ with a closed set $C$. Equivalently, if it is of the form $A = U \cap \mathcal{A}$ for some open set $U$.

A set is $\omega$-constructible if it is a countable union of locally closed sets.

A question $Q$ (partition of $S$) is locally closed if all its answers are locally closed. A problem $\mathbb{P}$ is locally closed if its associated question is locally closed.

Essentially, locally closed questions are partitions with the property that every “answer” (i.e., partition cell) $A$ can be separated (by an open neighborhood) from all the non-$A$-states that are inseparable from $A$.

**Definition 7.** A question $Q$ is linearly separated if there exists some total order $\leq$ on the answers in $Q$, such that $A \cap \bigcup_{B \subseteq A} B = \emptyset$. In other words, every answer $A$ can be separated (by some open $U_A \supseteq A$) from the union of all the previous answers: $U_A \cap B = \emptyset$ for all $B \subset A$.

Essentially, a linearly separated question is one whose answers can be totally ordered by a “plausibility” (or “simplicity”) order, in such a way that every answer $A$ can be separated (by an open neighborhood $U_A \supseteq A$) from all answers that are “more plausible” (or “simpler”) than $A$.

7A point $y$ is “inseparable” from $x$ if every open neighborhood of $y$ contains $x$, i.e. $y$ and $x$ are in the topological refinement order $y \lesssim x$.

8Here, a state $t$ is said to be “inseparable” from a set $A$ if there is no open neighborhood $U \ni t$ that is disjoint from $A$.

**Definition 8.** The observational topology $\tau_0$ associated with an epistemic space $S = (S, \tau)$ is the topology generated by $\tau$ (i.e., the smallest collection of subsets of $S$, that includes $\cup \{\emptyset, S\}$ and is closed under finite intersections and arbitrary unions).

From now on, we will always implicitly consider our epistemic spaces $S$ to also be topological spaces $(S, \tau_0)$, endowed with their observational topology $\tau_0$. Every topological property possessed by the associated topological space will thus be also attributed to the epistemic space.

**Observation 2.** Every epistemic space is T0 and second-countable. A (sound and complete) data stream for $s$ is the same as a local neighborhood base at $s$.

**Proposition 3.** Every $\omega$-constructible set can be written as a disjoint countable union of locally closed sets.

**Proof.** In order to prove this, we first recall some standard topological notions and results: A set is called constructible if it is a finite disjoint union of locally closed sets. Obviously, all locally closed sets are constructible. It is known that constructible sets form a Boolean algebra, i.e., the family of constructible sets is closed under complementation, finite unions, and finite intersections.

Suppose $A = \bigcup_{i \in \omega} A_i$, where all $A_i$ are locally closed. Then we can rewrite $A$ as a disjoint union $A = \bigcup_{i \in \omega} A_i$, where we have set $B_i = A_i \setminus \bigcup_{k < i} A_k = A_i \cap \bigcap_{k < i} A_k^c$, for every $i$. Since $B_i$'s are generated from locally closed sets using complementation and finite intersections, they must be constructible. Hence, each $B_i$ can be written as disjoint finite unions of locally closed sets $B_i = \bigcup_{j < i} B_{ij}$. Hence, we can write $A = \bigcup_{i \in \omega} \bigcup_{j < i} B_{ij}$ as a disjoint countable union of locally closed sets.

**Definition 9.** A pseudo-stratification is a finite or $\omega$-long sequence of locally closed sets $(A_i \mid i < \lambda)$ (where $\lambda \in (\omega \cup \{\omega\})$, which form a partition of $S$ satisfying the following condition:

if $j < i$ then either $A_i \cap \overline{A_j} = \emptyset$ or $A_i \subseteq \overline{A_j}$.

**Proposition 4.** Every countable locally closed question can be refined to a pseudo-stratification.

**Proof.** Suppose $\Pi = \{A_i \mid i \in \omega\}$ is a countable locally closed question (partition of $S$). We first show the following:

**Claim.** There exists a family $\{(\Pi_i, <_i) \mid i \in \omega\}$, satisfying

1. (1) each $\Pi_i$ is a finite partition of $A_i$ into locally closed sets;
2. (2) each $<_i$ is a total order on $\Pi_i$;
3. (3) if $j \leq i$, $E \in \Pi_j$, $B \in \Pi_i$, then either $B \subseteq E$ or $B \subseteq E'$;
4. (4) if $B, E \in \Pi_i$, $E <_i B$, then $B \subseteq E'$.

**Proof of Claim:** We construct $\{(\Pi_i, <_i) \mid i \in n\}$ satisfying the above four conditions (for $i \leq n$). We set

$$\Pi_{n+1} := \{B_i \mid f : \sum_{i=1}^n \Pi_i \to \{0,1\}\}.$$
where for each function \( f : \bigcup_{n=1}^{\infty} \Pi_n \to \{0, 1\} \) we have set
\[
B_f := \bigcap_{n+1} \bigcap \{E \mid E \subseteq E\} \cap \bigcap \{E \mid E \subseteq E\}.
\]
It is obvious that the \( B_f \)'s are locally closed (given that \( A_{n+1} \) is locally closed) and that they form a partition of \( A_{n+1} \). So condition (1) is satisfied.

It is also easy to check condition (2) for \( i = n + 1 \) and \( n + 1 < i \leq n \): let \( j < i \), \( E \subseteq E\), and \( B_j \subseteq E\). Then we have either \( f(E) \geq 0 \), in which case \( B_f \subseteq E\), or else \( f(E) = 1 \), in which case \( B_f \subseteq E\).

To construct the order \( <_{n+1} \), observe first that there is a natural total order \( <_{n} \) on the disjoint union \( \bigcup_{n=1}^{\infty} \Pi_n \), namely the one obtained by concatenating the orders \( <_{0}, <_{1}, \ldots, <_{n} \). More precisely, if, for every \( B \subseteq \bigcup_{n=1}^{\infty} \Pi_n \), we set \( i(B) \) to be the unique index \( i \leq n \) such that \( B \subseteq E\), then the order \( <_{n} \) is given by setting: \( B <_{n} E \) if either \( i(B) < i(E) \), or else \( i(B) = i(E) \) and \( B <_{i(B)} E \).

Now, the order \( <_{n+1} \) on \( B_f \)'s is given by the lexicographic order induced by \( <_{n} \) on the functions \( f \) (thought as “words” written with the letters 0 and 1). More precisely, we set:
\[
B_f <_{n+1} B_g
\]
if there exists some set \( E \subseteq \bigcup_{n=1}^{\infty} \Pi_n \) such that
\[
(f(E) = g(E), \ \text{but } f(E) < g(E)),
\]
where \( < \) is the usual order \( 0 < 1 \) on \( \{0, 1\} \). Clearly, \( <_{n+1} \) is a total order on \( \Pi_{n+1} \), so condition (2) is satisfied.

Finally, we check condition (4) for \( n + 1 \): let \( B_f, B_g \subseteq \bigcup_{n=1}^{\infty} \Pi_n \) such that \( B_f <_{n+1} B_g \). By definition of the order \( <_{n+1} \), this means that there exists some \( E \subseteq \bigcup_{n=1}^{\infty} \Pi_n \) such that for all \( E' <_{n} E \) we have \( f(E') = g(E') \) but \( f(E) < g(E) \), i.e., \( f(E) = 0 \) and \( g(E) = 1 \). By the construction of \( B_f \)'s, \( f(E) = 0 \) implies that \( B_f \subseteq E' \), from which we get \( B_f \subseteq E' \), and thus \( E' <_{n} E \). Similarly, \( g(E) = 1 \) implies that \( B_g \subseteq E' \). So we have \( B_g \subseteq E' \subseteq B_f \), and thus by transitivity of inclusion we get \( B_g \subseteq B_f \). This completes the proof of our Claim.

Given now the above Claim, we can prove our Lemma by taking as our refined partition
\[
\Pi' := \bigcup_{i \in \omega} \Pi_i.
\]
Clearly, \( \Pi' \) is a refinement of \( \Pi \) consisting of locally closed sets. We now define a well-order \( <' \) on \( \Pi' \) as the concatenation of all the \( <_{i} \)'s.\(^9\) Obviously, \( <' \) is a total order of type \( \leq \omega \) on \( \Pi' \), so we get finite or \( \omega \)-long sequence that enumerates \( \Pi' \). The above properties (3) and (4) ensure that this is a pseudo-stratification.

**Proof.** We know that each \( A_i \) is locally closed, so there exists some open set \( U^{A_i} \subseteq \tau \) such that \( U^{A_i} \cap A_i = A_i \). Now, for all \( i \in \omega \) set
\[
U_i := U^{A_i} \cap \bigcap \{A_i^c \mid j < i, A_i \subseteq A_j^c\}.
\]
Let us first check that the sequence \( \langle U_i \mid i < \lambda \rangle \) satisfies condition (1):
\[
U_i \cap A_j = (U^{A_i} \cap \bigcap \{A_i^c \mid j < i, A_i \subseteq A_j^c\}) \cap A_j = (U_i \cap A_j) \cap \bigcap \{A_i^c \mid j < i, A_i \subseteq A_j^c\} = A_i \cap \bigcap \{A_i^c \mid j < i, A_i \subseteq A_j^c\} = A_i.
\]
Second, let us check condition (2): Suppose that we have \( j < i \) and \( U_i \cap A_j \neq \emptyset \), but \( A_i \not\subseteq A_j \). Since \( (A_i)_{i<\lambda} \) is a pseudo-stratified sequence, from \( j < i \) and \( A_i \not\subseteq A_j \) we can derive \( A_i \not\subseteq A_j \). By the construction of \( U_i \), this implies that \( A_i \not\subseteq A_j \), and hence that \( U_i \cap A_j \not\subseteq A_j \). This contradicts the assumption that \( U_i \cap A_j \neq \emptyset \).

**Lemma 2.** Every pseudo-stratification is linearly separated.

**Proof.** Let \( \Pi = \{ A_i \mid i < \lambda \} \) be a pseudo-stratification (with \( \lambda \leq \omega \)), and let \( \langle U_i \mid i < \lambda \rangle \) be a sequence satisfying the conditions of Lemma 1. It is clear that, in order to prove our intended result, it is enough to construct a total order \( \preceq \) on the set \( \{ i \in \omega \mid i < \lambda \} \) such that \( \lambda \leq \omega \), such that
\[
U_i \cap A_j \neq \emptyset \Rightarrow i \preceq j.
\]
For this, we first define a reflexive relation \( R \) on \( \lambda \), by setting
\[
i Rj \iff U_i \cap A_j \neq \emptyset.
\]
**Claim:** There are no non-trivial cycles
\[
i R \cdots i_n R i_1 \ (\text{with distinct } i_n \text{'s}).
\]
**Proof of Claim:** Let \( i_1 R \cdots i_n R i_1 \) be a non-trivial cycle of minimal length \( n \geq 2 \). There are two cases:

**Case 1:** \( n = 2 \), i.e., \( i_1 R i_2 R i_1 \) with \( i_2 \neq i_1 \). We must have either \( i_1 < i_2 \) or \( i_2 < i_1 \). Without loss of generality, we can assume \( i_1 < i_2 \) (otherwise, just swap \( i_1 \) and \( i_2 \), and use the cycle \( i_2 R i_1 \)). From \( i_2 R i_1 \), we get \( U_{i_2} \subseteq A_{i_1} \neq \emptyset \). This together with \( i_1 < i_2 \), gives us \( A_{i_1} \subseteq A_{i_2} \) (by condition (2) from Lemma 2), and hence \( U_{i_1} \cap A_{i_2} \subseteq U_{i_2} \cap A_{i_1} = A_{i_1} \). From this, we get that \( U_{i_1} \cap A_{i_2} = (U_{i_1} \cap A_{i_2}) \cap A_{i_1} \subseteq A_{i_1} \cap A_{i_2} = \emptyset \) (since \( i_1 \neq i_2 \), so \( A_{i_1} \) and \( A_{i_2} \) are different answers, hence disjoint), so we conclude that \( U_{i_1} \cap A_{i_2} = \emptyset \). But on the other hand, from \( i_1 R i_2 \) we get \( U_{i_1} \cap A_{i_2} = \emptyset \). Contradiction.

**Case 2:** \( n > 2 \). Since all the \( i_n \)'s are distinct, there must exist a (unique) smallest index in the cycle. Without loss of generality (since otherwise we can rearrange the indices, permuting the cycle), we can assume that \( i_3 \) is the smallest index. (Note that, since \( n > 2 \), there must be at least three distinct successive indices \( i_1, i_3, i_3 \).) So \( i_3 < i_1 \) and \( i_3 < i_2 \). From \( i_2 R i_3 \), we get \( U_{i_2} \subseteq A_{i_3} \neq \emptyset \). Since \( i_3 < i_2 \), it follows that \( A_{i_3} \subseteq A_{i_1} \) (by Lemma 2). But on the other hand, \( i_3 R i_2 \) gives us \( U_{i_1} \cap A_{i_2} = \emptyset \). We hence obtain \( U_{i_1} \cap A_{i_3} = \emptyset \). This, together with \( i_3 < i_1 \), gives us \( A_{i_3} \subseteq A_{i_1} \) (again by Lemma 2). From this, we derive \( A_{i_3} \subseteq U_{i_1} \cap A_{i_3} \) (since \( A \subseteq U_i \) for
all $i$). Let now $s \in A_i$ be any state satisfying the answer $A_i \subseteq U_i \cap A_i$. So we have $s \in U_i$ and $s \in A_i$, which together imply that $U_i \cap A_i \neq \emptyset$ (since $s \in A_i$ implies that every open neighborhood of $s$ intersects $A_i$). Hence, we have $i_t R t s$, which means we can shorten the cycle by eliminating $i_t$, we obtain contradiction.

Given the above Claim, it follows that the transitive closure $R^*$ is a partial order on $\lambda$ (which obviously includes $R$). By the Order Extension Principle, we can extend $R^*$ to a total order $\leq$ on $\lambda$, which still includes $R$.  

5. TOPOLOGICAL CHARACTERIZATION OF SOLVABILITY

Definition 10. Let $S = (S, \mathcal{O})$ be an epistemic space, $L$ be a standard agent, $A \subseteq S$, and $s \in A$. An $A$-locking sequence for $s$ (with respect to $L$) is a data sequence $\sigma = (O_1, \ldots, O_k)$, such that:

1. $\sigma$ is sound for $s$, i.e., $s \in \bigcap_{1 \leq i \leq k} O_i$;
2. if $\delta$ is any data sequence sound for $s$, then $L(S, \sigma + \delta) \subseteq A$.

For a given data sequence $\sigma$, we denote by $L^*_{A, \sigma}$ the set of all states in $A$ having $\sigma$ as an $A$-locking sequence, i.e.,

$L^*_{A, \sigma} := \{ s \in A | \sigma \text{ is an } A\text{-locking sequence for } s \text{ wrt } L \}$.

Lemma 3. If $A$ is verifiable in the limit by a standard agent $L$, then $\bigcup_{\sigma \in \mathcal{O}} L^*_{A, \sigma} = A$.

Proof. Suppose not. Let $A$ be verifiable in the limit, but such that $A \neq \bigcup_{\sigma \in \mathcal{O}} L^*_{A, \sigma}$. Since all $L^*_{A, \sigma} \subseteq A$, his means that $A \not\subseteq \bigcup_{\sigma \in \mathcal{O}} L^*_{A, \sigma}$, i.e., there exists some state $s \in A$ for which there is no $A$-locking sequence. This means that every data sequence $\sigma$ that is sound for $s$ can be extended to a sequence $\delta$ that is also sound for $s$ and has $L(\delta) \not\subseteq A$.

Let now $O$ be a (sound and complete) data stream for $s$. We construct a new infinite data stream $\bar{V}$, by defining increasingly longer initial segments $\delta_k \in O$, in countably many stages: we first set $V_0 = O_0$, thus obtaining an initial segment $\delta_0 = (O_0) = (V_0)$; at the $k+1$-th stage, given some initial segment $\delta_k = (V_0, \ldots, V_n)$ (of some length $n_k$), we built our next initial segment by taking any extension $\delta_{k+1}$ of the sequence $\sigma_k = (V_0, \ldots, V_n)$, $O_{n+1})$ that is sound for $s$ and has $L(\delta_k) \not\subseteq A$. The resulting infinite stream $\bar{V}$ is a (sound and complete) stream for $s$ (the completeness of $\bar{V}$ with respect to $s$ follows the fact that this stream includes all the elements of $\bar{U}$), but which contains arbitrarily long initial segments $\sigma_k$ with $L(\sigma_k) \not\subseteq A$. Since $s \in A$, this contradicts the assumption that $A$ is verifiable in the limit.

Lemma 4. If $A \subseteq S$ is verifiable in the limit by a standard agent $L$, then for every data sequence $\sigma = (O_1, \ldots, O_k)$, the set $L^*_{A, \sigma}$ is locally closed.

Proof. Let $O := \bigcap_{i=1}^k O_i$ be the intersection of all the observations in $\sigma$. We will show that

$O \cap \overline{L^*_{A, \sigma}} = L^*_{A, \sigma}$,

from which the desired conclusion follows.

(2) If $s \in L^*_{A, \sigma}$, then $\sigma$ is an $A$-locking sequence for $s$, hence $\sigma$ is sound for $s$, and thus $s \in \bigcap_{i=1}^k O_i = O$.

(3) Suppose that $s \in O \cap \overline{L^*_{A, \sigma}}$. We prove two claims:

Claim 1: For every data sequence $\delta$ that is sound for $s$ and extends $\sigma$, we have $L(\delta) \subseteq A$.

Proof of Claim 1: Let $\delta = (\delta_1, \ldots, \delta_k)$ be a data sequence that is sound for $s$ (i.e., $s \in \delta_i$ for all $i = 1, \ldots, n$) and extends $\sigma$, i.e., $n \geq k$ and $U_i = O_i$ for all $i \leq k$. Hence, $\bigcap_{i=1}^k \delta_i$ is an open neighborhood of $s$, and $s \in L^*_{A, \sigma}$, so there must exist some $t \in \bigcap_{i=1}^k \delta_i$ such that $t \in L^*_{A, \sigma}$. Hence, $t \in A$ and $\sigma$ is an $A$-locking sequence for $t$. But $\delta$ extends $\sigma$ and is sound for $t$, so (by the definition of $\sigma$ being an $A$-locking sequence for $t$), we have that $L(\delta) \subseteq A$, which concludes the proof of Claim 1.

Claim 2: We have $s \in A$.

Proof of Claim 2: Let $V$ be a stream for $s$ that extends $\sigma$ (such a stream must exist, since $\sigma$ is sound for $s$: just take any stream for $s$ and prefix it with $\sigma$). Then, for every $n \geq k$, the sequence $\delta_n = (V_1, \ldots, V_n)$ is sound for $s$ and extends $\sigma$. Hence, by the above Claim, we must have that $L(\delta_n) \subseteq A$ for all $n \geq k$. But we assumed that $A$ is verifiable in the limit, so we must have $s \in A$, which concludes the proof of Claim 2.

From Claims 1 and 2 together, we conclude that $\sigma$ is an $A$-locking sequence for $s \in A$, hence $s \in L^*_{A, \sigma}$.

Theorem 1. Given an epistemic space $(S, \mathcal{O})$, a set $A \subseteq S$ is verifiable in the limit iff it is $\omega$-constructible.

Proof. $(\Rightarrow)$ Assume $A = \bigcup_{i \in \omega} (U_i \cap C_n)$ is a countable disjoint union of (mutually disjoint) locally closed sets $U_i \cap C_n$ (with $U_n$ open and $C_n$ closed). We define a standard agent $L$ for $A$ on finite data sequences $\delta = (O_1, \ldots, O_k)$, by setting $L(S, \delta) = A'$, if we have $\bigcap_{i \in \omega} O_i \not\subseteq \bar{V}$ for all $\omega$; $L(S, \delta) = A'$ (where $A'$ is the complement of $A$), if $\bigcap_{i \in \omega} O_i \subseteq C_n$ holds for the first index $n \in \omega$ such that $\bigcap_{i \in \omega} O_i \subseteq U_n$; and $L(S, \delta) = A$ otherwise. Then it is easy to see that $L$ verifies $A$ in the limit.

$(\Leftarrow)$ Suppose that $A$ is verifiable in the limit. By Proposition 1, it is then verifiable by a standard agent $L$. By Lemma 1, $A$ is the union of all sets $L^*_{A, \sigma}$ for all finite data sequences $\sigma$. But there are only countably many such sequences, so this is a countable union. Moreover, by Lemma 2, each $L^*_{A, \sigma}$ is locally closed. Hence $A$ is a countable union of locally closed sets, i.e., an $\omega$-constructible set.

Corollary 1. $A$ is decidable in the limit iff both $A$ and $A^c$ are $\omega$-constructible.

Proof. Follows trivially from the above results.

Theorem 2. Let $P = (\mathcal{P}, Q)$ be an inductive problem on an epistemic space $S$. The following are equivalent:

1. $P$ is solvable (in the limit);
2. the associated question $Q$ is an (at most) countable family of $\omega$-constructible answers;
3. $Q$ has an (at most) countable locally closed refinement.

Proof. $(1) \Rightarrow (2)$: Let $P$ be a solvable problem. By Proposition 1, there exists some standard agent that solves it. Let $L$ be such a standard agent that solves $P$.

Claim: Every answer $A \in Q$ is verifiable in the limit.

Proof of Claim: Let $A \in Q$ be an answer. We construct a standard agent $L^A$ that verifies it, by setting $L^A(\sigma) := A$.
iff $L_\delta(\sigma) \subseteq A$, and $L_\delta^c(\sigma) := A^c$ otherwise. It is easy to see that $L^A$ verifies $A$.

Using the Claim and Lemma 3, we obtain that, for each answer $A \in Q$, there exists some data sequence $\sigma \in \Omega^*$ such that $L_\delta(\sigma) \subseteq A$. But $\Omega^*$ is countable, so there can be only countably many answers in $Q$.

By the claim above, Lemma 3 and Lemma 4, we obtain that every answer $A \in Q$ is a countable union of locally closed sets, hence it is $\omega$-constructible.

Using the Claim and Lemma 3, we can define $L^A$ for each $A \in Q$. It is easy to see that this agent verifies $A$.


6. UNIVERSALITY OF CONDITIONING

Our aim in this section is to show that AGM conditioning is “universal”: every solvable problem can be solved by some AGM agent. First, we introduce an auxiliary notion, that of a problem being directly solvable by AGM conditioning.

Given a question $Q$ on an epistemic space $(S, \mathcal{O})$, any total order $\preceq \subseteq Q \times Q$ on (the answers of) the question $Q$ induces in a canonical way a total preorder $\preceq \subseteq S \times S$, obtained by:

$$s \preceq t \iff A_s \preceq A_t$$

(whence the unique answer $A_s$ in $Q$ such that $s \in A_s$).

Definition 11. A problem $P = (S, \mathcal{Q})$ is directly solvable by conditioning if it is solvable by AGM conditioning with respect to (a prior $\preceq$ that is canonically induced, as explained above, by) a total order $\preceq \subseteq Q \times Q$ on (the answers of) the question $Q$.

Direct solvability by conditioning essentially means that the problem can be solved by a conditioning agent who does not attempt to refine the original question: she forms beliefs only about the answers to the given question, and is thus indifferent between states satisfying the same answer. Direct solvability by conditioning is thus a very stringent condition, and unsurprisingly this form of conditioning is not universal.

Proposition 5. (K. Genin, personal communication) Not every solvable problem is directly solvable by conditioning.

Proof. Let $P$ be the problem in Example 3, depicted on the left-hand side of Figure 1. It is easy to see that this problem cannot be directly solvable by conditioning! (Indeed, if $\{t, u\} \preceq \{s, v\}$ then $v$ is not learnable by $\mathcal{L}$-conditioning; if $\{v, s\} < \{t, u\}$ then $t$ is not learnable by $\mathcal{L}$-conditioning; while if $\{t, u\}$ and $\{s, v\}$ are equally plausible, then neither $t$ nor $v$ are learnable.)

But $P$ can be refined to a directly solvable problem, namely the “learning question” $P'$ (depicted on the right-hand side of Figure 1), which can be directly solvable (e.g. if we set $\{t\} < \{s\} < \{v\} < \{u\}$). As a consequence, $P$ can itself be solved by (non-direct) conditioning (with respect to the order $t < s < v < u$).

This counterexample suggests a way to prove our intended universality result: it is enough to show that every solvable problem has a refinement that is directly solvable by conditioning. To do this, we first need a structural characterization of direct solvability.

Lemma 5. (Topological Characterization of Direct Solvability by Conditioning) A problem $P = (S, \mathcal{Q})$ is directly solvable by conditioning iff $Q$ is linearly separable.

Proof. Left-to-right implication: Suppose that $P$ is directly solvable by conditioning with respect to (a prior $\preceq$ that is canonically induced by) a total order $\preceq \subseteq Q \times Q$. Then, for every $s \in S$ choose some sound and complete data stream $\mathcal{O}^s = (O^s_n)_{n \in \omega}$ for $s$ (with $O^s_n \subseteq \mathcal{O}_n \subseteq \mathcal{T}_n$). Direct solvability by conditioning implies then that there exists some $N_s$ such that $\text{Min}_\preceq(O^s_1, \ldots, O^s_{N_s}) \subseteq A_s$. Let $U_s := \bigcap_{n=1}^{N_s} O^s_n \subseteq \mathcal{T}_n$, so that we have $s \in U_s$ and $\min U_s \subseteq A_s$. Then set $U_A := \bigcup_{s \in A} U_s \subseteq \mathcal{T}_n$ for every answer $A \in Q$. We claim that $U_A$ “separates” $A$ from the union of all the answers $B \neq A$ (as linear separation demands): indeed, by the construction of $U_A$, it is obvious that (1) $A \subseteq U_A$, and also that $\min U_s \subseteq A_s$. By unfolding the last clause in terms of $\preceq$, we obtain that: $A \preceq B$ holds for all $B \in Q$ such that $U_A \cap B \neq \emptyset$. Since $\preceq$ is a total order on $Q$, this is equivalent to (2) $U_A \cap B = \emptyset$ for all $B \neq A$. By (1) and (2) together, we obtain that $Q$ is linearly separable.

Right-to-left implication: Suppose $Q$ is linearly separated. Let $\preceq$ be a total order on $Q$ that linearly separates it. This means that, for every answer $A \in Q$, there exists some open set $U_A \subseteq \mathcal{T}_n$ such that $A \subseteq U_A$ and $U_A \cap B = \emptyset$ for all $B \neq A$. For each $s \in S$, we set $U_s := U_{A_s}$ (where $A_s$ is the unique answer in $Q$ with $s \in A_s$).

Let $\preceq$ be the total preorder on $S$ canonically induced by the order $\preceq \subseteq Q \times Q$ (by $s \preceq t$ iff $A_s \preceq A_t$). We show now that $P$ is directly solvable by conditioning with respect to $\preceq$. For this, let $s \in S$ be any state, and $\mathcal{O} = (O_n)_{n \in \omega}$ be a sound and complete stream for $s$. Completeness of the stream implies that there must exist some $N \in \omega$ such that $\bigcap_{i=1}^n O_i \subseteq U_s$.

To conclude our proof, it is enough to show the following

Claim: For every $n \geq N$, we have

$$s \in \text{Min}_\preceq \bigcap_{i=1}^n O_i \subseteq A_s.$$
to such data streams, the AGM agent $L^\leq$ produces a “principal filter”, given by

$$L^\leq(O_1, \ldots, O_n) = \{P \subseteq S \mid \bigcap_{i=1}^n O_i \subseteq P\}.$$  

By the Claim above we have $\text{Min}^\leq(\bigcap_{i=1}^n O_i) \subseteq A_s$, and hence we obtain $A_s \in L^\leq(O_1, \ldots, O_n)$, for all $n \geq N$.

**Proof of Claim:** Let $n \geq N$. To prove the Claim, it is enough to show the following two implications (for all states $t$):

1. $t \in \bigcap_{i=1}^n O_i \Rightarrow s \leq t$;
2. $t \in \text{Min}^\leq(\bigcap_{i=1}^n O_i) \Rightarrow A_t = A_s$.

To show (1), let $t \in \bigcap_{i=1}^n O_i$ (since $\bigcap_{i=1}^n O_i \subseteq \bigcup_{i=1}^n O_i$). Then $t \in U_s$ (since $U_t \cap A_s = \emptyset$). Hence (by linear separation) we must have $A_t \subsetneq A_s$, i.e., $s \leq t$.

To show (2), let $t \in \text{Min}^\leq(\bigcap_{i=1}^n O_i)$. This implies that $t \leq s$ (since $s \in \bigcap_{i=1}^n O_i$). But by (1), we also have $s \leq t$, and hence $s \leq t \leq s$. This means that $A_t \subseteq A_t \subseteq A_s$. But $\leq$ is a total order on $\mathcal{Q}$, so it follows that $A_t = A_s$. $\square$

**Theorem 3.** AGM conditioning is a universal problem-solving method, i.e., every solvable problem is solvable by some AGM agent.

**Proof.** Let $P$ be a solvable problem. From Theorem 2, Proposition 3 and Lemma 2, it follows that $P$ has a linearly separated refinement $P'$. By Lemma 5, that refinement is (directly) solvable by an AGM agent $L^\leq$. It is obvious (from the definition of solvability) that any doxastic agent which solves the more refined problem $P'$ solves also the original problem $P$. $\square$

**Corollary 3.** AGM conditioning is a universal learning method, i.e., every learnable space is learnable by some AGM agent.

**Proof.** Apply the previous result to the finest question $Q := \{\{s\} \mid s \in S\}$. $\square$

In contrast, recall that the counterexample in Proposition 2 showed that standard AGM agents have a very limited problem-solving power. Standard conditioning is not a universal learning method (while general AGM conditioning is universal). This means that allowing prior plausibility orders that are non-wellfounded is essential for achieving universality of conditioning. Beliefs generated in this way may occasionally fail to be globally consistent. (Indeed, note that in the counterexample from Proposition 2, the beliefs of the non-standard AGM agent who learns the space are initially globally inconsistent. In conclusion, occasional global inconsistencies are the unavoidable price for the universality of AGM conditioning.

### 7. CONCLUSIONS AND CONNECTIONS TO OTHER WORK

The general topological setting for problem-solving assumed here is a variation of the one championed by Kelly in various talks [23] and in unpublished work [24, 25], though until recently we did not realize this close similarity. Our topological characterizations of verifiable, falsifiable and decidable properties are generalizations of results by Kelly [19], who proved characterizations for the special case of Baire spaces.\(^{10}\) Our result on learning-universality (Corollary 3) is also a generalization of analogue results by Kelly [21, 20], and Kelly, Schulte and Hendricks [26]. But our generalization to arbitrary spaces is highly non-trivial, requiring the use of the $TD$ characterization. (In contrast, the Baire space satisfies the much stronger separation axiom $T_1$, which trivializes the specialization order, and so the proof of learning-universality is much easier in this special case: any total $\omega$-like ordering of the space can be used for conditioning.) Nevertheless, in a sense, this result is just a topological re-packaging of one of our own previous results [13, 3, 4].

While writing this paper, we learned that our $TD$ characterization of learnability (Corollary 2) was independently re-proven by Konstantin Genin ([11], unpublished manuscript), soon after we announced its proof. This characterization is actually a topological translation of a classical characterization of identifiability in the limit [2], and in fact it also follows from a result by de Brecht and Yamamoto [9], who prove it for so-called “concept spaces”.

Our key new results are far-reaching and highly non-trivial: the topological characterization of solvability (Theorem 2), and the universality of AGM condition for problem-solving (Theorem 3). They required the introduction of new topological concepts (e.g., pseudo-stratifications and linearly separated partitions), and some non-trivial proofs of new topological results.

Philosophically, the importance of these results is that, on the one hand they fully vindicate the general topological program in Inductive Epistemology started by Kelly and others [19, 31], and on the other hand they reassert the power and applicability of the AGM Belief Revision Theory against its critics.

To this conclusion, we need to add an important proviso: our results show that, in order to achieve problem-solving universality, AGM agents need to (a) be “creative”, by going beyond the original problem (i.e., finding a more refined problem that can be solved directly, and forming prior beliefs about the answer to this more refined question), and (b) admit non-standard priors, which occasionally will lead to beliefs that are globally inconsistent (although still locally consistent). Such occasional global inconsistencies can give rise to a type of “infinite Lottery Paradox”. But this is the price that AGM agents have to pay in order to be able to solve every solvable question.

Whether or not this is a price that is worth paying is a different, more vague and more “ideological” question, although a very interesting one. But this question lies beyond the scope of this paper.
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ABSTRACT

We show that standard Bayesian games cannot represent the full spectrum of belief-dependent preferences. However, by introducing a fundamental distinction between intended and actual strategies, we remove this limitation. We define Bayesian games with intentions, generalizing both Bayesian games and psychological games [5], and prove that Nash equilibria in psychological games correspond to a special class of equilibria as defined in our setting.

1. INTRODUCTION

Type spaces were introduced by John Harsanyi [6] as a formal mechanism for modeling games of incomplete information where there is uncertainty about players’ payoff functions. Broadly speaking, types are taken to encode payoff-relevant information, a typical example being how each participant values the items in an auction. An important feature of this formalism is that types also encode beliefs about types. Thus, a type encodes not only a player’s beliefs about other players’ payoff functions, but a whole belief hierarchy: a player’s beliefs about other players’ beliefs, their beliefs about other players’ beliefs about other players’ beliefs, and so on.

This latter point has been enthusiastically embraced by the epistemic game theory community, where type spaces have been co-opted for the analysis of games of complete information. In this context, types encode beliefs about the strategies used by other players in the game as well as their types. So again, types encode a belief hierarchy, but one that describes players’ beliefs about other players’ beliefs… about the other players’ strategies and types. In this framework, one can determine whether a player is rational given her type and strategy; that is, whether her strategy is such that she is making a best response to her beliefs, as encoded by her type. Thus, rationality, common belief of rationality, and so on can be defined as events in the space of (profiles of) strategy-type pairs. This opens the way to epistemic analyses of solution concepts, among other applications [3]. In this setting, types do not encode payoff-relevant information; rather, they are simply a tool for describing belief hierarchies about other players’ (types and) strategies.

By contrast, in a Bayesian game, types are payoff-relevant objects in that utility depends on them, though the payoff-relevant information they are taken to encode often includes such things as characteristics of the players (strength, work ethic, etc.), or more generally any relevant facts that may not be common knowledge. There is typically assumed to be a prior probability on types (indeed, often a common prior), so a type can still be viewed as encoding beliefs on other types in this setting (a type encodes the probability obtained by conditioning the prior on t), and thus a belief hierarchy. However, the only aspect of this belief hierarchy that is typically used in Bayesian games is the first-order belief about other players’ types (but not beliefs about beliefs, and so on), which is needed to defined a player’s expected utility. Nonetheless, it is possible to leverage the fact that types encode beliefs to define Bayesian games in which players’ preferences depend to some extent on the beliefs of their opponents (see Example 2.2). This observation is the point of departure for the present work.

The notion that a player’s preferences might depend on the beliefs of her opponents (or on her own beliefs) is not new. Psychological games [1, 5] model phenomena like anger, surprise, and guilt by incorporating belief hierarchies directly into the domain of the utility functions. Language-based games [2] model similar belief-dependent preferences by defining utility over descriptions in a given language (in particular, a language that can express the players’ beliefs). Types play no explicit role in either of these frameworks; on the other hand, the discussion above suggests that they may be naturally employed to accomplish many of the same modeling goals. Since Bayesian games and, more generally, type spaces have become cornerstones of modern game theory, if the modeling and analysis of psychological games could be carried out in this familiar framework, it would unite these paradigms and thereby amplify both the insights and the accessibility of the latter. In this paper, we provide an extension of Bayesian games that allows us to do just this.

There is an obvious obstruction to capturing general belief-dependent preferences using types in the standard way: types in Bayesian games encode beliefs about types, not about strategies. This severely limits the extent to which preferences over types can capture feelings like surprise or guilt, which are typically expressed by reference to beliefs about strategies (e.g., my opponent is surprised if I do not play the strategy that she was expecting me to play). It may seem that there is a simple solution to this problem: allow types to encode beliefs about strategies. But doing this leads to difficulties in the definition of Bayesian Nash equilibrium, the standard solution concept in Bayesian games; this notion depends on being able to freely associate strategies with types. In Section 2, we give the relevant definitions and make this issue precise.

In Section 3, we develop a modification of the standard Bayesian setup where each player is associated with two
strategies: an intended strategy that is determined by her type (and thus can be the object of beliefs), and an actual strategy that is independent of her type (as in standard Bayesian games). This gives us what we call Bayesian games with intentions. We define a solution concept for such games where we require that, in equilibrium, the actual and intended strategies are equal. As we show, under this requirement, equilibria do not always exist.

In Section 4, we show that psychological games can be embedded in our framework. Moreover, we show that the notion of Nash equilibrium for psychological games defined by Geanakoplos, Pearce, and Stachetti [5] (hereafter GPS) corresponds to a special case of our own notion of equilibrium. Thus, we realize all the advantages of psychological games in an arguably simpler, better understood setting. We do not require complicated beliefs hierarchies; these are implicitly encoded by types.

The advantages of distinguishing actual from intended strategies go well beyond psychological games. As we show in the full paper, intended strategies can be fruitfully interpreted as reference points in the style of prospect theory [7]. One of the central insights of prospect theory is that the subjective value of an outcome can depend, at least in part, on how that outcome compares to some “reference level”; for example, whether it is viewed as a relative gain or loss. The intended/actual distinction naturally implements the needed comparison between “real” and “reference” outcomes. Using this insight, we show that reference-dependent preferences, as defined by Kőszegi and Rabin [8], can be captured using Bayesian games with intentions.

2. BAYESIAN GAMES

2.1 Definition

A Bayesian game is a model of strategic interaction among players whose preferences can depend on factors beyond the strategies they choose to play. These factors are often taken to be characteristics of the players themselves, such as whether they are industrious or lazy, how strong they are, or how they value certain objects. Such characteristics can be relevant in a variety of contexts: a job interview, a fight, an auction, etc.

A type of player $i$ is often construed as encoding precisely such characteristics. More generally, however, types can be viewed as encoding any kind of information about the world that might be payoff-relevant. For example, the resolution of a battle between two armies may depend not only on what maneuvers they each perform, but also on how long or well-trained they were to begin with, or the kind of terrain they engage on. Decision-making in such an environment therefore requires a representation of the players’ uncertainty regarding these variables.

We now give a definition of Bayesian games that is somewhat more general than the standard definition. This will make it easier for us to develop the extension to Bayesian games with intentions. We explain the differences after we give the definition.

Fix a set of players, $N = \{1, \ldots, n\}$. A Bayesian game (over $N$) is a tuple $B = (\Omega, (\Sigma_i, T_i, \tau_i, p_i, u_i)_{i \in N})$ where

- $\Omega$ is the measurable space of states of nature;
- $\Sigma_i$ is the set of strategies available to player $i$;
- $T_i$ is the set of types of player $i$;
- $\tau_i : \Omega \to T_i$ is player $i$’s signal function;
- $p_i : T_i \to \Delta(\Omega)$ associates with each type $t_i$ of player $i$ a probability measure $p_i(t_i)$ on $\Omega$ with $p_i(t_i)(\tau_i^{-1}(t_i)) = 1$, representing type $t_i$ of player $i$’s beliefs about the state of nature;\footnote{As usual, we denote by $\Delta(X)$ the set of probability measures on the measurable space $X$. To streamline the presentation, we suppress measurability assumptions here and elsewhere in the paper.}
- $u_i : \Sigma \times \Omega \to \mathbb{R}$ is player $i$’s utility function.\footnote{Given a collection $(X_i)_{i \in N}$ indexed by $N$, we adopt the usual convention of denoting by $X$ the product $\prod_{i \in N} X_i$ and by $X_{-i}$ the product $\prod_{i \notin \{i\}} X_i$.}

As we said above, this definition of a Bayesian game is more general than what is presented in much (though not all) of the literature. There are two main differences. First, we take utility to be defined over strategies and states of nature, rather than over strategies and types (cf. [9] for a similar definition). This captures the intuition that what is really payoff-relevant is the way the world is, and types simply capture the players’ imperfect knowledge of this. Since the type signal function profile $(\tau_1, \ldots, \tau_n)$ associates with each world a type profile, utilities can depend on players’ types. Of course, we can always restrict attention to the special case where $\Omega = T$ and where $\tau_i : T \to T_i$ is the $i$th projection function; this is called the reduced form, and it accords with a common conception of types as encoding all payoff-relevant information aside from strategy choices (cf. [4]).

The second respect in which this definition is more general than is standard is in the association of an arbitrary probability measure $p_i(t_i)$ to each type $t_i$. It is typically assumed instead that for each player $i$ there is some fixed probability measure $\pi_i \in \Delta(\Omega)$ representing her “prior beliefs” about the state of nature, and $p_i(t_i)$ is obtained by conditioning these prior beliefs on the “private information” $t_i$ (or, more precisely, on the event $\tau_i^{-1}(t_i)$).\footnote{To ensure this is well-defined, it is also typically assumed that none of player $i$’s types are null with respect to $\pi_i$; that is, for all $t_i \in T_i$, $\pi_i(\tau_i^{-1}(t_i)) > 0$.} When $\pi_1 = \pi_2 = \cdots = \pi_n$, we say that the players have a common prior; this condition is also frequently assumed in the literature. We adopt the more general setup because it accords with a standard presentation of type spaces as employed for the epistemic analysis of games of complete information [3], thus making it easier for us to relate our approach to epistemic game theory.

The requirement that $p_i(t_i)(\tau_i^{-1}(t_i)) = 1$ amounts to assuming that each player is sure of her own type (and hence, her beliefs); that is, in each state $\omega \in \Omega$, each player $i$ knows that the true state is among those where she is of type $t_i = \tau_i(\omega)$, which is exactly the set $\tau_i^{-1}(t_i)$.

2.2 Examples

It will be helpful to briefly consider two simple examples of Bayesian games, one standard and one a bit less so.

**Example 2.1.** First consider a simplified auction scenario where each participant $i \in N$ must submit a bid $\sigma_i \in \Sigma_i = \{1, \ldots, n\}$;
R+ for a given item. Types here are conceptualized as encoding valuations of the item up for auction: for each $t_i \in T_i$, let $v(t_i) \in \mathbb{R}^+$ represent how much player $i$ thinks the item is worth, and define player $i$’s utility $u_i : \Sigma \times T$ by

$$u_i(\sigma, t) = \begin{cases} v(t_i) - \sigma_i & \text{if } \sigma_i = \max_{\sigma_j \in \Sigma} \sigma_j \\ 0 & \text{otherwise.} \end{cases}$$

Thus, a player’s payoff is 0 if she does not submit the highest bid, and otherwise is equal to her valuation of the item less her bid (for simplicity, this model assumes that in the event of a tie, every top-bidding player gets the item). Note that the state space here is implicitly taken to be identical to the space $T$ of type profiles, that is, the game is presented in reduced form. A type $t_i$ therefore tells us not only how valuable player $i$ thinks the item is ($v(t_i)$), but also what beliefs $p_i(t_i) \in \Delta(T)$ player $i$ has about how the other players value the item (and what beliefs they have about their opponents, and so on). The condition that $p_i(t_i)(\tau^{-1}(t_i)) = 1$ then simply amounts to the assumption that each player is sure of her own valuation (as well as her beliefs about other players’ types).

**Example 2.2.** Next we consider an example where the Bayesian framework is leveraged to model a player whose preferences depend on the beliefs of her opponent. Consider a game where the players are students in a class, with player 1 having just been called upon by the instructor to answer a yes/no question. Assume for simplicity that $N = \{1, 2\}$, $\Sigma_1 = \{\text{yes}, \text{no}, \text{pass}\}$, and $\Sigma_2 = \{\ast\}$ (where $\ast$ denotes a vacuous move, so only player 1 has a real decision to make). Let $\Omega = \{w_y, w_n, v_y, v_n\}$, where, intuitively, states with the subscript $y$ are states where “yes” is the correct answer, while states with the subscript $n$ are states where “no” is the correct answer. Let $T_1 = \{t_1, t'_1\}$, $T_2 = \{t_2, t'_2, t''_2\}$, and define the signal functions by

$$\tau_1(w_y) = \tau_1(w_n) = t_1, \quad \tau_1(v_y) = \tau_1(v_n) = t'_1,$$

$$\tau_2(w_y) = \tau_2(w_n) = t_2 \quad \text{and} \quad \tau_2(v_y) = t'_2 \quad \text{and} \quad \tau_2(v_n) = t''_2.$$

Finally, assume that all of the subjective probability measures arise by conditioning a common prior $\pi \in \Delta(\Omega)$ on the type of the player in question; assume further that $\pi$ is the uniform distribution. It follows that in each state, player 1 is unsure of the correct answer. On the other hand, while in states $w_y$ and $w_n$, player 2 is also unsure of the correct answer, in states $v_y$ and $v_n$, player 2 knows the correct answer. Moreover, in states $w_y$ and $w_n$, player 1 is sure that player 2 does not know the correct answer, whereas in states $v_y$ and $v_n$, player 1 is sure that player 2 does know the correct answer (despite not knowing it himself). We can therefore use this framework to encode the following (quite plausible) preferences for player 1: guessing the answer is preferable to passing provided player 2 does not know the right answer, but passing is better than guessing otherwise. Set

$$u_1(\text{yes}, w_y) = u_1(\text{yes}, v_y) = u_1(\text{no}, w_n) = u_1(\text{no}, v_n) = 5,$$

representing a good payoff for answering correctly; set

$$u_1(\text{pass}, x) = -2 \text{ for all } x \in \Omega,$$

representing a small penalty for passing regardless of what the correct answer is; finally, set

$$u_1(\text{yes}, v_y) = u_1(\text{no}, w_y) = -5 \text{ and } u_1(\text{yes}, v_n) = u_1(\text{no}, v_n) = -15,$$

representing a penalty for getting the wrong answer that is substantially worse in states where player 2 knows the correct answer.

It is easy to check that if player 1 considers $v_y$ and $w_n$ to be equally probable, then her expected utility for randomly guessing the answer is 0, which is strictly better than passing (passing, of course, always yields an expected utility of $-2$). By contrast, if player 1 considers $v_y$ and $v_n$ to be equally probable, then her expected utility for randomly guessing is $-5$, which is strictly worse than passing. In short, player 1’s decision depends on what she believes about the beliefs of player 2.

Example 2.2 captures what might be thought of as *embarrassment aversion*, which is a species of belief-dependent preference: player 1’s preferences depend on what player 2 believes. It is worth being explicit about the conditions that make this possible:

C1. States in $\Omega$ encode a certain piece of information $I$ (in this case, whether the correct answer to the given question is “yes” or “no”).

C2. Types encode beliefs about states.

C3. Utility depends on types.

From C1–C3, we can conclude that preferences can depend on what the players believe about $I$.

Not all kinds of belief-dependent preferences can be captured in the Bayesian framework. Suppose, for example, that the goal of player 1 is to surprise her opponent by playing an unexpected strategy. More precisely, suppose that $\Sigma_1 = \{\sigma_1, \sigma'_1\}$ and we wish to define $u_1$ in such a way that player 1 prefers to play $\sigma_1$ if and only if player 2 believes he will play $\sigma'_1$. In contrast to Example 2.2, this scenario cannot be represented with a Bayesian game for the following simple reason: *states do not encode strategies*. In other words, condition C1 is not satisfied if we take $I$ to be player 1’s strategy. Therefore, types cannot encode such beliefs about strategies, so utility cannot be defined in a way that depends on such beliefs.

This suggests an obvious generalization of the Bayesian setting, namely, encoding strategies in states. Indeed, this is the idea we explore in this paper; however, it is not quite as straightforward a maneuver as it might appear, primarily due to its interaction with the mechanics of *Bayesian Nash equilibrium*.

### 2.3 Equilibrium

Part of the value of Bayesian games lies in the fact that a generalized notion of Nash equilibrium can be defined in this framework, for which the following notion plays a crucial role: a *behaviour rule* for player $i$ is a function $\beta_i : T_i \rightarrow \Sigma_i$. In Bayesian games, we talk about behaviour rule profiles being in equilibrium, just as in normal-form games, we talk about strategy profiles being in equilibrium. Intuitively, $\beta_i(t_i)$ represents the strategy that type $t_i$ of player $i$ is playing, so a player’s strategy depends on her type.

From a technical standpoint, behaviour rules are important because they allow us to associate a payoff for each
player with each state, rather than strategy-state pairs. Since types encode beliefs about states, this yields a notion of expected utility for each type. A Bayesian Nash equilibrium is then defined to be a profile of behaviour rules such that each type is maximizing its own expected utility.

More precisely, observe that via the signal functions $\tau_i$, a behaviour rule $\beta_i$ associates with each state $\omega$ the strategy $\beta_i(\tau_i(\omega))$. Thus, a profile $\beta$ of behaviour rules defines an induced utility function $u_i^\beta: \Omega \to \mathbb{R}$ as follows:

$$u_i^\beta(\omega) = u_i((\beta_j(\tau_j(\omega))))_{\beta_j \in \mathcal{N}, \omega}.$$  

The beliefs $p_i(t_i)$ then define the expected utility for each type: let $E_t_i(\beta)$ denote the expected value of $u_i^\beta$ with respect to $p_i(t_i)$. Denote by $B_i$ the set of all behaviour rules for player $i$. A behaviour rule $\beta_i$ is a best response to $\beta_{-i}$ if, for each $t_i \in T_i$, $\beta_i$ maximizes $E_{t_i}$:

$$\forall \beta'_i \in B_i (E_{t_i}(\beta_i, \beta_{-i}) \geq E_{t_i}(\beta'_i, \beta_{-i})).$$

Finally, a Bayesian Nash equilibrium of the Bayesian game $B$ is a profile of behaviour rules $\beta$ such that, for each $i \in N$, $\beta_i$ is a best response to $\beta_{-i}$. A (mixed) Bayesian Nash equilibrium is guaranteed to exist when the strategy and types spaces are finite (see [10] for a more general characterization of when an equilibrium exists).

3. INTENTION

3.1 Definition

Behaviour rules map types to strategies, but the underlying model does not enforce any relationship between types and strategies (or between states and strategies). Thus, behaviour rules do not provide a mechanism satisfying condition C1 with $I$ taken to be a player’s strategies, so they do not allow us to express preferences that depend on beliefs about strategies. In order to express such preferences, we must associate strategies with states in the model itself. Note that once we do this, utility functions depend on strategies in two ways. Specifically, since $u_i$ is defined on the cross product $\Sigma \times \Omega$, players’ preferences depend on strategies both directly (corresponding to the strategy-profile component of $u_i$’s input) and as encoded in states (the second component of $u_i$’s input). To keep track of this distinction, we call these actual and intended strategies, respectively.

Formally, a Bayesian game with instantiated intentions (BGII) is a tuple $\mathcal{T} = (\Omega, (\Sigma_i, T_i, \tau_i, s_i, p_i, u_i))_{i \in N}$, where $s_i : T_i \to \Sigma_i$ is player $i$’s intention function and the remaining components are defined as in a Bayesian game. (The reason for this terminological mouthful will become clear in Section 3.3, where we define Bayesian games with intentions.) Each $s_i$ associates with each type $t_i$ of player $i$ an intended strategy $s_i(t_i)$. Intuitively, we might think of $s_i(t_i)$ as the strategy that a player of type $t_i$ “intends” or “is planning” to play (though may ultimately decide not to); alternatively, it might be conceptualized as the “default” strategy for that type; it might even be viewed as the “stereotypical” strategy employed by players of type $t_i$. The former interpretation may be appropriate in a situation where we want to think of self-control; for example, a player who intends to exercise, but actually does not. The latter interpretation may be appropriate if we think about voting. Wealthy people in Connecticut typically vote Republican, but a particular player $i$ who is wealthy and lives in Connecticut (this information is encoded in her type) votes Democrat.

We associate intended strategies with types rather than directly with states by analogy to behaviour rules, in keeping with the modeling paradigm where the personal characteristics of a player—including her beliefs, decisions, and intentions—are entirely captured by her type. Nonetheless, the composition $s_i \circ \tau_i : \Omega \to \Sigma_i$ does associate strategies with states and so satisfies condition C1 (again, with $I$ being a player’s strategy); thus, players can have beliefs about strategies. This, in turn, allows us to define utility so as to capture preferences that depend on beliefs about strategies.

3.2 Examples

The presentation of a BGII is made clearer by introducing the following notation for the set of states where player $i$ intends to play $\sigma_i$:

$$[\sigma_i] = (s_i \circ \tau_i)^{-1}(\sigma_i) = \{\omega \in \Omega : s_i(\tau_i(\omega)) = \sigma_i\}.$$

**Example 3.1.** Consider a 2-player game in which player $1$’s goal is to surprise her opponent. We take player $2$ to be surprised if his beliefs about what player $1$ intends to play are dramatically different from what player $1$ actually plays. For definiteness, we take “dramatically different” to mean that his beliefs about player $1$’s intended strategy ascribe probability $0$ to player $1$’s actual strategy. Thus, we define player $1$’s utility function as follows:

$$u_1(\sigma, \omega) = \begin{cases} 1 & \text{if } p_2(\tau_2(\omega))(\lfloor [\sigma_2] \rfloor) = 0 \\ 0 & \text{otherwise.} \end{cases}$$

(Recall that $p_2(\tau_2(\omega))$ is a measure on states, which is why we apply it to $\tau_1^{\prime -1}(s_1^{\prime -1}(\sigma_1))$, that is, the set of states $\omega$ where player $1$’s intended strategy, $s_1(\tau_1(\omega))$, is equal to $\sigma_1$.)

**Example 3.2.** Next we consider an example introduced by GPS [5] called the bravery game. This is a 2-player scenario in which player $1$ has the only real decision to make: he must choose whether to take a bold action or a timid action, so $\Sigma_1 = \{\text{bold, timid}\}$ (and $\Sigma_2 = \{\ast\}$). The crux of the game is the psychological factor, described by GPS as follows: player $1$ prefers “to be timid rather than bold, unless he thinks his friends expect him to be bold, in which case he prefers not to disappoint them” [5]. It is also stipulated that player $2$ prefers player $1$ to be bold, and also prefers to think of him as bold. Define $q : T_1 \to [0, 1]$ to be the degree of belief that type $t_2$ of player $2$ has in player $1$ being bold:

$$q(t) = p(t_2)([\text{bold}]).$$

Define $\tilde{q} : T_1 \to [0, 1]$ to be type $t_1$ of player $1$’s expectation of this degree of belief:

$$\tilde{q}(t) = E_{t_1}(q),$$

where $E_{t_1}(f)$ denotes the expected value of $f$ with respect to the measure $p(t_1)$. We can then represent the players’ preferences in a reduced-form BGII as follows:

$$u_1(\sigma, t) = \begin{cases} 2 - \tilde{q}(t) & \text{if } \sigma_1(t_1) = \text{bold} \\ 3(1 - \tilde{q}(t)) & \text{if } \sigma_1(t_1) = \text{timid}, \end{cases}$$

$$u_2(\sigma, t) = \begin{cases} 2(1 + q(t)) & \text{if } \sigma_1(t_1) = \text{bold} \\ 1 - q(t) & \text{if } \sigma_1(t_1) = \text{timid}. \end{cases}$$
This representation closely parallels that given in [5], in which \( q \) and \( \tilde{q} \) are understood not as functions of types, but (implicitly) as functions of belief hierarchies. But this makes no difference to the preferences this game encodes. For example, it is easy to see that player 2 prefers player 1 to be bold, and all the more so when \( q \) is high—that is, all the more so when she believes with high probability that he will be bold.\(^5\) Similarly, one can check that player 1 prefers to be timid provided that \( \tilde{q}(t) < \frac{1}{2} \); in other words, provided that his expectation of his opponent’s degree of belief in him being bold is sufficiently low.

Why not define player 1’s preferences directly in terms of the beliefs of his opponent, rather than his expectation of these beliefs? GPS cannot do so because of a technical limitation of the framework as developed in [5]; specifically, that a player’s utility can depend only on her own beliefs. Battigalli and Dufwenberg [1] correct this deficiency. BGII do not encounter such limitations in the first place. In particular, it is easy enough to redefine player 1’s utility as follows:

\[
u_1'(\sigma, t) = \begin{cases} 
2 - q(t) & \text{if } \sigma(t_1) = \text{bold} \\
3(1 - q(t)) & \text{if } \sigma(t_1) = \text{timid}.
\end{cases}
\]

In this case, we find that player 1 prefers to be timid provided \( q(t) < \frac{1}{2} \), or in other words, provided that his opponent’s degree of belief in him being bold is sufficiently low. \(\square\)

Observe that in neither of the preceding examples did we provide a concrete BGII, in that we did not explicitly define the type spaces, the intention functions, and so on. Instead, we offered general recipes for implementing certain belief-dependent preferences (e.g., to surprise, to live up to expectations, etc.) in arbitrary BGII. Particular choices of type spaces and intention functions do play an important role in equilibrium analyses; however, as illustrated by the preceding two examples, at the modeling stage they need not be provided up front.

### 3.3 Equilibrium

We now define a notion of equilibrium for this setting. As a first step towards this definition, given a BGII \( I \), we say that a profile of behaviour rules \( \beta \) is an equilibrium of \( I \) if

1. \( \beta \) is a Bayesian Nash equilibrium of the underlying Bayesian game: that is, each \( \beta_i \) is a best response to \( \beta_{-i} \) in precisely the sense defined in Section 2.3;

2. for each player \( i \in N \), \( \beta_i = s_i \).

This definition, and in particular condition (2), embodies the conception of equilibrium as a steady state of play where

\(^4\)Additionally, GPS give the value of \( q \), not by the probability that player 2 assigns to player 1 being bold, but by player 2’s expectation of the probability \( p \) with which player 1 decides to be bold. We forgo this subtlety for the time being.

\(^5\)It is not quite clear why GPS define player 2’s payoff in the event that player 1 is timid to be \( 1 - q(t) \) rather than \( 1 + q(t) \). This latter value preserves the preferences described while avoiding the implication that, assuming that player 1 will be timid, player 2 also prefers to believe that he will be timid—this stands in opposition to the stipulation that player 2 prefers to think of her opponent as bold.

each player has correct beliefs about her opponents (and is best responding to those beliefs). In a BGII, beliefs about the strategies of one’s opponents are beliefs about intended strategies (although, in equilibrium, a player will also have beliefs about actual strategies). On the other hand, since behavior rules associate strategies with types and players have beliefs over types, behaviour rules also induce beliefs about strategies; in our terminology, these are beliefs about actual strategies. Condition (2) implies that these two beliefs coincide in equilibrium; in equilibrium, each type of player actually plays the strategy she intended to play (which is exactly the strategy her opponents expected her to play).

Does condition (2) collapse the distinction between intended and actual strategies, thereby returning us to the classical setting? It does not. First, in a standard Bayesian game we could not even write down a model where players’ preferences depended on beliefs about strategies. In addition, although we demand that intended and actual strategies coincide in equilibrium, this restriction does not apply to the evaluation of best responses. Recall that \( \beta_i \) is a best response to \( \beta_{-i} \) if and only if

\[(\forall \beta'_i \in B_i)[E_i(\beta_i, \beta_{-i}) \geq E_i(\beta'_i, \beta_{-i})].\]

Crucially, \( \beta'_i \) need not be equal to \( s_i \). In other words, for \( \beta_i \) to count as a best response, it must be at least as good as all other behaviour rules, including those that recommend playing a strategy distinct from that specified by \( s_i \).

**Example 3.3.** Consider a 2-player reduced-form BGII with \( \Sigma_1 = \{a, b\} \), \( \Sigma_2 = \{\ast\} \), \( T_1 = \{x, x'\} \), and \( T_2 = \{y, y'\} \), and where

\[p_1(x) = p_1(x')(y') = p_2(y) = p_2(y')(x') = 1.\]

Let \( u_1 \) be defined as in Example 3.1, encoding player 1’s desire to surprise her opponent:

\[u_1(\sigma_1, \ast, t) = \begin{cases} 
1 & \text{if } p_2(t_2)\{[\sigma_1]\} = 0 \\
0 & \text{otherwise}.
\end{cases}\]

Suppose that \( s_1(x) = s_1(x') = a \). Then, of course, \( p_2(y)\{[a]\} = p_2(y')([a]) = 1 \), and likewise \( p_2(y)\{[b]\} = p_2(y')([b]) = 0 \). It follows immediately that the expected utility of playing \( a \) for either type of player 1 is equal to 0 (since player 1 is sure that this will not surprise her opponent), whereas the expected utility of playing \( b \) for either type of player 1 is equal to 1 (since, in this case, player 1 is sure that this will surprise her opponent). In particular, if \( \beta_1 = s_1 \), then \( \beta_1 \) is not a best response. Thus, this particular BGII admits no equilibrium.

Now suppose that \( s_1(x) = s_1(x') = b \). This is, of course, a different BGII from the one considered in the previous paragraph, but it differs only in the specification of player 1’s intentions. Moreover, in this BGII it is not hard to check that \( \beta_1 = s_1 \) is a best response and therefore constitutes an equilibrium: type \( x \) is sure that player 2 is of type \( y \); therefore, type \( x \) is sure that player 2 is sure that player 1 is of type \( x' \), and so is playing \( b \); thus, \( a \) is a best response for \( x \), since \( x \) is sure that it will surprise her opponent; a similar argument shows that \( b \) is a best response for \( x' \). \(\square\)

Example 3.3 demonstrates that the notion of best response in a BGII—and therefore the notion of equilibrium—can be sensitive to states of play where players are not playing their
intended strategies. But it also illustrates the pivotal role of the intention functions $s_i$ in determining the existence of an equilibrium. Indeed, condition (2) implies that if a given BGI $\tilde{I}$ has an equilibrium at all, it is unique and equal to $s$. This suggests that BGIs are not at the right “resolution” for equilibrium analysis, since they come already equipped with a unique candidate for equilibrium. Thus, rather than restricting attention to a single BGI, where the intention function is specified and hard-coded into the model, we consider a more general model, where the intention function is not specified, but still affects the utility. This is parallel to the role of strategies in standard games, which are not hard-coded into the model, but of course the utility function still depends on them. Essentially, we are moving the intention function from the model to the utility function. As we shall see, our earlier examples of BGIs can be easily interpreted as models in this more general sense.

In order to make this precise, we must first define utility functions that take as arguments intention functions. More precisely, taking $\Sigma^I = \Sigma_1^I \times \cdots \times \Sigma_n^I$ (so that $\Sigma^I$ is the set of intention function profiles), an explicit utility function is a map $\tilde{u}_i : \Sigma \times \Omega \times \Sigma^I \to \mathbb{R}$; these are just like the utility functions in a BGI except they explicitly take as input the associations between types and strategies provided by intention functions. A Bayesian game with intentions (BGI) is a tuple $\tilde{I} = (\Omega, (\Sigma_i, T_i, \tau_i, p_i, \tilde{u}_i)_{i \in N})$, where the components are defined just as they are in a Bayesian game, except that the functions $\tilde{u}_i$ are explicit utility functions. We emphasize that a BGI, unlike a BGI, does not include players’ intention functions among its components; instead, these functions show up as arguments in the (explicit) utility functions.

It is easy to see that all the examples of BGIs that we have considered so far can be naturally converted to BGIs. For example, the utility function $u_1(\sigma, t)$ in Example 3.1 becomes $\tilde{u}_1(\sigma, t, s)$. The definition of $\tilde{u}_1(\sigma, t, s)$ looks identical to that of $u_1(\sigma, t)$; the additional argument $s$ is needed to define $[\sigma_1]$. A BGI induces a natural map from intention functions to BGIs: given $\tilde{I} = (\Omega, (\Sigma_i, T_i, \tau_i, p_i, \tilde{u}_i)_{i \in N})$ and functions $s_i : T_i \to \Sigma_i$, let

$$\tilde{\tilde{I}}(s_1, \ldots, s_n) = (\Omega, (\Sigma_i, T_i, \tau_i, s_i, p_i, \tilde{u}_i)_{i \in N})$$

where $u_i : \Sigma \times \Omega \to \mathbb{R}$ is defined by

$$u_i(\sigma, \omega) = \tilde{u}_i(\sigma, \omega, s_1, \ldots, s_n).$$

Clearly $\tilde{\tilde{I}}(s_1, \ldots, s_n)$ is a BGI; we call it an instantiation of $\tilde{I}$. We then define an equilibrium of $\tilde{I}$ to be a profile of behaviour rules $\beta$ that is an equilibrium of the corresponding instantiation $\tilde{\tilde{I}}(\beta)$. Here we make implicit use of the fact that both behaviour rules and intention functions are functions from types to strategies. Indeed, the profile $\beta$ plays two roles: first, it is used to determine the intentions of the players; then, in the context of the instantiated BGI with these fixed intentions, we evaluate whether each $\beta_i(t_i)$ is a best response, just as in the definition of equilibrium for a standard Bayesian game.

Is this a reasonable notion of equilibrium? As we observed above, in a BGI, the only possible equilibrium is “built in” to the model in the form of the intention functions. In particular, the only possible equilibrium for the instantiation $\tilde{\tilde{I}}(\beta)$ is $\beta$ itself. Of course, $\beta$ is not necessarily an equilibrium of this game; however, by quantifying over $\beta$ and considering the corresponding class of BGIs (i.e., those obtained as instantiations of $\tilde{I}$), we are essentially asking the question: “Is there a profile of intentions such that, assuming those intentions are common knowledge, no player prefers to deviate from their intention?” If so, that profile constitutes an equilibrium. This is a natural solution concept; in fact, as we show in Section 4, the notion of equilibrium proposed by GPS for psychological games is a special case of our definition.

**Example 3.4.** In light of these definitions, Example 3.3 can be viewed as first defining a BGI $\tilde{I}$, and then considering two particular instantiations of it. The equilibrium observations made then amount to the following: the behaviour rule $\beta_1 \equiv a$ (i.e., the constant function $a$) is not an equilibrium of $\tilde{I}$, but the behaviour rule $\beta_1'$ that sends $x$ to a and $x'$ to $b$ is. (As there is only ever one option for player 2’s behaviour rule, namely $\beta_2 \equiv \ast$, we can safely neglect it.)

**Example 3.5.** Consider again the bravery game of Example 3.2. Under any particular specification of state space and type spaces, this becomes a BGI $\tilde{I}$. It is not difficult to see that each of the behaviour rules $\beta_1 \equiv$ timid and $\beta_1' \equiv$ bold is an equilibrium of $\tilde{I}$. □

**3.4 Existence**

Are equilibria of BGIs guaranteed to exist? Not necessarily. At least one obstacle to existence lies in the specification of the underlying type space and the corresponding probability measures: as the following example shows, certain kinds of belief that are necessary for best-responses may be implicitly ruled out.

**Example 3.6.** Consider a 2-player reduced-form BGI $\tilde{I}$ where $\Sigma_1 = \{a, b\}$, $\Sigma_2 = \{\ast\}$, $T_1 = \{x, x'\}$, and $T_2 = \{y, y'\}$, and where

$$p_1(x) = p_1(x') = p_2(y) = p_2(y')(x) = p_2(y')(x') = 1.$$ Once again we consider a model where player 1 wishes to surprise her opponent, and so define $u_1$ as in Example 3.3:

$$u_1(\sigma_1, \ast, t) = \begin{cases} 1 & \text{if } p_2(t_2)([\sigma_1]) = 0 \\ 0 & \text{otherwise}. \end{cases}$$

Note that player 1 is certain that player 2 knows her type. It follows that no matter what her intentions are, player 2 knows them, and so (by definition of $u_1$), player 1 can always do better by deviating. In other words, no behaviour rule $\beta_1$ is an equilibrium of $\tilde{I}(\beta_1)$ (since it is not a best response). It follows immediately that $\tilde{I}$ admits no equilibria. □

This obstacle persists even if we extend our attention to mixed strategies. More precisely, consider the class of BGIs where, for each player $i$, $\Sigma_i = \Delta(A_i)$ for some finite set $A_i$ (the set of player $i$’s pure strategies), and $u_i : \Sigma \times \Omega \to \mathbb{R}$ satisfies

$$u_i(\sigma_i, \sigma_{-i}, \omega) = \sum_{a_i \in A_i} \sigma_i(a_i)u_i(a_i, \sigma_{-i}, \omega).$$

In other words, player $i$’s utility for playing $\sigma_i$ is just the expected value of her utility for playing her various pure strategies with the probabilities given by $\sigma_i$. As is standard, we call elements of $\Sigma_i$ mixed strategies, and the corresponding BGIs mixed-strategy BGIs. We can similarly define
mixed-strategy BGIs. Note that in this context, since the intention functions \( s_i \) map into \( \Sigma_i \), intended strategies are also mixed.

The next example shows that, in contrast to the classical setting, there are mixed-strategy BGIs with finite type spaces that admit no equilibria.

**Example 3.7.** Consider a 2-player reduced-form BGI where \( \Sigma_1 = \Delta(\{a, b\}) \), \( \Sigma_2 = \{s\} \), \( T_1 = \{x, x'\} \), and \( T_2 = \{y, y'\} \), and where
\[
p_1(x)(\{y\}) = p_1(x')(\{y\}) = p_2(y)(\{x\}) = p_2(y')(\{x'\}) = 1.
\]
Set
\[
u_1(a, s, t) = \begin{cases} 1 & \text{if } p_2(t_2)([a]) < 1 \\ 0 & \text{otherwise} \end{cases}
\]
and
\[
u_1(b, s, t) = \begin{cases} 1 & \text{if } p_2(t_2)([a]) = 1 \\ 0 & \text{otherwise}, \end{cases}
\]
and extend to all \( \sigma_i \in \Delta(\{a, b\}) \) by taking expectation:
\[
u_1(\sigma_1, s, t) = \sigma_1(a) \nu_1(a, s, t) + \sigma_1(b) \nu_1(b, s, t).
\]
Note that, following standard conventions, here we identify the pure strategy \( a \) with the degenerate mixed strategy that places probability 1 on \( a \); likewise for \( b \). Thus, for example, the condition \( p_2(t_2)([a]) < 1 \) amounts to the following: “type \( t_2 \) is not absolutely certain that player 1 intends to play the pure strategy \( a \),” or equivalently, “type \( t_2 \) considers it possible that player 1 intends to play a mixed strategy that places positive weight on \( b \).” The preferences defined by \( \nu_1 \) can be roughly summarized as follows: “player 1 prefers to play \( a \) in the event that player 2 thinks she might place positive weight on \( b \), and prefers to play \( b \) if player 2 is sure that she’ll play \( a \) for sure.”

This game admits no equilibria. To see this, suppose that \( \beta_1 \) were an equilibrium; that is, set player 1’s intention function equal to \( \beta_1 \), and suppose that \( \beta_1 \) is an equilibrium of the resulting BGII. First consider the case where \( \beta_1(x) \in \Sigma_1 \) satisfies \( \beta_1(x)(b) > 0 \). Then it follows that \( p_2(y)([a]) = 0 \) (i.e., type \( y \) is certain that player 1 is not playing the pure strategy \( a \)), and so, since type \( x \) is certain that player 2 is of type \( y \), it follows by definition of \( \nu_1 \) that type \( x \)’s best response is to play the pure strategy \( a \). In particular, \( \beta_1(x) \) is not a best response, so \( \beta_1 \) cannot constitute an equilibrium. Now consider the case where \( \beta_1(x)(b) = 0 \); in other words, \( \beta_1(x) \) is the pure strategy \( a \). Then we have \( p_2(y)([a]) = 1 \), from which it follows that type \( x \)’s best response is to play the pure strategy \( b \). Thus, once again, \( \beta_1 \) cannot constitute an equilibrium.

4. **PSYCHOLOGICAL GAMES**

Psychological games can be captured in our framework. A psychological game \( \mathcal{P} \) consists of a finite set of players \( N \), together with mixed strategies \( \Sigma_i \) and utility functions \( v_i : \tilde{B}_i \times \Sigma \to \mathbb{R} \) for each player \( i \), where \( \tilde{B}_i \) denotes the set of “collectively coherent” belief hierarchies for player \( i \). Somewhat more precisely, an element \( b_i \in \tilde{B}_i \) is an infinite sequence of probability measures \( \{b^1_i, b^2_i, \ldots\} \) where

\[ b^1_i \in \Delta(\Sigma_{-i}) \text{ is player } i \text{'s first-order beliefs, } b^2_i \text{ is player } i \text{'s second-order beliefs (i.e., roughly speaking, her beliefs about the beliefs of her opponents), and so on, such that the beliefs in this sequence satisfy certain technical conditions (roughly speaking, lower-order beliefs must agree with the appropriate marginals of higher-order beliefs, and this agreement must be common knowledge); see the full paper for the complete definition.}

Given a mixed-strategy BGII \( \mathcal{I} \) and a type \( t_i \in T_i \), we can define the first-order beliefs associated with \( t_i \) by
\[
\varphi_i^1(t_i) = (s_{-i}, p_i(t_i));
\]
that is, the pushforward of \( p_i(t_i) \) from \( \Omega \) to \( \Sigma_{-i} \) by \( s_{-i} \). Note that, in our terminology, these are beliefs about intended strategies. The \( k \)-th order beliefs associated with \( t_i \), denoted \( \varphi_i^k(t_i) \), can be defined inductively in a similar fashion; it is then straightforward to show that the sequence
\[
\varphi_i(t_i) = (\varphi_i^1(t_i), \varphi_i^2(t_i), \ldots)
\]
is collectively coherent, and thus \( \varphi_i : T_i \to \tilde{B}_i \) (see the full paper).

This correspondence provides a natural notion of equivalence between psychological games and BGIs with respect to the psychological preferences expressed in the former, namely,
\[
\forall i \in N \forall \sigma \in \Sigma \forall \omega \in \Omega(\nu_i(\sigma, \omega) = v_i(\varphi_i(\tau_i(\omega), \sigma))).
\]
When a BGII \( \mathcal{I} \) satisfies this condition with respect to a psychological game \( \mathcal{P} \), we say that \( \mathcal{I} \) and \( \mathcal{P} \) are preference-equivalent.

The notion of preference-equivalence lifts naturally to BGIs. Observe that the functions \( \varphi_i^k \) depend on the profile of intention functions \( s_i \); being explicit about this dependence, we write \( \varphi_i^k(t_i; s) \) rather than \( \varphi_i^k(t_i) \); we then say that \( \mathcal{I} \) and \( \mathcal{P} \) are preference-equivalent provided that
\[
\forall i \in N \forall \sigma \in \Sigma \forall \omega \in \Omega \forall s \in \Sigma^T(\tilde{u}_i(\sigma, \omega, s) = v_i(\varphi_i(\tau_i(\omega; s), \sigma))).
\]
It is easy to see that, given a psychological game \( \mathcal{P} \), we can obtain a preference-equivalent BGI \( \mathcal{I} \) simply by taking the above condition as the definition of the utility functions \( \tilde{u}_i \). Thus, we have the following:

**Proposition 4.1.** For every psychological game there exists a preference-equivalent BGI.

Note that even very simple BGIs (i.e., those with very small type/state spaces) can be preference-equivalent to psychological games; indeed, it is sufficient for the utility functions \( \tilde{u}_i \) to be of the form
\[
\tilde{u}_i(\sigma, \omega, s) = f(\varphi_i(\tau_i(\omega; s), \sigma)),
\]
so that utility depends on states only to the extent that states encode belief hierarchies. In particular, although the utility functions in a psychological game have uncountable domains (since they apply to all possible belief hierarchies), a BGI \( \mathcal{I} \) can be preference-equivalent to a psychological game \( \mathcal{P} \) even if \( \mathcal{I} \) has only finitely many states, since all that matters is that the utility functions of \( \mathcal{I} \) agree with the utility functions of \( \mathcal{P} \) on the belief hierarchies encoded by the states of \( \mathcal{I} \). Given a psychological game, we can construct a preference-equivalent BGI with type spaces rich enough that each \( \varphi_i \) is surjective: in other words, every belief hierarchy is realized by some type. However, in order
to capture equilibrium behaviour, such richness turns out to be superfluous. We now show how the notion of equilibrium defined by GPS for psychological games can be recovered as equilibria in our setting.

Given $\sigma \in \Sigma$, let $\chi_i(\sigma) \in B_i$ denote the unique belief hierarchy for player $i$ corresponding to common belief in $\sigma$. A psychological Nash equilibrium of $P$ is a strategy profile $\sigma$ such that, for each player $i$, $\sigma_i$ maximizes the function $\sigma_i' \mapsto v_i(\chi_i(\sigma), \sigma_i, \sigma_{-i})$.

In particular, to check whether $\sigma$ constitutes a psychological Nash equilibrium, the only relevant belief hierarchies are those corresponding to common belief of $\sigma$. This, in essence, is the reason we do not need rich type spaces in BGIs to detect such equilibria.

**Theorem 4.2.** If $P$ and $\bar{I}$ are preference-equivalent, then $\sigma$ is a psychological Nash equilibrium of $P$ if and only if the profile of (constant) behaviour rules $\beta$ for which $\beta_i \equiv \sigma_i$ is an equilibrium of $\bar{I}$.

**Proof.** When $\beta$ is the profile of behaviour rules described in this theorem, the corresponding instantiation $\bar{I}(\beta)$ has the property that, for each type $t_i$, $\varphi_i(t_i) = \chi_i(\sigma)$. The rest of the proof is essentially just unwinding definitions; see the full paper for details.

Theorem 4.2 shows that equilibrium analysis in psychological games does not depend on the full space of belief hierarchies; it can be captured by particularly simple BGIs. It also establishes an equivalence between psychological Nash equilibria and a certain restricted class of equilibria in BGIs; namely, those consisting of constant behaviour rules. This restriction is not surprising in light of the fact that psychological games do not model strategies as functions of types, while BGIs do. Thus, BGIs are not merely recapitulations of the GPS framework: they are a common generalization of psychological games and Bayesian games.

**5. CONCLUSION**

We have introduced BGIs, Bayesian games with intentions, which generalize Bayesian games and psychological games in a natural way. We believe that BGIs will prove much easier to deal with than psychological games, while allowing greater flexibility.

When do equilibria exist? While Theorem 4.2 provides sufficient conditions for the existence of equilibria in BGIs, they are certainly not necessary conditions. We can show, for example, that there are BGIs that admit only equilibria in which no behaviour rule is constant. Formulating more general conditions sufficient for existence is the subject of ongoing work.

Perhaps the most exciting prospect for future research lies in leveraging the distinction between actual and intended strategies. As we show in the full paper, this distinction can be used to implement Kőszegi and Rabin’s [8] model of reference-dependent preferences; we believe that it will have other uses as well, and perhaps lead to new insights into solution concepts.
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1. INTRODUCTION
Interactive reasoning is an important aspect of how players behave. To determine whether a particular course of action is good or bad, Ann may need to form a theory about Bob’s play of the game. In forming such a theory, she may reason that Bob is ‘strategically sophisticated’ — if so, she may reason that Bob forms a belief about her own play to determine whether a particular strategy is good or bad for him. That is, Ann may want to form a second-order theory about Bob’s play of the game. Of course, Ann may then reason that Bob uses a second-order theory to choose his strategy. In this case, Ann may want to form a third-order theory about Bob’s play of the game. And so on.

How many levels of reasoning do players undertake? We address this question for the case where the players’ processes of reasoning are not observable. Instead, the researcher observes only the behavior of the players — or, perhaps, only the outcome of the game. We ask: Can the researcher use this information to identify — or provide bounds on — levels of reasoning?

2. A MOTIVATING EXAMPLE
Figure 1 depicts the game of Battle-of-the-Sexes with an Outside Option: Ann can either choose to exercise an outside option or choose to play Battle-of-the-Sexes with Bob. *This abstract was prepared for TARK 2015. We thank Jessy Hsieh, Terri Kneeland, Xiaomin Li, and Elliot Lipnowski for valuable comments. We also thank audiences at the University of Bristol, the 2013 Asian Meeting of the Econometric Society, National University of Singapore, and the 2013 Workshop on Logical Structure of Correlated Information Change for important input. Adam Brandenburger thanks the NYU Stern School of Business for financial support. Amanda Friedenberg thanks NSF SES-1358008 for financial support and the UCL Economics Department for its unbounded hospitality.

The standard argument is that, if the players are ‘strategically sophisticated,’ then Ann will choose In-U and Bob will choose L. The strategy In-D is dominated for Ann by the outside option. Thus, if Ann does play In, Bob should reason that she will play U, since In-U is undominated. In this case, his best response is to play L. Ann should understand that Bob will reason this way and expect Bob to play L. With this expectation, Ann should play In-U.

4,2
0,0
0,0
2,4

Figure 1: Battle-of-the-Sexes with an Outside Option

Thus, there appears to be a clear prediction: Ann will play In-U and Bob will play L. Yet, in the lab, Out is played with significant frequency. (See, inter alia, [4] and [2].) One might then draw the conclusion that there is limited reasoning: If Bob engages in one level of reasoning, he may choose either L or R depending on what he believes about Ann’s play. So, if Ann engages in two levels of reasoning, she might choose to play Out. It is only if Ann reasons three (or more) levels that she would not play Out.

But, in fact, this behavior need not be an artifact of limited reasoning. There is another reason why Ann might choose to play Out — one based on the idea that there is a “context” to the game. In particular, suppose that it is commonly understood that “Bob is a bully” and, so, whenever a Battle-of-the-Sexes game is played, he attempts to go for
his best option and plays R. To be specific, suppose:

Bully-1: at each information set, Ann believes that Bob plays R,

Bully-2: at each information set, Bob believes “Bully-1.”

Bully-3: at each information set, Ann believes “Bully-2.”

If this is the context under which the game is played, Ann may play Out, even if she reasons three levels. In fact, she may play Out, even if she engages in common reasoning about the play of the game.

Here is the basic idea: When the game is played in this context, if Ann reasons at least one level, then she must play Out. (Ex ante, she expects that Bob will play R, and so Out is the unique best choice.) If Bob reasons at least two levels, then he will reason that Ann reasons at least one level, provided he has not observed information that contradicts this hypothesis. Thus, if Bob reasons at least two levels, he must begin the game believing Ann plays Out. Conditional upon Ann’s playing In, he is forced to reason that Ann does not reason one level. So, Bob can reason two levels and conclude (after observing In) that Ann is playing In-U, but he can also conclude that Ann is playing In-D. Thus, if Bob reasons two levels, he can play either of L or R. It follows that believing that Bob play will R is consistent with three levels of reasoning for Ann.

In light of the above, it appears premature to conclude that observing the play of Out indicates that Ann is necessarily only a level m-reasoner, for some m ≤ 2. This paper focuses on the case where the researcher cannot observe players’ actual beliefs or which beliefs players consider possible. Thus, we seek an answer to our question that is independent of the context of the game.

3. APPROACH AND CHALLENGE

In keeping with what we have just seen, we will need to describe what beliefs players do vs. do not consider possible in a particular game. The device we will use to describe these beliefs is an epistemic type structure, denoted by T. An epistemic type structure will consist of a set of types for each player, where a type for a player will describe that player’s hierarchies of beliefs about the play of the game. Different type structures are associated with different events which are commonly believed. For instance, for Battle-of-the-Sexes with an Outside Option, where the behavior of a level-3 reasoner depended on whether or not the event “Bob is a bully” is commonly understood.

Observe that the sets Rm(T) depend not only on the game Γ but also on the type structure T. This fits with our informal analysis of Battle-of-the-Sexes with an Outside Option, where the behavior of a level-3 reasoner depended on whether or not the event “Bob is a bully” is commonly understood.

The goal then is to identify when a strategy is consistent with m but not (m + 1) levels of reasoning. Toward this end, we seek to construct an ordered partition of the strategy set, denoted by \( \mathcal{L} = \{L^0, L^1, \ldots, L^m, \ldots, L^\infty\} \), that satisfies the following criteria: When m is finite, \( s \in L^m \) if it is

1. consistent with level-m reasoning in some epistemic game (Γ, T),

2. inconsistent with level-(m + 1) reasoning in any epistemic game (Γ, T).

When m is infinite, \( s \in L^m \) if it is consistent with level-\( \infty \) reasoning in some epistemic game (Γ, T). We refer to players who choose \( s \in L^m \) as Level-m Reasoners (or \( L^m \)-Reasoners).

\[1\] As the “level-k” and “cognitive hierarchy” literatures make clear, it may be possible to identify the minimum number of levels of reasoning by making auxiliary assumptions about behavior or beliefs. See the discussion below.
For the case of a matrix, standard results give that $s \in L^m$ if and only if $s$ is $m$ but not $(m + 1)$-rationalizable. One might conjecture that the same is true for the tree, where we now take “rationalizability” to mean “extensive-form rationalizability” as in [8] and [1] (or, equivalently, “iterated conditional dominance,” as in [9]). This is not the case. Refer back to Battle-of-the-Sexes with an Outside Option (Figure 1). There, Out is consistent with two but not three rounds of extensive-form rationalizability. But, the “Bob is a bully” analysis showed that Out $\in L^\infty$.

The main paper provides a novel procedure which serves to construct the partition $\mathcal{L}$ in a finite number of steps. A major challenge in providing such a procedure is the fact that the definition of $L^m$ makes reference to all type structures. For a given finite tree, there are infinitely many associated type structures and, therefore, searching across all type structures would appear to be an infinite task. The Main Theorem in the paper provides a way to side-step this difficulty for generic games. It characterizes the set of strategies consistent with $m$ levels of reasoning as a property of the game alone — without reference to any type structure. It goes on to show how to implement the procedure in a “simple” manner.

4. UPPER BOUND ON REASONING

The main paper identifies the maximum number of levels of reasoning consistent with observed behavior. The focus on this upper bound is inevitable, absent making auxiliary assumptions on behavior and/or beliefs. (The “level-k” and “cognitive hierarchy” literatures, e.g., [7], [10], [5], [3], etc., obtain exact identification by imposing such restrictions.) But, there are also good reasons why this upper bound is of interest. To the extent that the researcher is interested in the number of levels of reasoning as an empirical input, the researcher may care only that the player acts “as if” she is an $L^2$-Reasoner — even if she is, in fact, an $L^1$-Reasoner or $L^0$-Reasoner. A similar argument applies to higher levels of reasoning.

For certain datasets, it may be possible to distinguish an $L^2$-Reasoner from an $L^1$-Reasoner who acts as if she is an $L^2$-Reasoner. With a large dataset, we should expect, on statistical grounds, to see more than just occasional in-sample play of strategies inconsistent with higher levels of reasoning. In the spirit of the “level-k” and “cognitive hierarchy” literatures (e.g., [7], [10], [5], [3], etc.), the researcher may be able to design an experiment so that, even in small samples, we would expect to see play inconsistent with higher levels of reasoning. For instance, the design in [6] is based on “ring games,” where the payoff to any player depends only on his/her left-hand neighbor’s choice. So, changing payoffs to a player two steps to the left of Ann should not affect her behavior if she is a $L^1$-Reasoner, but should affect her behavior if she is a $L^2$-Reasoner. As a consequence, varying payoffs across the experimental session should generate distinct behavior for $L^1$- and $L^2$-Reasoners, thereby allowing the experimenter to identify the $L^2$-Reasoner.
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ABSTRACT

In the last few decades, numerous experiments have shown that humans do not always behave so as to maximize their material payoff. Cooperative behavior when non-cooperation is a dominant strategy (with respect to the material payoffs) is particularly puzzling. Here we propose a novel approach to explain cooperation, assuming what Halpern and Pass [2013] call translucent players. Typically, players are assumed to be opaque, in the sense that a deviation by one player in a normal-form game does not affect the strategies used by other players. But a player may believe that if he switches from one strategy to another, the fact that he chooses to switch may be visible to the other players. For example, if he chooses to defect in Prisoner’s Dilemma, the other player may sense his guilt. We show that by assuming translucent players, we can recover many of the regularities observed in human behavior in well-studied games such as Prisoner’s Dilemma, Traveler’s Dilemma, Bertrand Competition, and the Public Goods game.

1. INTRODUCTION

In the last few decades, numerous experiments have shown that humans do not always behave so as to maximize their material payoff. Many alternative models have consequently been proposed to explain deviations from the money-maximization paradigm. Some of them assume that players are boundedly rational and/or make mistakes in the computation of the expected utility of a strategy [Camerer et al. 2004, Costa-Gomes et al. 2001, Halpern and Pass 2015, McKelvey and Palfrey 1995, Stahl and Wilson 1994]; yet others assume that players have other-regarding preferences [Bolton and Ockenfels 2000, Charness and Rabin 2002, Fehr and Schmidt 1999]; others define radically different solution concepts, assuming that players do not try to maximize their payoff, but rather try to minimize their regret [Halpern and Pass 2012, Renou and Schlag 2010], or maximize the forecasts associated to coalition structures [Capraro 2013, Capraro et al. 2013], or maximize the total welfare [Apt and Schäfer 2014, Rong and Halpern 2013]. (These references only scratch the surface; a complete bibliography would be longer than this paper!)

Cooperative behavior in one-shot anonymous games is particularly puzzling, especially in games where non-cooperation is a dominant strategy (with respect to the material payoffs): why should you pay a cost to help a stranger, when no clear direct or indirect reward seems to be at stake? Nevertheless, the secret of success of our societies is largely due to our ability to cooperate. We do not cooperate only with family members, friends, and co-workers. A great deal of cooperation can be observed also in one-shot anonymous interactions [Camerer 2003], where none of the five rules of cooperation proposed by Nowak [2006] seems to be at play.

Here we propose a novel approach to explain cooperation, based on work of Halpern and Pass [2013] and Salcedo [2013], assuming what Halpern and Pass call translucent players. Typically, players are assumed to be opaque, in the sense that a deviation by one player in a normal-form game does not affect the strategies used by other players. But a player may believe that if he switches from one strategy to another, the fact that he chooses to switch may be visible to the other players. For example, if he chooses to defect in Prisoner’s Dilemma, the other player may sense his guilt. (Indeed, it is well known that there are facial and bodily clues, such as increased pupil size, associated with deception; see, e.g., [Ekman and Friesen 1969]. Professional poker players are also very sensitive to tells—betting patterns and physical demeanor that reveal something about a player’s hand and strategy.)

We use the idea of translucency to explain cooperation. This may at first seem somewhat strange. Typical lab experiments of social dilemmas consider anonymous players, who play each other over computers. In this setting, there are no tells. However, as Rand and his colleagues have argued (see, e.g., [Rand et al. 2012, Rand et al. 2014]), behavior of subjects in lab experiments is strongly influenced by their experience in everyday interactions. People internalize strategies that are more successful in everyday interactions and use them as default strategies in the lab. We would argue that people do not just internalize strategies; they also internalize beliefs. In everyday interactions, changing strategies certainly affects how other players react in the future. Through tells and possible leaks about changes in plans, it also may affect how other players react in current play. Thus, we would argue that, in everyday interactions, people assume a certain amount of transparency, both because it is a way of taking the future into account in real-world situations that are repeated and because it is a realistic assumption in one-shot games that are played in settings where

1The idea of translucency is motivated by some of the same concerns as Solan and Yariv’s [2004] games with espionage, but the technical details are quite different. A game with espionage is a two-player extensive-form game that extends an underlying normal-form game by adding a step where player 1 can purchase some noisy information about player 2’s planned move. Here, the information is free and all players may be translucent. Moreover, the effect of the translucency is modeled by the players’ counterfactual beliefs rather than by adding a move to the game.
players have a great deal of social interaction. We claim that
players then apply these beliefs in lab settings where they are
arguably inappropriate.

There is experimental evidence that can be viewed as pro-
viding support for players believing that they are transparent.
Gilovich et al. [1998] show that people tend to overes-
timate the extent to which others can discern their internal
states. For instance, they showed that liars overestimate the
detectability of their lies and that people believe that their
feelings of disgust are more apparent than they actually are.
There is also growing evidence that showing people simple
images of watching eyes has a marked effect on behavior,
ranging from giving more in Public Goods games to litter-
ing less (see [Bateson et al. 2013] for a discussion of some
of this work and an extensive list of references). One way
of understanding these results is that the eyes are making
people feel more transparent.

We apply the idea of translucency to a particular class of
games that we call social dilemmas (cf. [Dawes 1980]). A
social dilemma is a normal-form game with two properties:

1. there is a unique Nash equilibrium \( s^N \), which is a pure
   strategy profile;

2. there is a unique welfare-maximizing profile \( s^W \), again
   a pure strategy profile, such that each player’s utility
   if \( s^W \) is played is higher than his utility if \( s^N \) is played.

These uniqueness assumptions are not necessary, but they
make definitions and computations easier. Although these
restrictions are nontrivial, many of the best-studied games
in the game-theory literature satisfy them, including Pris-
oner’s Dilemma, Traveler’s Dilemma [Basu 1994], Bertrand
Competition, and the Public Goods game. (See Section 3
for more discussion of these games.)

There are (at least) two reasons why an agent may be
concerned about translucency in a social dilemma: (1) his
opponents may discover that he is planning to defect and
punish him by defecting as well, (2) many other people in
his social group (which may or may not include his oppo-
nent) may discover that he is planning to defect (or has
defected, despite the fact that the game is anonymous) and
think worse of him.

For definiteness, we focus here on the first point and as-
sume that, in social dilemmas, players have a degree of belief
\( \alpha \) that they are transparent, so that if they intend to cooper-
ate (by playing their component of the welfare-maximizing
strategy) and decide to deviate, there is a probability \( \alpha \) that
another player will detect this, and play her component of
the Nash equilibrium strategy. (The assumption that co-
operation acts as a default strategy is supported by experi-
ments showing that people forced to make a decision under
time pressure are, on average, more cooperative than those
forced to made a decision under time delay [Rand et al. 2012,
Rand et al. 2014]. Rand and his colleagues suggest that this is
due to the internalization of strategies that are successful in
everyday interactions.) We assume that these detections are
independent, so that the probability of, for example, ex-
actly two players other than \( i \) detecting a deviation by \( i \) is
\( \alpha^2(1-\alpha)^{N-3} \), where \( N \) is the total number of players. Of
course, if \( \alpha = 0 \), then we are back at the standard game-
 theoretic framework. We show that, with this assumption,
we can already explain a number of experimental regularities
observed in social dilemmas (see Section 3). We can model
the second point regarding concerns about transparency in
much the same way, and would get qualitatively similar re-
sults (see Section 6).

The rest of the paper is as follows. In Section 2, we for-
malize the notion of translucency in a game-theoretic set-
ing. In Section 3, we define the social dilemmas that we
focus on in this paper; in Section 4, we show that by as-
suming translucency, we can obtain as predictions of the
framework a number of regularities that have been observed
in the experimental literature. We discuss related work in
Section 5. Section 6 concludes. Proofs are deferred to the
full paper, where we also discuss a solution concept that we
call translucent equilibrium, based on translucency, closely
related to the notion of individual rationality discussed by
Halpern and Pass [2013], and show how it can be applied in
social dilemmas.

2. RATIONALITY WITH TRANSLUCENT
PLAYERS

In this section, we briefly define rationality in the presence
of translucency, motivated by the ideas in Halpern and Pass
[2013].

Formally, a (finite) normal-form game \( G \) is a tuple \((P, S_1, \ldots, S_N, u_1, \ldots, u_N)\), where \( P = \{1, \ldots, N\} \) is the set of players, \( S_i \)
is the set of strategies for player \( i \), and \( u_i \) is player \( i \)’s utility
function. Let \( S = S_1 \times \cdots \times S_N \) and \( S_{-i} = \prod_{j \neq i} S_j \). We
assume that \( S \) is finite and that \( N \geq 2 \).

In standard game theory, it is assumed that a player \( i \) has
beliefs about the strategies being used by other players; \( i \) is
rational if his strategy is a best response to these beliefs.
The standard definition of best response is the following.

**Definition 2.1.** A strategy \( s_i \in S_i \) is a best response to
a probability \( \mu_i \) on \( S_{-i} \) if, for all strategies \( s_i' \) for player \( i \),
\[
\sum_{s_{-i}' \in S_{-i}} \mu_i(s_{-i}')u_i(s_i, s_{-i}') \geq \sum_{s_{-i}' \in S_{-i}} \mu_i(s_{-i}')u_i(s_i', s_{-i}').
\]

We interpret \( \mu_i(s_{-i}') \) as \( i \)’s beliefs if he intends to play \( s_i \) but
instead deviates to \( s_i' \). Thus, \( \mu_i(s_{-i}') \) represents \( i \)’s beliefs if
he plays \( s_i \) and does not deviate. We modify the standard
definition of best response by defining best response with
respect to a family of beliefs \( \mu_i^{s_i,s_i'} \).

**Definition 2.2.** Strategy \( s_i \in S_i \) is a best response for
\( i \) with respect to the beliefs \( \{\mu_i^{s_i,s_i'} : s_i' \in S_i\} \) if, for all
strategies \( s_i' \in S_i \),
\[
\sum_{s_{-i}' \in S_{-i}} \mu_i^{s_i,s_i'}(s_{-i}')u_i(s_i, s_{-i}') \geq \sum_{s_{-i}' \in S_{-i}} \mu_i^{s_i,s_i'}(s_{-i}')u_i(s_i', s_{-i}').
\]
of Definition 2.2, not Definition 2.1. Of course, the standard notion of best response is just the special case of the notion above where $\mu^{s_i,s_j} = \mu^{s_i,s_j'}$ for all $s_j'$; a player’s beliefs about what other players are doing does not change if he switches strategies.

**Definition 2.3.** A player is **translucently rational** if he best responds to his beliefs in the sense of Definition 2.2. □

Our assumptions about translucency will be used to determine $\mu^{s_i,s_j'}$. For example, suppose that $\Gamma$ is a 2-player game, player 1 believes that, if he were to switch from $s_i$ to $s_i'$, this would be detected by player 2 with probability $\alpha$, and if player 2 did detect the switch, then player 2 would switch to $s_j'$. Then $\mu^{s_i,s_j'} = (1 - \alpha)\mu^{s_i,s_j} + \alpha\mu'$, where $\mu'$ assigns probability 1 to $s_j'$; that is, player 1 believes that with probability $1 - \alpha$, player 2 continues to do what he would have done all along (as described by $\mu^{s_i,s_j}$) and, with probability $\alpha$, player 2 switches to $s_j'$.

### 3. SOCIAL DILEMMAS

Social dilemmas are situations in which there is a tension between the collective interest and individual interests: every individual has an incentive to deviate from the common good and act selfishly, but if everyone deviates, then they are all worse off. Many personal and professional relationships, the depletion of natural resources, climate protection, the security of energy supply, and price competition in markets can all be viewed as instances of social dilemmas.

As we said in the introduction, we formally define a social dilemma as a normal-form game with a unique Nash equilibrium and a unique welfare-maximizing profile, both pure strategy profiles, such that each player’s utility if $s^W$ is played is higher than his utility if $s^N$ is played. While this is a quite restricted set of games, it includes many that have been quite well studied. Here, we focus on the following games:

**Prisoner’s Dilemma.** Two players can either cooperate ($C$) or defect ($D$). To relate our results to experimental results on Prisoner’s Dilemma, we think of cooperation as meaning that a player pays a cost $c > 0$ to give a benefit $b > c$ to the other player. If a player defects, he pays nothing and gains nothing. Thus, the payoff of $(D, D)$ is $(0, 0)$, the payoff of $(C, C)$ is $(b - c, b - c)$, and the payoffs of $(D, C)$ and $(C, D)$ are $(b, -c)$ and $(-c, b)$, respectively. The condition $b > c$ implies that $(D, D)$ is the unique Nash equilibrium and $(C, C)$ is the unique welfare-maximizing profile.

**Traveler’s Dilemma.** Two travelers have identical luggage, which is damaged (in an identical way) by an airline. The airline offers to recompense them for their luggage. They may ask for any dollar amount between $L$ and $H$ (where $L$ and $H$ are both positive integers). There is only one catch: if they ask for the same amount, then that is what they will both receive. However, if they ask for different amounts—say one asks for $m$ and the other for $m'$, with $m < m'$—then whoever asks for $m$ (the lower amount) will get $m + b$ ($m$ and a bonus of $b$), while the other player gets $m - b$: the lower amount and a penalty of $b$. It is easy to see that $(L, L)$ is the unique Nash equilibrium, while $(H, H)$ maximizes social welfare, independent of $b$.

**Public Goods game.** $N \geq 2$ contributors are endowed with 1 dollar each; they must simultaneously decide how much, if anything, to contribute to a public pool. (The contributions must be in whole cent amounts.) The total contribution pot is then multiplied by a constant strictly between 1 and $N$, and then evenly redistributed among all players. So the payoff of player $i$ is $u_i(x_1, \ldots, x_N) = 1 - x_i + p(x_1 + \ldots + x_N)$, where $x_i$ denotes $i$’s contribution, and $p \in (\frac{1}{N}, 1)$ is the marginal return. (Thus, the pool is multiplied by $pN$ before being split evenly among all players.) Everyone contributing nothing to the pool is the unique Nash equilibrium, and everyone contributing their whole endowment to the pool is the unique welfare-maximizing profile.

**Bertrand Competition.** $N \geq 2$ firms compete to sell their identical product at a price between the “price floor” $L \geq 2$ and the “reservation value” $H$. (Again, we assume that $H$ and $L$ are integers, and all prices must be integers.) The firm that chooses the lowest price, say $s$, sells the product at that price, getting a payoff of $s$, while all other firms get a payoff of 0. If there are ties, then the sales are split equally among all firms that choose the lowest price. Now everyone choosing $L$ is the unique Nash equilibrium, and everyone choosing $H$ is the unique welfare-maximizing profile.\(^4\)

From here on, we say that a player **cooperates** if he plays his part of the welfare-maximizing strategy profile and **defects** if he plays his part of the Nash equilibrium strategy profile.

While Nash equilibrium predicts that people should always defect in social dilemmas, in practice, we see a great deal of cooperative behavior; that is, people often play (their part of) the welfare-maximizing profile rather than (their part of) the Nash equilibrium profile. Of course, there have been many attempts to explain this. Evolutionary theories may explain cooperative behavior among genetically related individuals [Hamilton 1964] or when future interactions among the same subjects are likely [Nowak and Sigmund 1998, Trivers 1971]; see [Nowak 2006] for a review of the five rules of cooperation. However, we often observe cooperation even in one-shot anonymous experiments among unrelated players [Rapoport 1965].

Although we do see a great deal of cooperation in these games, we do not always see it. Here are some of the regularities that have been observed:

- The degree of cooperation in the Prisoner’s dilemma depends positively on the benefit of mutual cooperation and negatively on the cost of cooperation [Capraro et al. 2014, Engel and Zhurakhovska 2012, Rapoport 1965].

\(^4\)We thus consider only linear Public Goods games. This choice is motivated by the fact that our purpose is to compare the predictions of our model with experimental data. Most experiments have adopted linear Public Goods games, since they have much easier instructions and thus they minimize noise due to participants not understanding the rules of the game.

\(^3\)We require that $L \geq 2$ for otherwise we would not have a unique Nash equilibrium, a condition we imposed on Social Dilemmas. If $L = 1$ and $N = 2$, we get two Nash equilibria: $(2, 2)$ and $(1, 1)$; similarly, for $L = 0$, we also get multiple Nash equilibria, for all values of $N \geq 2$.\(^2\)
The degree of cooperation in the Traveler’s Dilemma depends negatively on the bonus/penalty [Capra et al. 1999].

The degree of cooperation in the Public Goods game depends positively on the constant marginal return [Gunnthorsdottir et al. 2007, Isaac et al. 1984].


The degree of cooperation in the Bertrand Competition depends negatively on the number of players [Dufwenberg and Gneezy 2002].

The degree of cooperation in the Bertrand Competition depends negatively on the price floor [Dufwenberg et al. 2007].

4. EXPLAINING SOCIAL DILEMMAS USING TRANSLUCENCY

As we suggested in the introduction, we hope to use translucency to explain cooperation in social dilemmas even when players cannot see each other. We expect that people get so used to assuming some degree of transparency in their everyday interactions, which are typically face-to-face, that they bring these strategies and beliefs in the lab setting, even though they are arguably inappropriate.

To do this, we have to make assumptions about an agent’s beliefs. Say that an agent $i$ has type $(\alpha, \beta, C)$ if $i$ intends to cooperate (the parameter $C$ stands for cooperate) and believes that (a) if he deviates from that, then each other agent will independently realize this with probability $\alpha$; (b) if an agent $j$ realizes that $i$ is not going to cooperate, then $j$ will defect; and (c) all other players will either cooperate or defect, and they will cooperate with probability $\beta$.

The standard assumption, of course, is that $\alpha = 0$. Our results are only of interest if $\alpha > 0$. The assumption that $i$ believes that agent $j$ will defect if she realizes that $i$ is going to deviate from cooperation seems reasonable; defection is the “safe” strategy. We stress that, for our results, it does not matter what $j$ actually does. All that matters are $i$’s beliefs about what $j$ will do. The assumption that players will either cooperate or defect is trivially true in Prisoner’s Dilemma, but is a highly nontrivial assumption in the other games we consider. While cooperation and defection are arguably the most salient strategies, we do in practice see players using other strategies. For instance, the distribution of strategies in the Public Goods game is typically trimodal, concentrated on contributing nothing, contributing everything, and contributing half [Capraro et al. 2014]. We made this assumption mainly for technical convenience: it makes the calculations much easier. We believe that results qualitatively similar to ours will hold under a much weaker assumption, namely, that a type $(\alpha, \beta, C)$ player believes that other players will cooperate with probability $\beta$ (without assuming that they will defect with probability $1 - \beta$).

Similarly, the assumptions that a social dilemma has a unique Nash equilibrium and a unique social-welfare maximizing strategy were made largely for technical reasons. We can drop these assumptions, although that would require more complicated assumptions about players’ beliefs.

Our assumptions ensure that the type of player $i$ determines the distributions $\mu_{s_i}^{t_i}$. In a social dilemma with $N$ agents, the distribution $\mu_{s_i}^{t_i} \cdot s_i$ assigns probability $\beta^t (1 - \beta)^{N - 1 - r}$ to a strategy profile $s_i$ for the players other than $i$ if exactly $r$ players cooperate in $s_i$ and the remaining $N - 1 - r$ players defect; it assigns probability 0 to all other strategy profiles. The distributions $\mu_{s_i}^{t_i}$ for $s_i \neq s_i$ all have the form $\sum_{J \subseteq \{1, \ldots, i - 1, i + 1, \ldots, N\}} a^{|J|} (1 - \alpha)^{N - 1 - |J|} \mu_j^s$, where $\mu_j^s$ is the distribution that assigns probability $\beta^t (1 - \beta)^{N - 1 - |J|}$ to a profile where $k \leq N - 1 - |J|$ players not in $J$ cooperate, and the remaining players (which includes all the players in $J$) defect. Thus, $\mu_i^s$ is the distribution that describes what player $i$’s beliefs would be if he knew that exactly the players in $J$ had noticed his deviation (which happens with probability $\alpha^{|J|} (1 - \alpha)^{N - 1 - |J|}$). In the remainder of this section, when we talk about best response, it is with respect to these beliefs.

For our purposes, it does not matter where the beliefs $\alpha$ and $\beta$ that make up a player’s type come from. We do not assume, for example, that other players are (translucently) rational. For example, $i$ may believe that some players cooperate because they are altruistic, while others may cooperate because they have mistaken beliefs. We can think of $\beta$ as summarizing $i$’s previous experience of cooperation when playing social dilemmas. Here we are interested in the impact of the parameters of the game on the reasonableness of cooperation, given a player’s type.

The following four propositions analyze the four social dilemmas in turn; the proofs can be found in the full paper. We start with Prisoner’s Dilemma. Recall that $b$ is the benefit of cooperation and $c$ is its cost.

PROPOSITION 4.1. In Prisoner’s Dilemma, it is translucently rational for a player of type $(\alpha, \beta, C)$ to cooperate if and only if $\alpha \beta b > c$. □

As we would expect, if $\alpha = 0$, then cooperation is not a best response in Prisoner’s Dilemma; this is just the standard argument that defection dominates cooperation. But if $\alpha > 0$, then cooperation can be rational. Moreover, if we fix $\alpha$, the greater the benefit of cooperation and the smaller the cost, then the smaller the value of $\beta$ that still allows cooperation to be a best response.

We next consider Traveler’s Dilemma. Recall that $b$ is the reward/punishment, $H$ is the high payoff, and $L$ is the low payoff.

PROPOSITION 4.2. In Traveler’s Dilemma, it is translucently rational for a player of $(\alpha, \beta, C)$ to cooperate if and only if

$$b \leq \begin{cases} \frac{H - L}{1 - \alpha^3} & \text{if } \alpha \geq \frac{1}{2} \\ \min \left( \frac{H - L}{1 - \alpha^3}, \frac{H - L - 1}{1 - 2\alpha} \right) & \text{if } \alpha < \frac{1}{2}. \end{cases}$$

□

Proposition 4.2 shows that as $b$, the punishment/reward, increases, a player must have greater belief that his opponent is cooperative and/or a greater belief that the opponent will learn about his deviation and/or a greater difference between the high and low payoffs in order to make cooperation a best response. (The fact that increasing $\beta$ increases $(H - L)\beta / (1 - \alpha^3)$ follows from straightforward calculus.)
We next consider the Public Goods game. Recall the $\rho$ is the marginal return of cooperating.

**Proposition 4.3.** In the Public Goods game with $N$ players, it is transitively rational for a player of type $(\alpha, \beta, C)$ to cooperate if and only if $\alpha \beta \rho (N - 1) \geq 1 - \rho$. \(\square\)

Proposition 4.3 shows that if $\rho = 1$, then cooperation is certainly a best response (you always get out at least as much as you contribute). For fixed $\alpha$ and $\beta$, there is guaranteed to be an $N_0$ such that cooperation is a best response for all $N \geq N_0$; moreover, for fixed $\alpha$, as $N$ gets larger, smaller and smaller $\beta$s are needed for cooperation to be a best response.

Finally we consider the Bertrand competition. Recall that $H$ is the reservation value and $L$ is the price floor.

**Proposition 4.4.** In Bertrand Competition, it is transitively rational for a player of type $(\alpha, \beta, C)$ to cooperate if $\beta^{N-1} \geq \max(\gamma^{N-1}N(H - 1)/H, f(\gamma, N)L/N)\gamma^{N-k-1}/(k+1)$. \(\square\)

Note that $f(\gamma, N) = \sum_{k=0}^{N-1} \frac{(N-1)!}{k!(N-k-1)!} (1 - \gamma)\gamma^{N-k-1}/(k+1) \geq \sum_{k=0}^{N-1} \frac{(N-1)!}{k!(N-k-1)!} (1 - \gamma)\gamma^{N-k-1}/N = 1/N$, so Proposition 4.4 shows cooperation is irrational if $\beta^{N-1} < L/H$.

Thus, while cooperation may be achieved for reasonable values of $\alpha$ and $\beta$ if $N$ is small, a player must be more and more certain of cooperation in order to cooperate in Bertrand Competition as the number of players increases. Indeed, for a fixed type $(\alpha, \beta, C)$, there exists $N_0$ such that cooperation is not a best response for all $N \geq N_0$. Moreover, if we fix the number $N$ of players, more values of $\alpha$ and $\beta$ allow cooperation as $L/H$ gets smaller. In particular, if we fix $H$ and raise the floor $L$, fewer values of $\alpha$ and $\beta$ allow cooperation.

While Propositions 4.1–4.4 are suggestive, we need to make extra assumptions to use these propositions to make predictions. A simple assumption that suffices is that there are a substantial number of transitively rational players whose types have the form $(\alpha, \beta, C)$, and for each pair $(u, v)$ and $(u', v')$ of open intervals in $[0, 1]$, there is a positive probability of finding someone of type $(\alpha, \beta, C)$ with $\alpha \in (u, v)$ and $\beta \in (u', v')$. With this assumption, it is easy to see that all the regularities discussed in Section 3 hold.

## 5. COMPARISON TO OTHER APPROACHES

Here we show that approaches (that we are aware of) other than that of Charness and Rabin and possibly that of Bolton and Ockenfels are not able to obtain all the regularities that we mentioned in Section 3. We consider a number of approaches in turn.

- The Fehr and Schmidt [1999] inequity-aversion model assumes that subjects play a Nash equilibrium of a modified game, in which players do not only care about their monetary payoff, but also they care about equity. Specifically, player $i$’s utility when strategy $s$ is played is assumed to be $U_i(s) = u_i(s) + \frac{b^{FS}_S}{N - 1} \sum_{j \neq i} \max(u_j(s) - u_i(s), 0) - \frac{b^{FS}_S}{N - 1} \sum_{j \neq i} \max(u_i(s) - u_j(s), 0)$, where $u_i(s)$ is the material payoff of player $i$, and $0 \leq b^{FS}_S \leq a^{FS}_i$ are individual parameters, where $a^{FS}_i$ represents the extent to which player $i$ is averse to inequity in favor of others, and $b^{FS}_S$ represents his aversion to inequity in his favor. Consider the Public Goods game with $N$ players. The strategy profile $(x_1, \ldots, x_N)$, where all players contribute $x_i$ gives player $i$ a utility of $(1 - x_i) + \rho nx_i$. If $x_i > 0$ and player $i$ contributes $x_i < x_i$, then his payoff is $(1 - x_i') + \rho (N - 1)x_i + b^{FS}_S \rho (x_i - x_i')$. Thus, $(x_1, \ldots, x_N)$ is an equilibrium if $b^{FS}_S \geq (1 - \rho)/\rho$. Since $b^{FS}_S \geq (1 - \rho)/\rho$, then player $i$ will play $0$ in every equilibrium (i.e., not contribute anything). As a consequence, assuming, as in our model, that players believe that there is a probability $\beta$ that other agents will cooperate and that the other agents either cooperate or defect, Fehr and Schmidt [1999] model does not make any clear prediction of a group-size effect on cooperation in the public goods game.

- McKeelvey and Palfrey’s [1995] quantal response equilibrium (QRE) is defined as follows.\(^4\) Taking $\gamma_1(s)$ to be the probability that mixed strategy $\gamma_1$ assigns to the pure strategy $s$, given $\gamma > 0$, a mixed strategy profile $\gamma$ is a QRE if, for each player $i$, $\gamma_i(s) = \frac{e^{\lambda U_i(s | \gamma_{-i})}}{\sum_{s' \in \Omega_i} e^{\lambda U_i(s' | \gamma_{-i})}}$. To see that QRE does not describe human behaviour well in social dilemmas, observe that in the Prisoner’s Dilemma, for all choices of parameters $b$ and $c$ in the game, all choices of the parameter $\lambda$, all players $i$, and all (mixed) strategies $s_{-i}$ of player $-i$, we have $EU_i(C, s_{-i}) < EU_i(D, s_{-i})$. Consequently, whatever the QRE $\gamma$ is, we must have $\gamma_i(C) < \frac{1}{2} < \gamma_i(D)$, that is, QRE predicts that the degree of cooperation can never be larger than 50%. However, experiments show that we can increase the benefit-to-cost ratio so as to reach arbitrarily large degrees of cooperation (close to 80% in [Capraro et al. 2014] with $b/c = 10$).

- Iterated regret minimisation [Halpern and Pass 2012] does not make appropriate predictions in Prisoner’s Dilemma and the Public Goods game, because it predicts that if there is a dominant strategy then it will be played, and in these two games, playing the Nash equilibrium is the unique dominant strategy.

- Capraro’s [2013] notion of cooperative equilibrium, while correctly predicting the effects of the size of the group on cooperation in the Bertrand Competition and the Public Goods game [Barcelo and Capraro 2015], fails to predict the negative effect of the price floor on cooperation in the Bertrand Competition.

- Rong and Halpern’s [2010, 2013] notion of cooperative equilibrium (which is different from that of Capraro [2013]) focuses on 2-player games. However, the definition for games with greater than 2 players does not predict the decrease in cooperation as $N$ increases in

\(^4\)We actually define here a particular instance of QRE called the *logit* QRE; $\lambda$ is a free parameter of this model.
Bertrand Competition, nor the increase as \( N \) increases in the Public Goods Game.

- Bolton and Ockenfels’ [2000] inequity-aversion model assumes that a player \( i \) aims at maximizing his or her motivational function \( v_i = v_i(x_i, \sigma_i) \), where \( x_i \) is \( i \)'s monetary payoff and \( \sigma_i = \sigma_i(x_i, \sum_{j=1}^N x_j) = x_i/\sum_{j=1}^N x_j \). The motivational function is assumed to be twice differentiable, weakly increasing in the first argument, and concave in the second argument with a maximum at \( \sigma_i = \bar{\sigma} \), but otherwise is unconstrained. For each of the social dilemmas that we have considered, it is not hard to define a motivational function that will obtain the regularities observed. However, we have not been able to find a single motivational function that gives the observed regularities for all four social dilemmas that we have considered. In any case, just as with the Charness and Rabin model, once we consider the interaction between social groups and translucency, we can distinguish our approach from this inequity-aversion model. Specifically, consider a situation where people are given a choice between giving \$1 to an anonymous stranger, rather than burning it. In such a situation, inequity aversion would predict that people would burn the dollar to maintain equity (i.e., a situation where no one gets \$1). However, perhaps not surprisingly, Capraro et al. [2014] found that over 90% of people prefer giving away the dollar to burning it. Of course, translucency (and a number of other approaches) would have no difficulty in explaining this phenomenon.

The one approach besides ours that we are aware of that obtains all the regularities discussed above is that of Charness and Rabin [2002]. Charness and Rabin, like Fehr and Schmidt [1999], assume that agents play a Nash equilibrium of a modified game, where players care not only about their personal material payoff, but also about the social welfare and the outcome of the least fortunate person. Specifically, player \( i \)'s utility is assumed to be \((1 - \alpha_i)^{cr} u_i(s) + a_i^{cr} \beta_i \min_{j=1,...,N} u_j(s) + (1 - \beta_i) \sum_{j=1}^N u_j(s)\). For our model, that agents believe that other players either cooperate or defect and that they cooperate with probability \( \beta \), then it is not hard to see that Charness and Rabin [2002] also predict all the regularities that we have been considering.

Although it seems difficult to distinguish our model from that of Charness and Rabin [2002] if we consider only social dilemmas, the models are distinguishable if we look at other settings and take into account the other reason we mentioned for translucency: that other people in their social group might discover how they acted. We can easily capture this in the framework we have been considering by doubling the number of agents; for each player \( i \), we add another player \( i^* \) that represents \( i \)'s social network. Player \( i^* \) can play only two actions: \( n \) (for “did not observe player \( i \)’s action”) and \( o \) (for “observed player \( i \)’s action”). The payoffs of these new players are irrelevant. Player \( i \)'s payoff depends on the action of player \( i^* \), but not on the actions of player \( j^* \) for \( j^* \neq i^* \). Now player \( i \) must have a prior probability \( \gamma_i \) about whether his action will be observed; in a social dilemma, this probability might increase to \( \gamma_i' \geq \gamma_i \) if he intends to cooperate but instead deviates and defects. It should be clear that, even if \( \gamma_i' = \gamma_i \), if we assume that player \( i \)'s utilities are significantly lower if his non-cooperative action is observed, with this framework we would get qualitatively similar results for social dilemmas to the ones that we have already obtained. Again, a player has beliefs about the extent to which he is transparent, and we can set the payoffs so that the effects of transparency are the same if a player’s social network learns about his actions and if other players learn about his action. The advantage of taking into account what your social group thinks is that it allows us to apply ideas of translucency even to single-player games like the Dictator Game [Kahnean et al. 1986]. To do so, we need to make assumptions about what a player’s utility would be if his social group knew the extent to which he shared the pot. But it should be clear that reasonable assumptions here would lead to some degree of sharing. While this would still not distinguish our predictions from those of the Charness-Rabin model, there is a variant of the Dictator Game that has recently been considered to show existence of hyper-altruism in conflict situations [Crockett et al. 2014, Capraro 2014]. In the simplest version of this game, there are only two possible allocations of money: either the agent gets \( x \) and the other player gets \(-x\), or the other player gets \( x \) and the agent gets \(-x\). In this game, the Charness-Rabin approach would predict that the agent will either keep \( x \) or be indifferent between keeping \( x \) and giving it away. But assuming translucency allows for the possibility that some types of agents would think that their social group would approve of them giving away \( x \), so if the action were observed by their social group, they would get high utility by giving away \( x \). However, recent results by Capraro [2014] show that a significant fraction (1/6) of people are hyper-altruistic: they strictly prefer giving away \( x \) to keeping it [Capraro 2014].

Just to be clear, we do not mean to imply that translucency is the unique “right” explanation for cooperation in social dilemmas and all the other explanations that we discussed above are “wrong”. There are probably a number of factors that contribute to cooperation. We hope in future work to tease these apart.

6. DISCUSSION

We have presented an approach that explains a number of well-known observations regarding the extent of cooperation in social dilemmas. In addition, our approach can also be applied to explain the apparent contradiction that people cooperate more in a one-shot Prisoner’s dilemma when they do not know the other player’s choice than when they do. In the latter case, Shafir and Tversky [1992] found that most people (90%) defect, while in the former case, only 63% of people defect. Our model of transluscent players predicts this behavior: if player 1 knows player 2’s choices then there is no translucency, so our model predicts that player 1 defects for sure. On the other hand, if player 1 does not know player 2’s choice and believes that he is to some extent translucent, then, as shown in Proposition 4.1, he may be willing to cooperate. Seen in this light, our model can also be interpreted as an attempt to formalize quasi-magical thinking [Shafir and Tversky 1992], the kind of reasoning that is supposed to motivate those people who believe that the others’ reasoning is somehow influenced by their own thinking, even
though they know that there is no causal relation between the two. Quasi-magical thinking has also been formalized by Masek [2007] in the context of the Public Goods game and by Daley and Sadowski [2014] in the context of symmetric 2 × 2 games. The notion of translucency goes beyond these models, since it may be applied to a much larger set of games.

Besides a retrospective explanation, our model makes new predictions for social dilemmas which, to the best of our knowledge, have never been tested in the lab. In particular, it predicts that

- the degree of cooperation in Traveler’s dilemma increases as the difference $H - L$ increases;
- for fixed $L$ and $N$, the degree of cooperation in Bertrand Competition increases as $H$ increases, and what really matters is the ratio $L/H$.

Clearly much more experimental work needs to be done to validate the approach. For one thing, it is important to understand the predictions it makes for other social dilemmas and for games that are not social dilemmas. Perhaps even more important would be to see if we can experimentally verify that people believe that they are to some extent translucent, and, if so, to get a sense of what the value of $\alpha$ is. In light of the work on watching eyes mentioned in the introduction, it would also be interesting to know what could be done to manipulate the value of $\alpha$.

One feature of our approach is that, at least if we take the concern with translucency to be due to an opponent discovering what you are going to do (rather than other members of your social group discovering what you are going to do), then, unlike many other approaches to explaining social dilemmas, our approach does not involve modifying the utility function; that is, we can apply translucency while still identifying utility with the material payoff. While this make it an arguably simpler explanation, that does not necessarily make it “right”, of course. We do not in fact believe that there is a unique “right” explanation for cooperation in social dilemmas and all the other explanations that we discussed above are “wrong”. There are probably a number of factors that contribute to cooperation. We hope in future work to tease these apart.

Of course, we do not have to assume $\alpha > 0$ to get cooperation in social dilemmas such as Traveler’s Dilemma or Bertrand Competition. But we do if we want to consider what we believe is the appropriate equilibrium notion. Suppose that rational players are chosen at random from a population and play a social dilemma. Players will, of course, then update their beliefs about the likelihood of seeing cooperation, and perhaps change their strategy as a consequence. Will these beliefs stabilize and the strategies played stabilize? By stability here, we mean that (1) players are all best responding to their beliefs, and (2) players’ beliefs about the strategies played by others are correct: if player $i$ ascribes probability $p$ to player $j$ playing a strategy $s_j$, then in fact a proportion $p$ of players in the population play $s_j$. We have deliberately been fuzzy here about whether we mean best response in the sense of Definition 2.1 or Definition 2.2. If we use Definition 2.1 (or, equivalently use Definition 2.2 and take $\alpha = 0$), then it is easy to see (and well known) that the only way that this can happen is if the distribution of strategies played by the players represents a mixed strategy Nash equilibrium. On the other hand, if $\alpha > 0$ and we use Definition 2.2, then we can have stable beliefs that accurately reflect the strategies used and have cooperation (in all the other social dilemmas that we have studied). We make this precise in the full paper, using the framework of Halpern and Pass [2013], by defining a notion of translucent equilibrium. Roughly speaking, we construct a model where, at all states, players are translucently rational (so we have common belief of translucent rationality), the strategies used are common knowledge, and we nevertheless have cooperation at some states. Propositions 4.1–4.4 play a key role in this construction; indeed, as long as the strategies used satisfy the constraints imposed by these results, we get a translucent equilibrium.

In the full paper, we also characterize those profiles of strategies that can be translucent equilibria, using ideas similar in spirit to those of Halpern and Pass [2013]. While allowing people to believe that they are to a certain extent transparent means that the set of translucent equilibria is a superset of the set of Nash equilibria, not all strategy profiles can be translucent equilibria. For example, $(C,D)$ is not a translucent equilibrium in Prisoner’s dilemma. We have not focused on translucent equilibrium in the main text, because it makes strong assumptions about players’ rationality and beliefs (e.g., it implicitly assumes common belief of translucent rationality). We do not need such strong assumptions for our results.
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ABSTRACT
We propose a multi-agent logic of knowledge, public and arbitrary announcements, that is interpreted on topological spaces in the style of subset space semantics. The arbitrary announcement modality functions similarly to the effort modality in subset space logics, however, it comes with intuitive and semantic differences. We provide axiomatizations for three logics based on this setting, and demonstrate their completeness.
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1. INTRODUCTION
In [13], Moss et al. introduce a bi-modal logic with language
\[
\varphi ::= p \mid \neg \varphi \mid \varphi \wedge \varphi \mid K\varphi \mid \Box \varphi,
\]
called subset space logic (SSL), in order to formalize reasoning about sets and points together in one modal system. The main interest in their investigation lies in spatial structures such as topological spaces and using modal logic and the techniques behind for spatial reasoning, however, they also have a strong motivation from epistemic logic. While the modality \( K \) is interpreted as knowledge, \( \Box \) intends to capture the notion of effort, i.e., any action that results in increase in knowledge. They propose subset space semantics for their logic. A subset space is defined to be a pair \((X, \mathcal{O})\), where \( X \) is a non-empty domain and \( \mathcal{O} \) is a collection of subsets of \( X \) (not necessarily a topology), wherein the modalities \( K \) and \( \Box \) are evaluated with respect to pairs of the form \((x, U)\), where \( x \in U \in \mathcal{O} \). According to subset space semantics, given a pair \((x, U)\), the modality \( K \) quantifies over the elements of \( U \), whereas \( \Box \) quantifies over all open subsets of \( U \) that include the actual world \( x \). Therefore, while knowledge is interpreted ‘locally’ in a given observation set \( U \), effort is read as \textit{open-set-shrinking} where more effort corresponds to a smaller neighbourhood, thus, a possible increase in knowledge. The schema \( \Diamond K\varphi \) states that after some effort the agent comes to know \( \varphi \) where effort can be in the form of measurement, observation, computation, approximation [13, 8, 14, 5], or announcement [15, 1, 16].

The epistemic motivation behind the subset space semantics and the dynamic nature of the effort modality suggests a link between SSL and dynamic epistemic logic, in particular dynamics known as public announcement [4, 5, 3, 19, 6]. The works [4, 5, 3] propose modelling public announcements on subset spaces by deleting the states or the neighbourhoods falsifying the announcement. This dynamic epistemic method is not in the spirit of the effort modality: dynamic epistemic actions result in global model change, whereas the effort modality results in local neighbourhood shrinking. Hence, it is natural to search for an ‘open-set-shrinking-like’ interpretation of public announcements on subset spaces. To best of our knowledge, Wang and Agotnes [19] were the first to propose semantics for public announcements on subset spaces in the style of the effort modality, although this is not necessarily on topological spaces. Bjorndahl [6] then proposed a revised version of the [19] semantics. In contrast to the aforementioned proposals, Bjorndahl uses models based on topological spaces to interpret knowledge and information change via public announcements. He considers the language
\[
\varphi ::= p \mid \neg \varphi \mid \varphi \wedge \varphi \mid K\varphi \mid \int\varphi \mid [\varphi] \varphi,
\]
where \( \int\varphi \) means ‘\( \varphi \) is true and can be announced’, and where \([\varphi] \psi \) means ‘after public announcement of \( \varphi \), \( \psi \)’.

In [1], Balbiani et al. introduce a logic to quantify over announcements in the setting of epistemic logic based on the language (with single-agent version here)
\[
\varphi ::= p \mid \neg \varphi \mid \varphi \wedge \varphi \mid K\varphi \mid [\varphi] \varphi \mid \Box \varphi.
\]
In this case, unlike above, \( \Box \varphi \) means ‘after any announcement, \( \varphi \) (is true)’ so that \( \Box \) quantifies over epistemically definable subsets (\( \Box \)-free formulas of the language) of a given model. In this case, \( \Diamond K\varphi \) again means that the agent comes to know \( \varphi \), but in the interpretation that there is a formula \( \psi \) such that after announcing it the agent knows \( \varphi \). What becomes true or known by an agent after an announcement can be expressed in this language without explicit reference to the announced formula.

Clearly, the meaning of the effort \( \Box \) modality and of the arbitrary announcement \( \Box \) modality are related in motivation. In both cases, interpreting the modality requires quantification over sets. Subset-space-like semantics provides natural tools for this. In [16], we extended Bjorndahl’s proposal [6] with an arbitrary announcement modality
\[
\varphi ::= p \mid \neg \varphi \mid \varphi \wedge \varphi \mid K\varphi \mid \int\varphi \mid [\varphi] \varphi \mid \Box \varphi
\]
and provided topological semantics for the \( \Box \) modality, and proved completeness for the corresponding single-agent logic \( APAL_{init} \).

In the current proposal we generalize this approach to a multi-agent setting. Multi-agent subset space logics have
been investigated in \([11, 12, 4, 18]\). There are some challenges with such a logic concerning the evaluation of higher-order knowledge. The general setup for any finite number of agents, but to demonstrate the challenges, consider the case of two agents. Suppose for each of two agents \(i\) and \(j\) there is an open set such that the semantic primitive becomes a triple \((x_i, U_i, U_j)\) instead of a pair \((x, U)\). Now consider a formula like \(K_iK_jp_i\), for ‘agent \(i\) knows that agent \(j\) considers possible that agent \(i\) knows proposition \(p\).’ If this is true for a triple \((x_i, U_i, U_j)\), then \(K_iK_jp_i\) must be true for any \(y \in U_i\); but \(y\) may not be in \(U_j\), in which case \((y_i, U_i, U_j)\) is not well-defined: we cannot interpret \(K_iK_jp_i\).

Our solution to this dilemma is to consider neighbourhoods that are not only relative to each agent, as usual in multi-agent subset space logics, but that are also relative to each state. This amounts to, when shifting the viewpoint from \(x\) to \(y \in U_i\), in \((x, U_i, U_j)\), we simultaneously have to shift the neighbourhood (and not merely the point in the actual neighbourhood) for the other agent. So we then go from \((x_i, U_i, U_j)\) to \((y_i, U_i, U_j)\), where \(V_j\) may be different from \(U_j\). If they are different, their intersection should be empty.

In order to define the evaluation neighbourhood for each agent with respect to the state in question, we employ a technique inspired by the standard neighbourhood semantics \([7]\). We use a set of neighbourhood functions, determining the evaluation neighbourhood relative to both the given state and the corresponding agent. These functions need to be partial in order to render the semantics well-defined for the dynamic modalities in the system.

In Section 2 we define the syntax, structures, and semantics of our multi-agent logic of arbitrary public announcements, \(APAL_{int}\), interpreted on topological spaces equipped with a set of neighbourhood functions. Without arbitrary announcements we get the logic \(PAL_{int}\), and with neither arbitrary nor public announcements, the logic \(EL_{int}\). In this section we also show some typical validities of the logic, and give a detailed example. In Section 3 we give axiomatizations for the logics: \(PAL_{int}\) extends \(EL_{int}\) and \(APAL_{int}\) extends \(PAL_{int}\). In Section 4 we demonstrate completeness for these logics. The completeness proof for the epistemic version of the logic, \(EL_{int}\), is rather different from the completeness proof for the full logic \(APAL_{int}\). We then compare our work to that of others (Section 5) and conclude.

2. THE LOGIC \(APAL_{int}\)

We define the syntax, structures, and semantics of our logic. From now on, \(Prop\) is a countable set of propositional variables and \(A\) a finite and non-empty set of agents.

2.1 Syntax

**Definition 1.** The language \(L_{APAL_{int}}\) is defined by
\[
\varphi ::= p \mid \neg \varphi \mid \varphi \land \varphi \mid K_i\varphi \mid int(\varphi) \mid [\varphi]p \mid [\varphi] \square \varphi
\]
where \(p \in Prop\) and \(i \in A\). Abbreviations for the connectives \(\land\), \(\to\) and \(\leftrightarrow\) are standard, and \(L\) is defined as abbreviation by \(p \land \neg p\). We employ \(K_i\) for \(\neg K_i\neg \varphi\), and \(\square \varphi\) for \(\neg \square \neg \varphi\). We denote the non-modal part of \(L_{APAL_{int}}\) (without the modalities \(K_i\), \(int\), \([\varphi]\), and \(\square \varphi\)) by \(L_{PAL_{int}}\), the part without \(\square\) by \(L_{PAL_{int}}\), and the part without \(\square\) and \([\varphi]\) by \(L_{EL_{int}}\).

Necessity forms \([10]\) allow us to select unique occurrences of a subformula in a given formula (unlike in uniform substitution). They will be used in the axiomatization (Section 3).

**Definition 2.** Let \(\varphi \in L_{APAL_{int}}\). The necessity forms are inductively defined as
\[
\xi(\emptyset) := \emptyset \mid \varphi \to \xi(\emptyset) \mid K_i\xi(\emptyset) \mid int(\xi(\emptyset)) \mid [\varphi]\xi(\emptyset).
\]
It is not hard to see that each necessity form \(\xi(\emptyset)\) has a unique occurrence of \(\emptyset\). Given a necessity form \(\xi(\emptyset)\) and a formula \(\varphi \in L_{APAL_{int}}\), the formula obtained by replacing \(\emptyset\) by \(\varphi\) is denoted by \(\xi(\varphi)\).

In the completeness proof (Section 4) we use a complexity measure on formulas based on the size and \(\square\)-depth of formulas where the size of a formula is a weighted count of the number of symbols and \(\square\)-depth counts the number of the \(\square\)-modalities occurring in a formula. The measure was first introduced in \([2]\).

**Definition 3.** The size \(S(\varphi)\) of a formula \(\varphi \in L_{APAL_{int}}\) is defined as: \(S(p) = 1\), \(S(\neg \varphi) = S(\varphi) + 1\), \(S(\varphi \land \psi) = S(\varphi) + S(\psi)\), \(S(K_i\varphi) = S(\varphi) + 1\), \(S(int(\varphi)) = S(\varphi) + 1\), \(S([\varphi]\psi) = S(\varphi) + 4S(\psi)\), and \(S(\square \varphi) = S(\varphi) + 1\).

The factor 4 in the clause for \([\varphi]\psi\) is to ensure Lemma 7. Although the choice of the number 4 might seem arbitrary, it is the smallest natural number guaranteeing the desired result (see the proof of Lemma 7).

**Definition 4.** The \(\square\)-depth of a formula \(\varphi \in L_{APAL_{int}}\), denoted by \(d(\varphi)\), is defined as: \(d(p) = 0\), \(d(\neg \varphi) = d(\varphi)\), \(d(\varphi \land \psi) = \max(d(\varphi), d(\psi))\), \(d(K_i\varphi) = d(\varphi)\), \(d(int(\varphi)) = d(\varphi)\), \(d([\varphi]\psi) = \max(d(\varphi), d(\psi))\), and \(d(\square \varphi) = d(\varphi) + 1\).

We now define three order relations on \(L_{APAL_{int}}\) based on the size and \(\square\)-depth of the formulas.

**Definition 5.** For any \(\varphi, \psi \in L_{APAL_{int}}\),
\begin{align*}
1. \varphi < S\bullet \psi & \text{iff } S(\varphi) < S(\psi) \\
2. \varphi < d\bullet \psi & \text{iff } d(\varphi) < d(\psi) \\
3. \varphi < d S\bullet \psi & \text{iff (either } d(\varphi) < d(\psi), \text{ or } d(\varphi) = d(\psi) \text{ and } S(\varphi) < S(\psi) )
\end{align*}

We let \(Sub(\varphi)\) denote the set of subformulas of a given formula \(\varphi\).

**Lemma 6.** For any \(\varphi, \psi \in L_{APAL_{int}}\),
\begin{align*}
1. < S, < d, < d S & \text{ are well-founded strict partial orders between formulas in } L_{APAL_{int}} \\
2. \varphi \in Sub(\psi) & \text{ implies } \varphi < d S\bullet \psi \\
3. int(\varphi) < d S\bullet [\varphi]p \\
4. \varphi \in L_{PAL_{int}} & \text{ iff } d(\varphi) = 0 \\
5. \varphi \in L_{PAL_{int}} & \text{ implies } [\varphi]\psi < d S\bullet \psi \\
\end{align*}

**Lemma 7.** For any \(\varphi, \psi, \chi \in L_{APAL_{int}}\) and \(i \in A\),
\begin{align*}
1. ~[\varphi]p < d S\bullet [\varphi]p ~< d S\bullet [\varphi]p \chi \\
2. int(\psi)p < d S\bullet [\varphi]p int(\psi) \\
3. K_i[\varphi]p < d S\bullet K_i[\varphi]p \\
4. [\varphi] ~< S\bullet int(\chi) ~< d S\bullet [\varphi]p \chi
\end{align*}

**Proof.** We only prove Lemma 7.4. The proof demonstrates why in the \([\varphi]p\) clause of Definition 3, 4 is the smallest natural number guaranteeing the result.

By Definition 3, we have that \(S([\neg [\varphi]p]p\chi) = S(\varphi) + 4S(\psi) + 4S(\chi) + 9\) and that \(S([\varphi]p\chi) = S(\varphi) + 4S(\psi) + 16S(\chi)\). As for any \(\chi \in L_{APAL_{int}}\), \(1 \leq S(\chi)\), it follows that \(4S(\chi) + 9 \leq 4S(\chi) + 9S(\chi) = 13S(\chi) < 16S(\chi)\). Further, we observe that \(d([\neg [\varphi]p]p\chi) = max(d(\varphi), d(\psi), d(\chi)) = d([\varphi]p\chi)\). (This is similar in the first three items.)
2.2 Background
In this section, we introduce the topological concepts that will be used throughout this paper. All the concepts in this section can be found in [9].

Definition 8. A topological space \((X, \tau)\) is a pair consisting of a non-empty set \(X\) and a family \(\tau\) of subsets of \(X\) satisfying \(\emptyset \in \tau\) and \(X \in \tau\), and closed under finite intersections and arbitrary unions.

The set \(X\) is called the space. The subsets of \(X\) belonging to \(\tau\) are called open sets (or opens) in the space; the family \(\tau\) of open subsets of \(X\) is also called a topology on \(X\). If for some \(x \in X\) and an open \(U \subseteq X\) we have \(x \in U\), we say that \(U\) is an open neighborhood of \(x\).

A point \(x\) is called an interior point of a set \(A \subseteq X\) if there is an open neighborhood \(U\) of \(x\) such that \(U \subseteq A\). The set of all interior points of \(A\) is called the interior of \(A\) and denoted by \(\text{Int}(A)\). We can then easily observe that for any \(A \subseteq X\), \(\text{Int}(A)\) is the largest open subset of \(A\).

Definition 9. A family \(B \subseteq \tau\) is called a base for a topological space \((X, \tau)\) if every non-empty open subset of \(X\) can be written as a union of elements of \(B\).

Given any family \(\Sigma = \{A_\alpha \mid \alpha \in I\}\) of subsets of \(X\), there exists a unique smallest topology \(\tau(\Sigma)\) with \(\Sigma \subseteq \tau(\Sigma)\) [9, Th. 3.1]. The family \(\tau(\Sigma)\) consists of \(\emptyset, X\), all finite intersections of the \(A_\alpha\), and all arbitrary unions of these finite intersections. \(\Sigma\) is called a subbase for \(\tau(\Sigma)\), and \(\tau(\Sigma)\) is said to be generated by \(\Sigma\). The set of finite intersections of members of \(\Sigma\) forms a base for \(\tau(\Sigma)\).

2.3 Structures
In this section we define our multi-agent models based on topological spaces.

Definition 10. Given a topological space \((X, \tau)\), a neighbourhood function set \(\Phi\) on \((X, \tau)\) is a set of partial functions \(\theta : X \rightarrow A \rightarrow \tau\) such that for all \(x, y \in \text{Dom}(\theta)\), for all \(\theta(i) \in \tau\), and for all \(U \in \tau\):
1. \(\theta(x)(i) \in \tau\),
2. \(x \in \theta(x)(i)\),
3. \(\theta(x)(i) \subseteq \text{Dom}(\theta)\),
4. if \(y \in \theta(x)(i)\) then \(\theta(x)(i) = \theta(y)(i)\),
5. \(\theta_U(x) = \theta_U(x) \in \Phi\),

where \(\theta_U\) is the partial function with \(\text{Dom}(\theta_U) = \text{Dom}(\theta) \cap U\) and \(\theta_U(x)(i) = \theta(x)(i) \cap U\). We call the elements of \(\Phi\) neighbourhood functions.

Definition 11. A topological model with functions (or in short, a topo-model) is a tuple \(\mathcal{M} = (X, \tau, \Phi, V)\), where \((X, \tau)\) is a topological space, \(\Phi\) a neighbourhood function set, and \(V : \text{Prop} \rightarrow X\) is a valuation function. We refer to the part \(X = (X, \tau, \Phi)\) without the valuation function as a topo-frame.

A pair \((x, \theta)\) is a neighbourhood situation if \(x \in \text{Dom}(\theta)\) and \(\theta(x)(i)\) is called the epistemic neighbourhood at \(x\) of agent \(i\). If \((x, \theta)\) is a neighbourhood situation in \(\mathcal{M}\) we write \((x, \theta) \in \mathcal{M}\). Similarly, if \((x, \theta)\) is a neighbourhood situation in \(X\) we write \((x, \theta) \in X\).

Lemma 12. For any \((X, \tau, \Phi)\) and \(\theta \in \Phi\), \(\text{Dom}(\theta) \in \tau\).

2.4 Semantics
Definition 13. Given a topo-model \(\mathcal{M} = (X, \tau, \Phi, V)\) and a neighbourhood situation \((x, \theta) \in \mathcal{M}\), the semantics for the language \(\mathcal{L}_{\text{APAL-int}}\) is defined recursively as:

\[
\mathcal{M}, (x, \theta) \models p \iff x \in V(p)
\]

\[
\mathcal{M}, (x, \theta) \models \neg \varphi \iff \not \mathcal{M}, (x, \theta) \models \varphi
\]

\[
\mathcal{M}, (x, \theta) \models \varphi \land \psi \iff \mathcal{M}, (x, \theta) \models \varphi \text{ and } \mathcal{M}, (x, \theta) \models \psi
\]

\[
\mathcal{M}, (x, \theta) \models K_i \varphi \iff (\forall y \in \theta(x)(i))(\mathcal{M}, (y, \theta) \models \varphi)
\]

\[
\mathcal{M}, (x, \theta) \models \text{int}(\varphi) \iff x \in \text{Int}[\varphi]^\theta
\]

\[
\mathcal{M}, (x, \theta) \models \theta^x \psi \iff \mathcal{M}, (x, \theta^x) \models \psi
\]

where \(p \in \text{Prop}\), \([\varphi]^\theta = \{y \in \text{Dom}(\theta) \mid \mathcal{M}, (y, \theta) \models \varphi\}\) and \(\theta^x : X \rightarrow A \rightarrow \tau\) such that \(\text{Dom}(\theta^x) = \text{Int}[\varphi]^\theta\) and \(\theta^x(x)(i) = \theta(x)(i) \cap \text{Int}[\varphi]^\theta\).

The updated neighbourhood function \(\theta^x\) is the restriction of \(\theta\) to the open set \(\text{Int}[\varphi]^\theta\), i.e., for all \(x \in X\), \(\theta^x(x)(i) = \theta(x)(i) \cap \text{Int}[\varphi]^\theta\).

A formula \(\varphi \in \mathcal{L}_{\text{APAL-int}}\) is valid in a topo-model \(\mathcal{M}\), denoted \(\mathcal{M} \models \varphi\), if \(\mathcal{M}, (x, \theta) \models \varphi\) for all \((x, \theta) \in \mathcal{M}\); \(\varphi\) is valid, denoted \(\models \varphi\), if for all topo-models \(\mathcal{M}\) we have \(\mathcal{M} \models \varphi\). Soundness and completeness with respect to topo-models are defined as usual.

Let us now elaborate on the structure of topo-models and the above semantics we have proposed for \(\mathcal{L}_{\text{APAL-int}}\). Given a topo-model \((X, \tau, \Phi, V)\), the epistemic neighbourhoods of each agent at a given state \(x\) are determined by (partial) functions \(\theta : X \rightarrow A \rightarrow \tau\) assigning an open neighbourhood to the state in question for each agent. We allow for partial functions in \(\Phi\), and close \(\Phi\) under taking restricted functions \(\theta|_U\) where \(U \in \tau\) (see Definition 10, condition 5), so that updated neighbourhood functions are guaranteed to be well-defined elements of \(\Phi\). As in the standard subset space semantics, by picking a neighbourhood situation \((x, \theta)\), we first localize our focus to an open subdomain, in fact to \(\text{Dom}(\theta)\), including the state \(x\) and the epistemic neighbourhood of each agent at \(x\) determined by \(\theta\). Then the function \(\theta(x)\) designates an epistemic neighbourhood for each agent \(i\) in \(A\). It is guaranteed that every agent \(i\) is assigned a neighbourhood by \(\theta\) at every state \(x \in \text{Dom}(\theta)\), since each \(\theta(x)\) is defined to be a total function from \(A\) to \(\tau\). Moreover, condition 2 of Definition 10 ensures that \(\emptyset\) cannot be an epistemic neighbourhood, i.e., \(\theta(x)(i) \neq \emptyset\) for all \(x \in \text{Dom}(\theta)\). Finally, conditions 2 and 4 of Definition 10 make sure that the SS5 axioms for each \(K_i\) are sound with respect to all topo-models.

We now provide some semantic results. As usual in the subset space setting, truth of non-modal formulas only depends on the state in question.

Proposition 14. Given a topo-model \(\mathcal{M} = (X, \tau, \Phi, V)\), neighbourhood situations \((x, \theta_1), (x, \theta_2) \in \mathcal{M}\), and a formula \(\varphi \in \mathcal{L}_{\Pi_1}\). Then \([\text{int}(\varphi)]^\theta= [\text{Int}[\varphi]^\theta= \{y \in \text{Dom}(\theta) \mid y \in \text{Int}[\varphi]^\theta\}\)

Proof.
\[
[\text{int}(\varphi)]^\theta= \{y \in \text{Dom}(\theta) \mid (y, \theta) \models \text{int}(\varphi)\}
\]

\[
= \{y \in \text{Dom}(\theta) \mid y \in \text{Int}[\varphi]^\theta\}
\]

\[
= \text{Int}[\varphi]^\theta \text{ (since \text{Int}[\varphi]^\theta \subseteq \text{Dom}(\theta))}
\]
A corollary is that $\text{Int}[^{\text{int}}(\varphi)]^\theta = \text{Int}[^{\text{int}}(\varphi)]^\theta = \text{Int}[\varphi]^\theta$.

**Proposition 16.**
1. $\models [\varphi] \varphi \leftrightarrow [\text{int}(\varphi)]\psi$
2. $\models (\text{int}(\varphi) \land \langle \varphi \rangle \text{int}(\psi)) \iff \langle \varphi \rangle \text{int}(\psi)$

**Proposition 17.**
1. $[\psi]^\theta = [\langle \psi \rangle]^\theta$
2. $\theta^\psi = \text{int}(\varphi)^\psi$
3. $(\theta^\psi)^\psi = \theta(\text{int}(\varphi))^\psi$

### 2.5 Example

We illustrate our logic by a multi-agent version of Bjorndahl’s convincing example in [6] about the jewel in the tomb. Indiana Jones (i) and Emile Belloq (e) are both scouring for a priceless jewel placed in a tomb. The tomb could either contain a jewel or not, the tomb could have been re-discovered in modern times or not, and (beyond [6]), the tomb could be in the Valley of Tombs in Egypt or not. The propositional variables corresponding to these propositions are, respectively, $j$, $d$, and $t$. We represent a valuation of these variables by a triple $xyz$, where $x, y, z \in \{0, 1\}$. Given carrier set $X = \{xyz \mid x, y, z \in \{0, 1\}\}$, the topology $\tau$ that we consider is generated by the basic consisting of the subsets $(000, 100, 001, 101), (010), (110), (011), (111)$. The idea is that one can only conceivably know (or learn) about the jewel or the location, on condition that the tomb has been discovered. Therefore, $(000, 100, 001)$ has no strict subsets besides empty set: if the tomb has not yet been discovered, no one can have any information about the jewel or the location.

A topo-model $\mathcal{M} = (X, \tau, \Phi, V)$ for this topology $(X, \tau)$ has $\Phi$ as the set of all neighbourhood functions that are partitions of $X$ for both agents, and restrictions of these functions to open sets. A typical $\theta \in \Phi$ describes complete ignorance of both agents and is defined as $\theta(s)(i) = \theta(s)(e) = X$. This corresponds most to the situation described in [6]. A more interesting neighbourhood situation in this model is one wherein Indiana and Emile have different knowledge. Let us assume that Emile has the advantage over Indiana so far, as he knows the location of the tomb but Indiana doesn’t. This is the $\theta^i$ such that for all $x \in X$, $\theta^i(x)(i) = X$ whereas the partition for Emile consists of sets $\{101, 100, 001, 000\}, \{111, 011\}, \{110, 010\}$, i.e., $\theta^e(111)(e) = \{111, 011\}$, etc.

We now can evaluate what Emile knows about Indiana at 111, and confirm that this goes beyond Emile’s initial epistemic neighbourhood. This situation however does not create any problems in our setting since Indiana’s epistemic neighbourhoods will be determined relative to the states in Emile’s initial neighbourhood. Firstly, Emile knows that the tomb is in the Valley of Tombs in Egypt $\mathcal{M}, (111, \theta^i) \models K_e t$

and he also knows that Indiana does not know that $\mathcal{M}, (111, \theta^i) \models \neg K_e \neg (K_e t \lor K_e \neg t)$

The latter involves verifying $\mathcal{M}, (111, \theta^i) \models \neg K_e t \lor K_e \neg t$. And this is true because $\theta^i(111)(i) = X$, and $000, 001 \in X$, and while $\mathcal{M}, (001, \theta^i) \models t$, we also have $\mathcal{M}, (000, \theta^i) \models \neg t$. We can also check that Emile knows that Indiana considers it possible that Emile doesn’t know the tomb’s location $\mathcal{M}, (111, \theta^i) \models K_e \neg (K_e t \lor K_e \neg t)$

Announcements will change their knowledge in different ways. Consider the announcement of $j$. This results in Emile knowing everything but Indiana still being uncertain about the location. $\mathcal{M}, (111, \theta^i) \models [j] (K_e (j \land d \land t) \land K_i (j \land d) \land \neg K_i (t \lor K_e \neg t))$

Model checking this involves computing the epistemic neighbourhoods of both agents given by the updated neighbourhood function $(\theta^i)'$ at 111. Observe that $\text{Int}[\varphi]^\theta = \{111, 110\}$. Therefore, $(\theta^i)'(111)(e) = \text{Int}[\psi]^\theta \land \theta^i(111)(e) = \{111\}$ and $(\theta^i)'(111)(i) = \text{Int}[\psi]^\theta \land \theta^i(x)(i) = \{111, 110\}$.

There is an announcement after which Emile and Indiana know everything (for example the announcement of $j \land t$):

$\mathcal{M}, (111, \theta^i) \models \diamond(K_e (j \land d \land t) \land K_i (j \land d \land t))$

As long as the tomb has not been discovered, nothing will make Emile (or Indiana) learn that it contains a jewel or where the tomb is located: $\mathcal{M} \models \neg d \rightarrow \Box(\neg (K_e j \lor K_e \neg j) \land \neg (K_e t \lor K_e \neg t))$

### 3. AXIOMATIZATION

We now provide the axiomatizations of $EL_{\text{int}}, PAL_{\text{int}}$, and $APAL_{\text{int}}$, and prove their soundness and completeness with respect to the proposed semantics.

(P) all instantiations of propositional tautologies

(K-K) $K_i(\varphi \rightarrow \psi) \rightarrow (K_i \varphi \rightarrow K_i \psi)$

(K-T) $K_i \varphi \rightarrow \varphi$

(K-4) $K_i \varphi \rightarrow K_i K_i \varphi$

(int-K) $\text{int}(\varphi \rightarrow \psi) \rightarrow (\text{int}(\varphi) \rightarrow \text{int}(\psi))$

(int-T) $\text{int}(\varphi) \rightarrow \varphi$

(int-4) $\text{int}(\varphi) \rightarrow \text{int}(\text{int}(\varphi))$

(K_{int}) $K_i \varphi \rightarrow \text{int}(\varphi)$

(R1) $[\varphi]p \leftrightarrow \text{int}(\varphi) \rightarrow p$

(R2) $[\varphi] \neg \psi \leftrightarrow (\text{int}(\varphi) \rightarrow \neg \langle \varphi \rangle \psi)$

(R3) $[\varphi] (\psi \land \chi) \leftrightarrow [\varphi] \psi \land [\varphi] \chi$

(R4) $[\varphi] \text{int}(\psi) \leftrightarrow ([\varphi] \rightarrow \text{int}(\varphi))$

(R5) $[\varphi] K_i \psi \leftrightarrow ([\varphi] \rightarrow K_i [\varphi] \psi)$

(R6) $[\varphi] [\psi] \chi \leftrightarrow \neg [\varphi] \neg \text{int}(\psi) \chi$

(R7) $\Box \varphi \rightarrow [\varphi]$ where $\chi \in L_{PAL_{int}}$

(DR1) From $\varphi$ and $\varphi \rightarrow \psi$, infer $\psi$

(DR2) From $\varphi$, infer $K_i \varphi$

(DR3) From $\varphi$, infer int$(\varphi)$

(DR4) From $\varphi$, infer $\langle \varphi \rangle \psi$

(DR5) From $\xi(\langle \psi \rangle \chi)$ for all $\psi \in L_{PAL_{int}}$, infer $\xi(\Box \chi)$

<table>
<thead>
<tr>
<th>Table 1: Axiomatizations $EL_{\text{int}}, PAL_{\text{int}}$, and $APAL_{\text{int}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition 18.</strong> The axiomatization $APAL_{\text{int}}$ is given in Table 1. The axiomatization $PAL_{\text{int}}$ is the one without (DR5) and (R7). We get $EL_{\text{int}}$ if we further remove axioms (R1)-(R6) and the rule (DR4).</td>
</tr>
</tbody>
</table>

The parts (DR1) to (DR5) are the derivation rules and the other parts are the axioms. A formula is a theorem of
**APALint**, notation ⊢ϕ, if it belongs to the smallest set of formulas containing the axioms and closed under the derivation rules. (Similarly for ELint and PALint.)

**Lemma 19. Axiomatization APALint satisfies substitution of equivalents.** If ⊢ ϕ ↔ ψ, then ⊢ χ[p/ϕ] ↔ χ[p/ψ].

**Proof.** In the above, χ[p/ϕ] means uniform substitution of ϕ for p. The proof is not trivial but proceeds along similar lines as for public announcement logic, see [17].

**Proposition 20. [ϕ] ⊢ ¬int(ϕ) is a theorem of APALint.**

**Proposition 21. APALint is sound with respect to the class of all topo-models.**

**Proof.** Let M = (X, τ, Φ, V) be a topo-model, (x, θ) ∈ M and ϕ, χ ∈ LELint. We show three cases.

(Kint) Suppose (x, θ) ⊨ Kϕ. This means, (y, θ) ⊨ ϕ for all y ∈ θ(x)(i). Hence, θ(x)(i) ⊆ [ϕ]θ. By Definition 10, θ(x)(i) is an open neighbourhood of x, therefore we obtain x ∈ int[ϕ]θ, i.e., (x, θ) ⊨ int(ϕ).

(R7) Let χ ∈ LELint and suppose (x, θ) ⊨ □ϕ. By the semantics, we have (x, θ) ⊢ □ϕ if ∀x ∈ LELint)((x, θ) ⊨ [ϕ]θ). Therefore, in particular, (x, θ) ⊨ [ϕ]θ.

(DR5) Suppose ϵ((x)θ) is valid for all ϕ ∈ LELint.

The proof follows by induction on the complexity of (x)θ. In case (x)θ = ⊤, we have ϵ((x)θ) = ϵ(θθ). By assumption, we have ϵ(θθ) is valid for all ϕ ∈ LELint. This implies M, (x, θ) ⊨ [θθ]θ for all ψ ∈ LELint, all topo-models M, and (x, θ) ∈ M. Therefore, by the semantics, M, (x, θ) ⊨ □θ, i.e., M, (x, θ) ⊨ ξ(□θ). All other, inductive, cases are elementary.

**Corollary 22. The axiomatizations ELint and PALint are sound with respect to the class of all topo-models.**

### 4. Completeness

We now show completeness for ELint, PALint, and APALint with respect to the class of all topo-models. Completeness of ELint is shown in a standard way via a canonical model construction and a Truth Lemma that is proved by induction on formula complexity. Completeness for PALint is shown by reducing each formula in LELint to an equivalent formula of LELint. The proof of the completeness for APALint becomes more involved. Reduction axioms for public announcements no longer suffice in the APALint case, and the inductive proof needs a subinduction where announcements are considered. Moreover, the proof system of APALint has an infinitary derivation rule, namely the rule (DR5), and given the requirement of closure under this rule, the maximally consistent sets for that case are defined to be maximally consistent theories (see, Section 4.2). Lastly, the Truth Lemma requires the more complicated complexity measure on formulas defined in Section 2. There, we need to adapt the completeness proof of [2] to our setting.

#### 4.1 Completeness of ELint and PALint

For LELint we define consistent and maximally consistent sets in the usual way, see e.g. [6] for details, and the multi-agent aspect does not complicate the definition. Let Xc be the set of all maximally consistent sets of ELint. We define relations ωi on Xc as x ωi y iff ∀ϕ ∈ LELint(Kiϕ ∈ x if Kiϕ ∈ y). Notice that the latter is equivalent to:

∀ϕ ∈ LELint((Kiϕ ∈ x implies ϕ ∈ y) since Ki is an S5 modality. As each Ki is of S5 type, every ωi is an equivalence relation, hence, it induces equivalent classes on Xc. Let [x]i denote the equivalence class of x induced by the relation ωi. Moreover, we define ⊢ = {y ∈ Xc | ϕ ∈ y}. Observe that x ∈ ϕ iff ϕ ∈ x.

**Lemma 23.** (Lindenbaum’s Lemma). Each consistent set can be extended to a maximally consistent set.

**Definition 24.** We define the canonical model Xc = (Xc, τ, Φc, Vc) as follows:

- Xc is the set of all maximally consistent sets;
- τc is the topological space generated by the subbase
  \[\{[x], \cap \text{int}(\phi) \mid x \in Xc, \phi \in \mathcal{LELint} \text{ and } i \in A\}\]

- x ∈ Vc(p) iff p ∈ x, for all p ∈ Prop;
- Φc = {∀ϕ | U ∈ τc}, where we define Ψc : Xc → A → τc as Ψc(x)(i) = [x]i, for x ∈ Xc and i ∈ A.

Observe that, since \(\text{int}(\top) = Xc\), we have \([x], \cap \text{int}(\top) \in Xc\) for each i. Therefore, each [x], is an open subset of Xc. Moreover, the elements of Φc satisfy the required properties given in Definition 10.

**Lemma 25.** (Truth Lemma). For every ϕ ∈ Σ and for each x ∈ Xc, ϕ ∈ x if Xc(x, θx) ⊨ ϕ.

**Proof.** Cases for the propositional variables and Booleans are straightforward. We only show the cases for K1 and int.

**Case ϕ := K1ψ**

(⇒) Suppose K1ψ ∈ x and let y ∈ θx(i). Since y ∈ θx(i) = [x], by definition of ω, we have K1ψ ∈ y. Then, by T-axiom for K1, we obtain ψ ∈ y. Then, by IH, Xc(y, θy) ⊨ ψ. Therefore Xc(x, θx) ⊨ K1ψ.

(⇐) Suppose K1ψ ⊱ x. Then, \{K1γ | K1γ ∈ x\} ∪ \{¬ψ\} is a consistent set. We can then extend it to a maximally consistent set y. As \{K1γ | K1γ ∈ x\} ⊆ y, we have y ∈ x, meaning that y ∈ θx(i). Moreover, since ¬ψ ∈ y, ψ ∉ y. Therefore, we have a maximally consistent set y ∈ θx(i) such that ψ ∉ y. By (IH), Xc(y, θy) ̸⊨ ψ. Hence, Xc(x, θx) ̸⊨ K1ψ.

**Case ϕ := int(ψ)**

(⇒) Suppose int(ψ) ∈ x. Consider the set \([x], \cap \text{int}(\psi)\) for some i ∈ A. Obviously, x ∈ \([x], \cap \text{int}(\psi)\) and \([x], \cap \text{int}(\psi)\) is open (since it is in Σ). Now let y ∈ \([x], \cap \text{int}(\psi)\). Since y ∈ \(\text{int}(\psi)\), int(ψ) ∈ y. Then, by (int-T), since y is maximal consistent, we have ψ ∈ y. Thus, by IH, we have (y, θy) ⊨ ψ. Therefore, \(y \in [\psi]^{\theta}_{Xc}\). This implies \([x], \cap \text{int}(\psi) \subseteq [\psi]^{\theta}_{Xc}\). And, since x ∈ \([x], \cap \text{int}(\psi)\) ∈ τc, we have x ∈ int([ψ]θ), i.e., (x, θx) ⊨ int(ψ).

(⇐) Suppose (x, θx) ⊨ int(ψ), i.e., x ∈ int([ψ]θ). Recall that the set of finite intersections of the elements of Σ forms a base, which we denote by BS, for τc. x ∈ int([ψ]θ) implies that there exists an open U ∈ BS, such that x ∈ U ⊆ [ψ]θ. Given the construction of BS, U is of the form

\[U = \bigcap_{i \in I_1} \bigcap_{i \in I_n} \bigcap_{\psi \in \text{Form}_{\text{fin}}} \text{int}(\eta)\]

where I1, ..., In are finite subsets of A, x1, ..., xk ∈ Xc and Formfin is a finite subset of LELint. Since int is a normal
modality, we can simply write
\[ U = \bigcap_{i \in I_1} [x_i] \cap \cdots \cap_{i \in I_n} [x_k] \cap \text{int}(\gamma), \]
where \( \eta \in \text{Form}_{\text{fin}} \). Since \( x \) is in each \([x_j]_1\), with \( 1 \leq j \leq k \), we have \([x_i]_1 = [x_i]\) for all such \( j \). Therefore, we have
\[ x \in U = (\bigcap_{i \in I} [x_i]) \cap \text{int}(\gamma) \subseteq \langle \psi \rangle^\theta, \]
where \( I = I_1 \cup \cdots \cup I_n \).

This implies, for all \( y \in (\bigcap_{i \in I} [x_i])_1 \), if \( y \in \text{int}(\gamma) \) then \( \psi \in y \).

From this, we can say \( U = \bigcup_{i \in I} \{ K_i \sigma \mid K_i \sigma \in x \} \cap \text{int}(\gamma) \to \psi \).

Then, there is a finite subset \( \Gamma \subseteq \bigcup_{i \in I} \{ K_i \sigma \mid K_i \sigma \in x \} \) such that \( \vdash \bigwedge_{\lambda \in \Gamma} \lambda \to (\text{int}(\gamma) \to \psi) \). It then follows:

1. \( \vdash \text{int}(\bigwedge_{\lambda \in \Gamma} \lambda \to (\text{int}(\gamma) \to \psi)) \) (DR3)
2. \( \vdash \text{int}(\bigwedge_{\lambda \in \Gamma} \lambda \to \text{int}(\text{int}(\gamma) \to \psi)) \) (int-K) and (DR1)
3. \( \vdash (\bigwedge_{\lambda \in \Gamma} \text{int}(\lambda)) \to (\text{int}(\gamma) \to \psi) \) (int-K)

Observe that each \( \lambda \in \Gamma \) is of the form \( K_i \alpha \) for some \( K_i \alpha \in \bigcup \{ K_i \sigma \mid K_i \sigma \in x \} \) and we have \( \vdash \lambda \leftrightarrow K_i (\lambda \varphi) \).

Therefore, \( \vdash (\bigwedge_{\lambda \in \Gamma} \text{int}(\lambda) \to \text{int}(\gamma)) \). Thus, since
\[ \bigwedge_{\lambda \in \Gamma} \lambda \in x \) (by \( \subseteq \Gamma \)), we have \( \text{int}(\lambda \to \psi) \) \( \epsilon \). Then, by (int-K), (DR1) and since \( \vdash \text{int}(\text{int}(\gamma) \to \psi) \in \Gamma \) and \( \in \text{int}(\gamma) \) (i.e., \( \in \text{int}(\gamma) \in x \)), we obtain \( \text{int}(\psi) \in \psi \).

**Theorem 26.** \( \text{EL}_{\text{int}} \) is complete with respect to the class of all topo-models.

**Theorem 27.** \( \text{PAL}_{\text{int}} \) is complete with respect to the class of all topo-models.

**Proof.** This follows from Theorem 26 by reduction in a standard way. The occurrences of the modality \( \text{int} \) on the right-hand-side of the reduction axioms (axioms (R1)-(R6)) should not lead to any confusion: extending the complexity measure defined in [17, Definition 7.21 p. 187] to the language \( \text{PAL}_{\text{int}} \) by adding the same complexity measure for the modality \( \text{int} \) as for \( K_i \) gives us the desired result.

### 4.2 Completeness of \( \text{APAL}_{\text{int}} \)

We now reuse the technique of [2] in the setting of topological semantics. Given the closure requirement under derivation rule (DR5) it seems more proper to call maximally consistent sets of \( \text{APAL}_{\text{int}} \) maximally consistent theories, as further explained below.

**Definition 28.** A set \( x \) of formulas is called a theory iff \( \text{APAL}_{\text{int}} \subseteq x \) and \( x \) is closed under (DR1) and (DR5). A theory \( x \) is said to be consistent iff \( \perp \notin x \). A theory \( x \) is maximally consistent iff \( x \) is consistent and any set of formulas properly containing \( x \) is inconsistent.

Observe that \( \text{APAL}_{\text{int}} \) constitutes the smallest theory. Moreover, maximally consistent theories of \( \text{APAL}_{\text{int}} \) possess the usual properties of maximally consistent sets:

**Proposition 29.** For any maximally consistent theory \( x \), \( \varphi \notin x \) iff \( \neg \varphi \notin x \), and \( \varphi \land \psi \in x \) iff \( \varphi \in x \) and \( \psi \in x \).

In the setting of our axiomatization based on the infinitary rule (DR5), we will say that a set \( x \) of formulas is consistent iff there exists a consistent theory \( y \) such that \( x \subseteq y \). Obviously, maximal consistent theories are maximal consistent sets of formulas. Under the given definition of consistency for sets of formulas, maximal consistent sets of formulas are also maximal consistent theories.

**Definition 30.** Let \( \varphi \in \text{L}_{\text{APAL}} \) and \( i \in A \). Then \( x + \varphi \in \{ \psi \mid \varphi \in x \} \) and \( K_i x := \{ \varphi \mid K_i \varphi \in x \} \).

**Lemma 31.** For any theory \( x \) of \( \text{APAL}_{\text{int}} \) and \( \varphi \in \text{L}_{\text{APAL}} \), \( x + \varphi \) is a theory and it contains \( x \) and \( \varphi \), and \( K_i x \) is a theory.

**Lemma 32.** Let \( \varphi \in \text{L}_{\text{APAL}} \). For all theories \( x \), \( x + \varphi \) is consistent iff \( \neg \varphi \notin x \).

**Proof.** Let \( \varphi \in \text{L}_{\text{APAL}} \) and \( x \) be a theory. Then \( \neg \varphi \in x \) iff \( x \vdash \land \varphi \vdash \land \in \) (as \( \neg \varphi \vdash \varphi \vdash \land \in \) is a theorem) iff \( \land \in \varphi \) \( \in \). Therefore, \( x + \varphi \) is inconsistent iff \( \neg \varphi \in x \), i.e., \( x + \varphi \) is consistent iff \( \neg \varphi \notin x \).

**Lemma 33.** (Lindenbaum’s Lemma [1]). Each consistent theory can be extended to a maximal consistent theory.

**Lemma 34.** If \( K_i \varphi \notin x \), then there is a maximally consistent theory \( y \) such that \( K_i x \subseteq y \) and \( \varphi \notin y \).

**Proof.** Let \( \varphi \in \text{L}_{\text{APAL}} \) and \( x \) be such that \( K_i \varphi \notin x \). Thus, \( \varphi \notin K_i x \). Hence, by Lemma 32, \( K_i x \cup \neg \varphi \) is consistent. Then, by Lemma 33, there exists a maximally consistent set \( y \) such that \( K_i x + \varphi \subseteq y \). Therefore, \( K_i x \subseteq y \) and \( \varphi \notin y \).

**Lemma 35.** For all \( \varphi \in \text{L}_{\text{APAL}} \) and all maximally consistent theories \( x \), \( \neg \varphi \in x \) iff for all \( \psi \in \text{L}_{\text{APAL}} \), \( \psi \in x \).

**Proof.** Let \( \varphi \in \text{L}_{\text{APAL}} \) and \( x \) be a maximally consistent theory.

\( \Rightarrow \) Suppose \( \neg \varphi \in x \). Then, by (R7) and (DR1), we have \( \langle \psi \rangle \varphi \in x \) for all \( \psi \in \text{L}_{\text{APAL}} \).

\( \Leftarrow \) Suppose \( \langle \psi \rangle \varphi \in x \) for all \( \psi \in \text{L}_{\text{APAL}} \). Consider the necessity form \( \varphi \). By assumption, \( \langle \psi \rangle \varphi \) for all \( \psi \in \text{L}_{\text{APAL}} \). Then, since \( x \) is closed under (DR5), \( \langle \varphi \rangle \varphi \in x \), i.e., \( \neg \varphi \in x \) as well.

The definition of the canonical model for \( \text{APAL}_{\text{int}} \) is the same as for \( \text{EL}_{\text{int}} \), except that the maximally consistent sets are maximally consistent theories. We now come to the Truth Lemma for the logic \( \text{APAL}_{\text{int}} \). Here we use the complexity measure \( \langle \psi \rangle \). **Lemma 36.** (Truth Lemma). For every \( \varphi \in \text{L}_{\text{APAL}} \) and for each \( x \in X^\varphi \), \( \varphi \in x \) iff \( X^\varphi, (x, \theta^x) \models \varphi \).

**Proof.** Let \( \varphi \in \text{L}_{\text{APAL}} \) and \( x \in X^\varphi \). The proof is by \( \varphi \)-induction on \( \varphi \), where the case \( \varphi = \langle \psi \rangle \chi \) is proved by a subinduction on \( \chi \). We therefore consider 14 cases.

**Case** \( \varphi := p \)

\begin{align*}
 & x \in p \quad \text{iff} \quad x \in \nu^\varphi(p) \\
 & \text{iff} \quad (x, \theta^x) \models \varphi
\end{align*}

**Induction Hypothesis (III):** For all formulas \( \psi \in \text{L}_{\text{APAL}} \), if \( \psi \notin \langle \psi \rangle \varphi \), then \( \psi \in x \) iff \( X^\varphi, (x, \theta^x) \models \psi \).

The cases negation, conjunction, and interior modality are as in Truth Lemma 25 for \( \text{EL}_{\text{int}} \), where we observe that the
subformula order is subsumed in the $<_d^S$ order (see Lemma 6.2). We proceed with the knowledge operator, i.e., case $\varphi := K_i\psi$, and then with the subinduction on $\chi$ for case announcement $\varphi := [\psi]|_X$, and finally with the case $\varphi := \Box\psi$.

**Case $\varphi := K_i\psi$**

This case is also similar to the one in Truth Lemma 25 for $EL_{int}$, however, using maximally consistent theories in the canonical model creates some differences. For the direction from left-to-right, see Truth Lemma 25. For $(\Rightarrow)$, suppose $K_i\psi \notin x$. Then, by Lemma 34, there exists a maximally consistent theory $y$ such that $K_i x \subseteq y$ and $\psi \not\in y$. By $\psi <_d^S K_i\psi$ and (IH), $(y, \theta^o) \neq \psi$. Since $K_i x \subseteq y$, we have $y \in [x]$, meaning that $y \in \theta^o(x)(i)$. Therefore, by the semantics, $\forall \psi \in \mathcal{E}$, $\models \psi|_X$.

**Case $\varphi := [\psi]|_X$**

Given $\forall \psi \in \mathcal{E}$, $\models \psi|_X$ and (IH), $\models \psi|_X$.

**Case $\varphi := \Box\psi$**

For all $\psi \in \mathcal{E}$, $\models \Box\psi$.

### 5. COMPARISON TO OTHER WORK

Multi-agent epistemic systems with subset space-like semantics have been proposed in [11, 12, 4, 18], however, none of these are concerned with arbitrary announcements. Our goal in this paper is not to provide a multi-agent generalization of SSL per se, but to work with the effort-like modality $\square$ that allows us to capture the information change brought about by any announcements (subject to some restrictions) in a multi-agent setting and modeling it by way of “open-set shrinking” similar to the effort modality, rather than by deleting states or neighbourhoods, so that the intuitive link between the two becomes more transparent on a semantic level.

In [3], Balbiani et al. proposed subset space semantics for arbitrary announcements, however, their approach does not go beyond the single-agent case and the semantics provided is in terms of model restriction. An unorthodox approach to multi-agent knowledge is proposed in [11, 12]. Roughly speaking, instead of having a knowledge modality $K_i$ for each agent in his syntax, Heinemann uses additional operators to define $K_i$ and his semantics only validate the $S_4$-axioms for $K_i$. The necessitation rule for $K_i$ does not preserve validity under the proposed semantics [11, 12]. In [18],Balbiani et al. propose a multi-agent semantics for knowledge is provided, but no announcements or further generalizations (unlike in their other, single-agent, work [19]), and not in a topological setting. Their use of partitions for each agent instead of a single neighbourhood is compatible with our requirement that all neighbourhoods for a given agent be disjoint. A further difference from the existing literature is that we restrict our attention to topological spaces and prove our results by means of topological tools.

We applied the new completeness proof for arbitrary public announcement logic of [2] to a topological setting. The canonical modal construction is as in [6] with some multi-agent modifications. The modality $int$ in our system demands a different complexity measure in the Truth Lemma of the completeness proof than in [2].

### 6. CONCLUSIONS

We have proposed topological semantics for the multi-agent extensions of the public announcement logic of [6], and further extended the logic with arbitrary announcements. We showed topological completeness of these logics. Our work can be seen as a step toward discovering the interplay between dynamic epistemic logic and topological reasoning.

For further research, we envisage a finitary axiomatization for $APAL_{int}$ wherein the infinitary derivation rule (DR5) is replaced by a finitary rule. The obvious derivation rule would derive something after any announcement if it can be derived after announcing a fresh variable [1]. Under subset space semantics, it is unclear how to prove that this rule is sound.

We are still investigating expressivity and (un)decidability. If the logic $APAL_{int}$ is undecidable, this would contrast nicely with the undecidability of arbitrary public announcement logic. Otherwise, there may be interesting decidable versions when restricting the class of models to particular consistent theory $\forall \psi \in \mathcal{E}$, $\models \Box\psi$. For the direction from left-to-right, see Truth Lemma 25. For $(\Rightarrow)$, suppose $\models \Box\psi$. Then, by Lemma 34, there exists a maximally consistent theory $\forall \psi \in \mathcal{E}$, $\models \Box\psi$. Therefore, we obtain $\models \Box\psi$

**Theorem 37.** $APAL_{int}$ is complete with respect to the class of all topo-models.

**Proof.** Let $\varphi \in \mathcal{L}_{APAL_{int}}$ such that $\forall \varphi$, i.e., $\models \Box\psi$. For the case $\varphi := \Box\psi$, by Lemma 32, $APAL_{int} + \Box\psi$ is a consistent theory and, by Lemma 31, $\forall \psi \in \mathcal{E}$, $\models \Box\psi$. By Lemma 33, the consistent theory $APAL_{int} + \Box\psi$ can be extended to a maximally consistent theory $\forall \psi \in \mathcal{E}$, $\models \Box\psi$. Therefore, for all $\psi \in \mathcal{E}$, $\models \Box\psi$.
The logic $APAL_{int}$ is also axiomatizable on the class where the $K$ modalities have $S4$ properties, a result we have not reported in this paper for consistency of presentation. This class is of topological interest.

In our setup all agents have the same observational powers. If agents can have different observational powers, we can associate a topology with each agent and generalize the logic to an arbitrary epistemic action logic. Furthermore, we would like to explore the exact difference between the effort modality and the arbitrary announcement modality (in the single agent case, see [16]) by constructing a topological model which distinguishes the two: a topological model might have more than epistemically definable opens with respect to the proposed semantics.
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1. INTRODUCTION
Single-peakedness is one of the most important and commonly examined domain restrictions on preferences in economics and social choice. The study of single-peaked preferences in computational social choice is often restricted to total orders, but in practical settings voters often have some degree of indifference in their preferences. This is seen in the online repository PrePLib, which contains several datasets comprised of voters with various degrees of partial preferences, many of which are weak orders [26]. Additionally, some election systems are defined for weak orders, e.g., the Kemeny rule [22] and the Schulze rule [30], or can be easily extended for weak orders.

Single-peaked preferences were introduced by Black [5] and they model the preferences of a collection of voters with respect to a one-dimensional axis, i.e., a total ordering of the candidates. Each voter in a single-peaked electorate has a single most preferred candidate (peak) on the axis and the farther that a candidate is from the voter’s peak the less preferred they are by the voter. Black extended his model to single-plateaued preferences, which models the preferences of a collection of voters in a similar way, but allows voters to have multiple most preferred candidates (an indifference plateau) in their preferences [6, Chapter 5].

Elections where the voters have single-peaked preferences over the candidates have many desirable properties in economics and social choice, e.g., the majority relation is transitive [5] and there exist strategy-proof voting rules [28]. Additionally, computational problems often become easier when preferences are single-peaked. For example, when voters in an election have single-peaked (or even nearly single-peaked) preferences the complexity of determining if a manipulative action exists often becomes easy [17, 16] and determining the winner for Dodgson and Kemeny elections becomes easy [8] when it is P-complete in general [20, 21].

The problem of single-peaked consistency is to determine if an axis exists such that the preferences of a collection of voters are single-peaked. The first paper to computationally study single-peaked consistency for partial preferences was Lackner [24], where a partial order is said to be single-peaked with respect to an axis if it can be extended to a total order that is single-peaked with respect to that axis. For clarity we refer to this as existentially single-peaked, or Θ-single-peaked, throughout this paper. Lackner presents algorithms and complexity results for determining the θ-single-peaked consistency for preference profiles of varying degrees of partial preferences, including top orders, weak orders, locally weak orders, and partial orders. Lackner shows that if a given preference profile contains an implicitly specified total order (which is not guaranteed to exist) then θ-single-peaked consistency for weak orders is in P [24]. Lackner also shows that the general case of θ-single-peaked consistency for top orders (weak orders with all indifference between last-ranked candidates) is in P [24]. The complexity of the general case of θ-single-peaked consistency for weak orders was explicitly left as the main open problem in Lackner [24] and we show in this paper that it is in P.

We show that an algorithm to determine if a 0-1 matrix has the consecutive ones property can be used to determine the single-peaked, single-plateaued, and θ-single-
peaked consistency for weak orders without requiring an implicitly specified total order. So given a preference profile of weak orders not only can we determine if it is single-peaked, single-plateaued, or 3-single-peaked, we can find all consistent axes by using the PQ-tree algorithm for determining if a 0-1 matrix has the consecutive ones property [7]. This algorithm was previously used to determine the single-peaked consistency for total orders by Bartholdi and Trick [4] and to determine the single-crossing consistency for total orders by Bredereck et al. [9]. The model of single-crossing preferences is another domain restriction [27] and its corresponding consistency problem for total orders was first shown to be in P by Elkind et al. [12]. We also mention that after single-peaked consistency for total orders was shown to be in P, both Escoffier et al. [15] and Doignon and Falmagne [10] independently found faster direct algorithms.

This paper is organized as follows. In Section 2 we define the types of partial preferences studied, the different variants of single-peakedness, and the consecutive ones matrix problem. We present our results in Section 3, which is split into three sections with each corresponding to a different variant of single-peakedness. Section 3.1 contains our results for 3-single-peaked preferences, Section 3.2 for single-plateaued preferences, and Section 3.3 for single-peaked preferences. In each of these sections we redefine the variant of single-peakedness using forbidden substructures and describe the transformation from its consistency problem to the problem of determining if a 0-1 matrix has the consecutive ones property. We conclude in Section 4 by summarizing our results and stating some possible directions for future work.

2. PRELIMINARIES

A preference order, v, is an ordering of the elements of a finite candidate set, C. A multiset of preference orders, V, is called a preference profile. (We sometimes refer to each v as a voter with a corresponding preference order.) A partial order is a transitive, reflexive, and antisymmetric binary relation on a set. A weak order is a partial order where the indifference relation is transitive, a top order is a weak order where all indifference is between candidates ranked last, and a total order is a partial order with no indifference between candidates.

Example 1. Given the set of candidates \{a, b, c, d\}, an example of a total order is \((a > b > d > c)\), an example of a weak order is \((a \sim c > d > b)\), and an example of a top order is \((a > c > b \sim d)\), where “\~{}” is used to denote indifference between candidates.

We focus on weak orders since they model easily understood incompleteness in preferences. Voters are often not able to discern between two candidates or view them as truly equal. Allowing each voter to state a weak preference order still requires that they specify each candidate in their order, but gives them the ability to have multiple candidates at each position.

It is very natural for election systems to be defined for weak orders. The Kemeny rule and Schulze rule are defined for weak orders [22, 30] and clearly election systems based on pairwise comparisons (e.g., Copeland) can be used to evaluate a preference profile of partial votes. The Borda count can be extended for top orders [13] and a recent paper has even explored the complexity of the manipulation problem on such extensions to the Borda count and defined additional extensions for election systems to be defined on top orders [29].

2.1 Variants of Single-Peakedness

In our definitions of each variant of single-peakedness we refer to a total ordering of the set of candidates that each preference profile is consistent with as an axis A. Like Bartholdi and Trick [4], who were the first to show single-peaked consistency for total orders in P, we say that a preference order v is strictly increasing (decreasing) along a segment X of A if each candidate in X is strictly preferred to each candidate to its left (right) in X. Similarly, we say that a preference order is increasing (decreasing) along a segment X of A if each candidate in X is strictly preferred or ranked indifferent to each candidate to its left (right) in X. When we say that a preference order v is remaining constant along a segment, then all candidates in that segment are ranked indifferent to each other.

We begin our discussion of single-peaked preferences by stating the definition of single-peaked preferences for total orders. We use the definition found in the work by Bartholdi and Trick [4].

Definition 2. A preference profile V of total orders is single-peaked with respect to an axis A if for every v ∈ V, A can be split at the most preferred candidate (peak) of v into two segments X and Y (one of which can be empty) such that v has strictly increasing preferences along X and v has strictly decreasing preferences along Y.

We now define each of the three variants of single-peaked preferences for weak orders that we study in this paper and present an example of each in Figure 1.

2.1.1 Single-Peaked Preferences

Single-peaked preferences for weak orders can be defined in the same way as single-peaked preferences for total orders.

Definition 3. A preference profile V of weak orders is single-peaked with respect to an axis A if for every v ∈ V, A can be split at the most preferred candidate (peak) of v into two segments X and Y (one of which can be empty) such that v has strictly increasing preferences along X and v has strictly decreasing preferences along Y.

Notice that for a weak preference order to be single-peaked it must have a single most preferred candidate and can only contain indifference between at most two candidates at each position. Otherwise the segments X and Y referred to in Definition 3 would not be strictly increasing/decreasing.

We define the corresponding problem of single-peaked consistency for weak orders below.

Given: A preference profile V of weak orders and a set of candidates C.

Question: Does there exist an axis A such that V is single-peaked with respect to A?

2.1.2 Single-Plateaued Preferences

A slightly weaker restriction than single-peakedness for weak orders is single-plateauedness [6, Chapter 5]. Single-peaked and single-plateaued preferences are closely related domain restrictions and Barberà [2] discusses how the amounts of indifference permitted in these restrictions impact their properties.
Building upon the definition for single-peaked preferences, we state a definition for single-plateaued preferences.

**Definition 4.** A preference profile \( V \) of weak orders is single-plateaued with respect to an axis \( A \) if for every \( v \in V \), \( A \) can be split into three segments \( X, Y, \) and \( Z \) (\( X \) and \( Z \) can each be empty) where \( v \)'s most preferred candidates are \( Y, \) \( v \) has strictly increasing preferences along \( X, \) and \( v \) has strictly decreasing preferences along \( Z. \)

We define the corresponding problem of single-plateaued consistency for weak orders below.

**Given:** A preference profile \( V \) of weak orders and a set of candidates \( C. \)

**Question:** Does there exist an axis \( A \) such that \( V \) is single-plateaued with respect to \( A. \)

### 2.1.3 Existentially Single-Peaked Preferences

So far we have considered the given preference orders as the true preferences of the voters. One approach to dealing with partial preferences is to assume that voters have an underlying total preference order and consider extensions of their preferences to total orders (see, e.g., [23]). This is the approach taken by Lackner for the existential model of single-peakedness [24].

**Definition 5.** [24] A preference profile \( V \) of weak orders is \( \exists \)-single-peaked with respect to an axis \( A \) if for every \( v \in V \), \( v \) can be extended to a total order \( v' \) such that the profile \( V' \) of total orders is single-peaked with respect to \( A. \)

We can restate Definition 5 without referring to extensions to better see how it relates to single-peaked and single-plateaued preferences.

**Observation 6.** A preference profile \( V \) of weak orders is \( \exists \)-single-peaked with respect to an axis \( A \) if and only if for every \( v \in V, \) \( A \) can be split into three segments \( X, Y, \) and \( Z \) (\( X \) and \( Z \) can each be empty) where \( v \)'s most preferred candidates are \( Y, \) \( v \) has increasing preferences along \( X, \) and \( v \) has decreasing preferences along \( Z. \)

We define the corresponding problem of \( \exists \)-single-peaked consistency for weak orders below.

**Given:** A preference profile \( V \) of weak orders and a set of candidates \( C. \)

**Question:** Does there exist an axis \( A \) such that \( V \) is \( \exists \)-single-peaked with respect to \( A? \)

Figure 1 illustrates an example of each variant of single-peakedness for weak orders described where each preference order is consistent with respect to the axis \( A = a < d < b < e < c. \) In Figure 1 the preference order \( (b > d \sim e > c > a) \) is single-peaked, single-plateaued, and \( \exists \)-single-peaked. The preference order \( (a \sim d > b > e > c) \) is single-peaked and \( \exists \)-single-peaked, but not single-plateaued since it has more than one most preferred candidate. The preference order \( (c > b \sim e > d > a) \) is \( \exists \)-single-peaked and not single-plateaued or single-peaked since it is not strictly increasing to its most preferred candidate(s).

We conclude our discussion of these variants of single-peakedness for weak orders by stating several observations.

**Figure 1:** The solid line represents the single-peaked preference order \( (b > d \sim e > c > a), \) the dotted line represents the single-plateaued preference order \( (a \sim d > b > e > c), \) and the dashed line represents the \( \exists \)-single-peaked preference order \( (c > b \sim e > d > a). \)

First we show that there exists an \( \exists \)-single-peaked consistent preference profile that does not have a transitive majority relation. We say that a majority relation is transitive if when \( x > y \) and \( y > z \) by majority, then \( x > z \) by majority. Note that single-peaked and single-plateaued preferences both have transitive majority relations [5, 6].

Consider the preference profile \( V \) comprised of the following five voters from Table 9.1 in Fishburn [18].

\[
\begin{align*}
&v_1 & (b > a > c) \\
&v_2, v_3 & (c > b > a) \\
&v_4, v_5 & (a > b > c)
\end{align*}
\]

When we evaluate this preference profile under the simple majority rule where \( x > y \) by simple majority if more voters state \( x > y \) than \( y > x, \) then \( V \) has the majority cycle \( a > c > b > a \) [18]. Clearly \( V \) is \( \exists \)-single-peaked consistent with respect to the axis \( A = a < b < c, \) so we can make the following observation.

**Observation 7.** There exists a preference profile of weak orders that is \( \exists \)-single-peaked and does not have a transitive majority relation.

The existential model for single-peakedness considers the existence of a single extension of the preferences of all of the voters to total orders. We briefly consider the case where all extensions to total orders must be single-peaked and make two observations.

**Observation 8.** If a preference profile of weak orders is single-peaked then all extensions of the preferences to total orders are also single-peaked.

**Observation 9.** If a preference profile of weak orders is single-plateaued and each preference order has at most two most preferred candidates, then all extensions of the preferences to total orders are single-peeked.

### 2.2 Consecutive-Ones Matrices

All of our polynomial-time results are due to transformations to the following problem of determining if a 0-1 matrix has the consecutive ones property.

**Given:** A 0-1 matrix \( M. \)

**Question:** Does there exist a permutation of the columns of \( M \) such that in each row all of the 1’s are consecutive?

The above problem was shown to be in P by Fulkerson and Gross [19]. Booth and Lueker [7] improved on this result by finding a linear-time algorithm through the development and use of the novel PQ-tree data structure, which contains all possible permutations of the columns of a matrix such that all of the 1’s are consecutive in each row.
3. RESULTS

The following three sections consist of our results and they are structured as follows. We examine each variant of single-peakedness starting with the weakest restriction and ending with the strongest. When we examine each restriction we present an alternative definition of the variant of single-peakedness using forbidden substructures and the transformation to the problem of determining if a 0-1 matrix has the consecutive ones property.

3.1 Existentially Single-Peaked Consistency

The most general of the three variants mentioned in Section 2.1 is the model of ∃-single-peaked preferences. The construction and corresponding proof will be the basis for showing that single-peaked and single-plateaued consistency for weak orders are each also in P.

Given an axis A and a preference order v, if v is ∃-single-peaked with respect to A then v cannot have strictly decreasing and then strictly increasing preferences with respect to A. Following the terminology used by Lackner [24], we refer to this as a v-valley.

DEFINITION 10. A preference order v over a candidate set C contains a v-valley with respect to an axis A if there exist candidates a, b, c ∈ C such that a < b < c in A and (a > b) and (c > b) in v.

Using the v-valley substructure we can state the following lemma, which will simplify our argument used in the proof of Theorem 14.

LEMMA 11. [24] Let V be a preference profile of weak orders. V is ∃-single-peaked with respect to an axis A if and only if no preference order v ∈ V contains a v-valley with respect to A.

To construct a matrix from a preference profile of weak orders, we apply essentially the same transformation as used Bartholdi and Trick [4] for total orders (see Example 13). We describe the construction below.

Construction 12. Let V be a preference profile of weak orders over candidate set C. For each v ∈ V construct a \(||C|| - 1)| \times |C|\) matrix \(X_v\). Each column of \(X_v\) corresponds to a candidate in C. For each candidate c ∈ C let k be the number of candidates that are strictly preferred to c in v and let the corresponding column in matrix \(X_v\) contain k 1’s starting at row one, with the remaining entries filled with 0’s. All \(||V||\) of the matrices are row-wise concatenated to yield the \((||V|| \cdot (||C|| - 1)) \times |C|\) matrix X.

The main difference in our construction is that we have one fewer row in each of the individual preference matrices. In the construction used by Bartholdi and Trick [4], given a preference order v over a set of candidates C, for all a, b ∈ C, (a > b) in v if and only if the number of 1’s in the column corresponding to a is greater than the number of 1’s in the column corresponding to b in v’s corresponding individual preference matrix. Notice that this still holds for our construction.

The polynomial-time results for ∃-single-peaked consistency for weak orders and local weak orders proved in Lackner [24] require that the given preference profile contains a guiding order, i.e., an implicitly specified total order. Given a preference profile V, a guiding order can be constructed iteratively in the following way. If there exists a v ∈ V such that the last ranked candidate in v is not ranked indifferently with any other candidate, then that candidate is appended to the top of the guiding order. This is then repeated on the preference profile restricted to the candidates not yet added to the guiding order until either the guiding order is a total order or there is no v ∈ V with a unique last ranked candidate, the case where no guiding order exists [24]. Observe that if a given preference profile is 3-single-peaked then it remains 3-single-peaked if a guiding order is added as an additional preference order [24]. It is important to point out that our results do not depend on the existence of a guiding order in a preference profile. Below we show how Construction 12 is applied to a preference profile of weak orders that is 3-single-peaked.

Example 13. Consider the preference profile V that consists of the preference orders v and w. Let the preference order v be \((a ∼ c > b > e ∼ d > f)\) and the preference order w be \((a > b > c ∼ d > f)\). Notice that V does not contain a guiding order, which is required by the polynomial-time algorithm for weak orders found in Lackner [24].

Thus, we have constructed a matrix \(X_v\) from preferences with a v-valley with respect to v ∋ a, and \(X_w\) from preferences that are \(3\)-single-peaked with respect to w ∋ b. We then row-wise concatenate \(X_v\) and \(X_w\) to construct X.

Next, we permute the columns of X so that in each row all of the 1’s are consecutive to yield X’. Observe that V is \(3\)-single-peaked with respect to \(b < a < e < d < c < f\), the ordering of the columns of X’ as its axis.

We now show that \(3\)-single-peaked consistency for weak orders and the problem of determining if the constructed 0-1 matrix has the consecutive ones property are equivalent using Lemma 11 and Construction 12.

Theorem 14. A preference profile V of weak orders is \(3\)-single-peaked consistent if and only if the matrix X, constructed using Construction 12, has the consecutive ones property.

Proof. Let V be a preference profile of weak orders. Essentially the same argument as used by Bartholdi and Trick [4] holds.

If V is \(3\)-single-peaked with respect to an axis A then by Lemma 11 we know that no preference order v ∈ V contains a v-valley with respect to A. When the columns of the matrix X are permuted to correspond to the axis A no row
will contain the sequence \( \cdots 1 \cdots 0 \cdots 1 \cdots \) since this corresponds to a preference order that strictly decreases and then strictly increases along the axis \( A \) (a v-valley). Therefore \( X \) has the consecutive ones property.

For the other direction suppose that \( V \) is not \( 3 \)-single-peaked, then by Lemma 11 we know that for every possible axis there exists a preference order \( v \in V \) such that \( v \) contains a v-valley with respect to that axis. So every permutation of the columns of \( X \) will correspond to an axis where some preference order has a v-valley. As stated in the other direction, a v-valley corresponds to a row containing the sequence \( \cdots 1 \cdots 0 \cdots 1 \cdots \) so clearly \( X \) does not have the consecutive ones property.

The only difference from the argument used by Bartholdi and Trick [4] for total orders is that in our case the preference orders can remain constant at the peak and at points on either side of the peak. The same argument still applies since by Lemma 11 the absence of v-valleys with respect to an axis is equivalent to a profile of weak orders being \( 3 \)-single-peaked with respect to that axis.

**Corollary 15.** \( 3 \)-Single-peaked consistency for weak orders is in \( P \).

### 3.2 Single-Plateaued Consistency

Single-plateaued preferences are a much more restrictive model than \( 3 \)-single-peaked preferences since they are essentially single-peaked except that each preference order can have multiple most preferred candidates [6, Chapter 5].

Since a preference order must be strictly increasing and then strictly decreasing with respect to an axis (excluding its most preferred candidates) we can again use the v-valley substructure. However we will need another substructure to prevent two candidates that are ranked indifferent in a voter’s preference order from appearing on the same side of that voter’s peak (plateau).

**Definition 16.** A preference order \( v \) over a candidate set \( C \) contains a nonpeak plateau with respect to \( A \) if there exist candidates \( a, b, c, \in C \) such that \( a < b < c \) in \( A \) and either \( (a > b \sim c) \) or \( (c > b \sim a) \) in \( v \).

We use the v-valley and nonpeak plateau substructures to state the following lemma.

**Lemma 17.** Let \( V \) be a preference profile of weak orders. \( V \) is single-plateaued with respect to an axis \( A \) if and only if no preference order \( v \in V \) contains a v-valley with respect to \( A \) and no preference order \( v \in V \) contains a nonpeak plateau with respect to \( A \).

**Proof.** Let \( C \) be a candidate set, \( V \) be a preference profile of weak orders, and \( A \) be an axis.

If \( V \) is single-plateaued with respect to \( A \) then for every preference order \( v \in V \), \( A \) can be split into segments \( X, Y, \) and \( Z \) such that \( v \) is strictly increasing along \( X \), remaining constant along \( Y \), and strictly decreasing along \( Z \). Since \( v \) is only ever strictly decreasing along \( Z \) and \( Z \) is the rightmost segment of \( A \), \( v \) cannot contain a v-valley with respect to \( A \). For a nonpeak plateau to exist with respect to \( A \) there must exist candidates \( a, b, c, \in C \) such that \( a < b < c \) in \( A \) and either \( (a > b \sim c) \) or \( (c > b \sim a) \) in \( v \).

We first consider the case of \( (a > b \sim c) \) in \( v \). Since \( a \) is strictly preferred to \( b \) and \( c \) in \( v \) and both \( b \) and \( c \) are to the right of \( a \) on the axis we know that both \( b \) and \( c \) must be in segment \( Z \). However, \( v \) is strictly decreasing along \( Z \), so \( v \) cannot have a nonpeak plateau of this form.

We now consider the case of \( (c > b \sim a) \) in \( v \). Since \( c \) is strictly preferred to \( a \) and \( b \) in \( v \) and both \( a \) and \( b \) are to the left of \( c \) on the axis we know that both \( a \) and \( b \) must be in segment \( X \). However, \( v \) is strictly increasing along \( X \), so \( v \) cannot have a nonpeak plateau of this form.

For the other direction we consider the case when no preference order \( v \in V \) contains a v-valley with respect to \( A \) and no preference order \( v \in V \) contains a nonpeak plateau with respect to \( A \). Since no preference order \( v \in V \) contains a v-valley with respect to \( A \), we know from Lemma 11 that \( V \) is \( 3 \)-single-peaked with respect to \( A \). Since we also know that no preference order \( v \in V \) contains a nonpeak plateau with respect to \( A \) it is easy to see that \( V \) is single-plateaued with respect to \( A \).

Since the nonpeak plateau substructure is needed in addition to the v-valley substructure, we need to extend Construction 12 so that if a preference order contains a nonpeak plateau with respect to an axis \( A \), then when the columns of its corresponding preference matrix are permuted according to \( A \) the matrix will contain a row with the sequence \( \cdots 1 \cdots 0 \cdots 1 \cdots \).

Notice that if a preference order ranks three candidates indifferent to each other below its peak (plateau) that it will have a nonpeak plateau with respect to every possible axis. To handle this case in the extension to Construction 12 we need to ensure that its corresponding preference matrix will contain a row with the sequence \( \cdots 1 \cdots 0 \cdots 1 \cdots \) for every permutation of its columns.

**Construction 18.** Let \( V \) be a preference profile of weak orders over candidate set \( C \). For each \( v \in V \) construct a \( (|C| - 1) \times |C| \) matrix \( X_v \). Each column of \( X_v \) corresponds to a candidate in \( C \). For each candidate \( c \in C \) let \( k \) be the number of candidates that are strictly preferred to \( c \) in \( v \) and let the corresponding column in matrix \( X_v \) contain \( k \) 's starting at row one, with the remaining entries filled with 1's (as in Construction 12). The following extensions to Construction 12 ensure that if \( V \) has nonpeak plateau with respect to an axis then when the columns of \( X_v \) are permuted according to \( A \) it will not have consecutive ones in rows.

For each pair of candidates \( a, b \in C \) such that \( (a \sim b) \) in \( v \), they are not the most preferred candidates in \( v \), and there is no candidate \( c \in C - \{a, b\} \) such that \( v \) is indifferent among \( a, b, \) and \( c \), then append three additional rows to the matrix \( X_v \) where the column corresponding to \( a \) is \([0 \ 1 \ 1]^T\), the column corresponding to \( b \) is \([1 \ 1 \ 0]^T\), each column corresponding to a candidate strictly preferred to \( a \) and \( b \) is \([1 \ 1 \ 1]^T\), and each column corresponding to a remaining candidate is \([0 \ 0 \ 0]^T\).

If there exist three candidates \( a, b, c \in C \) such that \( (a \sim b \sim c) \) in \( v \) and they are not the most preferred candidates in \( v \), then output a matrix that has no solution. After constructing an \( X_v \) matrix for each \( v \in V \), all \( |V| \) of the matrices are row-wise concatenated to yield a matrix \( X \), except in the case where the input resulted in a matrix with no solution.

We now show how Construction 18 is applied to a preference profile of weak orders that is single-plateaued.
**Example 19.** We consider the same preference profile as in Example 13 and we bold the additional rows in this example. Let the preference order \( v \) be \((a \sim c > b > e \sim d > f)\) and the preference order \( w \) be \((a > b > c > e > d > f)\).

\[
\begin{array}{cccccc}
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{cccccc}
a & b & c & d & e & f \\
a & b & c & d & e & f \\
r & 1 & 0 & 0 & 0 & 0 \\
r & 1 & 0 & 0 & 0 & 0 \\
r & 1 & 1 & 1 & 0 & 0 \\
r & 1 & 1 & 1 & 1 & 0 \\
r & 1 & 1 & 1 & 1 & 0 \\
r & 1 & 1 & 1 & 0 & 0 \\
\end{array}
\]

Let the preference order \( v \) be \((a > b > c > e > d > f)\) such that \( X_v = \)

\[
\begin{array}{cccccc}
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{cccccc}
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 \\
\end{array}
\]

We then row-wise concatenate \( X_v \) and \( X_w \) to construct \( X \).

\[
\begin{array}{cccccc}
a & b & c & d & e & f \\
a & b & c & d & e & f \\
r & 1 & 0 & 1 & 0 & 0 \\
r & 0 & 0 & 1 & 1 & 0 \\
r & 1 & 1 & 1 & 1 & 0 \\
r & 1 & 1 & 1 & 1 & 1 \\
r & 1 & 1 & 1 & 1 & 0 \\
r & 1 & 1 & 1 & 0 & 0 \\
\end{array}
\]

Next, we permute the columns of \( X \) such that in each row all of the ones are consecutive to yield \( X' \). Observe that \( V \) is single-plateaued with respect to this new ordering \( e < b < a < c < d < f \) as its axis. Also notice that an axis containing \( d \) and \( e \) adjacent to each other (as seen in Example 13) would not correspond to an ordering of the columns of \( X \) with consecutive ones in rows due to the additional rows from the extensions made to Construction 12 in Construction 18.

Construction 12 ensures that no preference order contains a \( v \)-valley and the extensions made in Construction 18 ensure that no preference order contains a nonpeak plateau. So the proof of the following theorem uses a similar argument to the proof of Theorem 14. Now the presence of \( v \)-valleys or nonpeak plateaus, not just \( v \)-valleys, is equivalent to a row containing the sequence \( \ldots 1 \ldots 0 \ldots 1 \ldots \).

**Theorem 20.** A preference profile \( V \) of weak orders is single-plateaued consistent if and only if the matrix \( X \), constructed using Construction 18, has the consecutive ones property.

**Proof.** Let \( V \) be a preference profile of weak orders. We extend the argument used by Bartholdi and Trick [4] and the proof of Theorem 14 except in this case we use Lemma 11.

If \( V \) is single-plateaued with respect to an axis \( A \) then by Lemma 17 we know that no \( v \in V \) contains a \( v \)-valley with respect to \( A \) and no \( v \in V \) contains a nonpeak plateau with respect to \( A \). When the columns of the matrix \( X \) are permuted to correspond to the axis \( A \) no row will contain the sequence \( \ldots 1 \ldots 0 \ldots 1 \ldots \) since this would correspond to a preference order that strictly decreases and then strictly increases along the axis \( A \) (a \( v \)-valley) or it would correspond to a preference order that has two candidates ranked different appearing on the same side of its peak (a nonpeak plateau). Therefore \( V \) has the consecutive ones property.

If \( V \) is not single-plateaued then we know from Lemma 17 that for every possible axis there exists a preference order \( v \in V \) such that \( v \) contains a \( v \)-valley or \( v \) contains a nonpeak plateau with respect to that axis. So every permutation of the columns of \( X \) will correspond to an axis where a preference order has a \( v \)-valley or a nonpeak plateau. As stated in the other direction, the presence of a \( v \)-valley or a nonpeak plateau corresponds to a row containing the sequence \( \ldots 1 \ldots 0 \ldots 1 \ldots \). Therefore \( V \) does not have the consecutive ones property.

**Corollary 21.** Single-plateaued consistency for weak orders is in \( P \).

### 3.3 Single-Peaked Consistency

We now present our results for the strongest domain restriction on weak orders that we examine, single-peaked preferences. Recall that a preference order is single-peaked with respect to an axis \( A \) if it is strictly increasing to a single most preferred candidate (peak) and then strictly decreasing with respect to \( A \). So we again use the \( v \)-valley substructure, but like the previous case of single-plateaued preferences we need an additional substructure. Even if no preference order has a \( v \)-valley with respect to \( A \) it may not be single-peaked because it is indifferent between two candidates on the same side of its peak or has more than one most preferred candidate.

We can handle the first condition just mentioned with the nonpeak plateau substructure used in Section 3.2, but the second condition requires us to view any plateau as a forbidden substructure.

**Definition 22.** A preference order \( v \) over a candidate set \( C \) contains a plateau with respect to an axis \( A \) if there exist candidates \( a, b \in C \) such that \( a \sim b \) is adjacent in \( A \) and \( (a \sim b) \) in \( v \).

We can now use the plateau substructure and the \( v \)-valley substructure to state the following lemma.

**Lemma 23.** Let \( V \) be a preference profile of weak orders. \( V \) is single-peaked with respect to an axis \( A \) if and only if no preference order \( v \in V \) contains a \( v \)-valley with respect to \( A \) and no preference order \( v \in V \) contains a plateau with respect to \( A \).

**Proof.** Let \( C \) be a candidate set, \( V \) be a preference profile of weak orders, and \( A \) be an axis.

If \( V \) is single-peaked with respect to \( A \) then clearly \( V \) is also single-plateaued with respect to \( A \). So by Lemma 17 we know that no preference order \( v \in V \) contains a \( v \)-valley with respect to \( A \) and no preference order \( v \in V \) contains a nonpeak plateau with respect to \( A \). Since \( V \) is single-peaked we also know that no preference order \( v \in V \) has more than one most preferred candidate so clearly no preference order \( v \in V \) contains a plateau with respect to \( A \).

For the other direction we consider the case when no preference order \( v \in V \) contains a \( v \)-valley with respect to \( A \) and no preference order \( v \in V \) contains a plateau with respect to \( A \).
Since no preference order \( v \in V \) contains a \( v \)-valley with respect to \( A \) we know from Lemma 11 that \( V \) is \( \exists \)-single-peaked with respect to \( A \). Since we also know that no preference order \( v \in V \) contains a plateau with respect to \( A \) it is easy to see that \( V \) is single-peaked with respect to \( A \).

We extend Construction 18 so that if a preference order contains a plateau with respect to an axis \( A \), then when the columns of its preference matrix are permuted according to \( A \) the matrix will contain the sequence \( \cdots 1 \cdots 0 \cdots \cdots \). Since Construction 18 already ensures this for the case of nonpeak plateaus, our extended construction below only needs to add a condition for plateaus that contain the most preferred candidates in a given preference order.

**Construction 24.** Follow Construction 18 except add the following condition while constructing a preference matrix \( X_v \) for each preference order \( v \in V \).

If there exist two candidates \( a, b \in C \) such that \((a \sim b)\) in \( v \) and they are the most preferred candidates in \( v \), then output a matrix that has no solution.

Clearly the extension to Construction 18 above ensures that if there are multiple most preferred candidates in a preference order then the preference matrix constructed from that order does not have the consecutive ones property.

When a preference order has a unique most preferred candidate and is single-plateaued, it is clearly also single-peaked. Construction 24 ensures that no preference order contains more than one most preferred candidate the same way that Construction 18 ensures that no preference order contains three or more candidates that are all ranked indifferent to each other and that are not the most preferred candidates, since this always results in a nonpeak plateau. So the proof of the following theorem follows from the proof of Theorem 20, but using Lemma 23 instead of Lemma 17.

**Theorem 25.** A preference profile \( V \) of weak orders is single-peaked consistent if and only if the matrix \( X_v \), constructed using Construction 24 has the consecutive ones property.

**Corollary 26.** Single-peaked consistency for weak orders is in \( P \).

4. CONCLUSIONS AND FUTURE WORK

We presented three different variants of single-peaked preferences for weak orders and showed that each of their corresponding consistency problems are in \( P \). Since we accomplished this by using transformations to the problem of determining if a 0-1 matrix has the consecutive ones property we are able to apply the PQ-tree algorithm from Booth and Lueker [7]. Using this algorithm we can actually go further than just determining the consistency problem for each of these variants and find all consistent axes. An interesting open direction is how the consecutive ones matrix problem relates to other domain restrictions and what benefits there are to having all consistent axes for a given preference profile.

The existential approach introduced by Lackner for single-peaked preferences [24] has been recently applied to other domain restrictions. The model of single-crossing preferences [27] was studied in the existential model by Elkind et al. [11] and the model of top-monotonic preferences [3] was studied in the existential model by Aziz [1]. An interesting direction for future work would be to apply the existential model to other domain restrictions.

Single-peaked preferences are studied because they are a simply stated and important domain restriction that gives insight into how the voters view the candidates and elections with single-peaked voters have nice properties. However, experimental study suggests that in real-world settings voters are often not single-peaked [25], but in this study the single-peaked results only used Black’s definition for total orders. It would be interesting to see if real-world datasets of weak orders contain voters that are single-peaked, single-plateaued, or \( \exists \)-single-peaked.

In single-peaked and nearly single-peaked elections computational problems often become easier [17, 16]. As mentioned by Lackner [24] an important open problem is to determine what computational benefits are gained when a preference profile is \( \exists \)-single-peaked or even nearly \( \exists \)-single-peaked. There are several different types of nearly single-peakedness and determining if a given preference profile is nearly single-peaked with respect to a certain distance measure is an interesting computational problem [14]. It would be interesting to see how preference profiles of weak orders impact the complexity of nearly single-peakedness or, as also mentioned by Lackner [24], nearly single-peakedness in the existential model.
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ABSTRACT

Synchronic norms of theory choice—traditional to the philosophy of science—restrict the theories one can choose in light of given information. Ockham’s razor is a famous example. How can one argue that these biases are truth-conducive, without begging the question with material assumptions?

Diachronic norms of theory change—as studied in belief revision—restrict how one should change one’s current beliefs in light of new information. How do the diachronic norms relate to the synchronic norms? Furthermore, is there some sense in which the diachronic norms are truth-conducive?

If one insists upon an overly strict standard of truth-conduciveness in inductive contexts, the epistemic justification of inductive norms becomes intractable. Theoretical virtues are not guaranteed to indicate truth with a low chance of error, the way litmus paper indicates pH. But there is a spectrum of truth-conduciveness concepts, ranging from the strict standard of truth-indicativeness to the weak standard of mere convergence in the limit. Neither extreme suffices for epistemic justification. The former is too strict to apply and the latter, notoriously, mandates no short-run norms at all. There are more nuanced concepts of optimally direct convergence to the truth, lying between these extremes. We consider two such concepts: convergence with minimal reversals of opinion and convergence with minimal cycles of opinion.

We show how the rationality principles of belief revision can be thought of as truth-conducive norms of direct convergence. Furthermore, we prove that preferring simple, falsifiable theories is a necessary condition for satisfying the norms of rational theory change. The results forge deep and, perhaps, surprising connections between synchronic rationality norms, diachronic rationality norms, and the truth-conduciveness of both.
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1. INTRODUCTION

This work is concerned with three things: the synchronic norms of theory choice, the diachronic norms of theory change, and the justification of these norms by their reliability, or truth-conduciveness.

Synchronic norms of theory choice restrict the theories one can choose in light of given, empirical information. They are the traditional purview of the philosophy of science. But how do they facilitate arrival at true theories? Are they better than other means toward that end and, if so, in what sense? For example, it is widely agreed that scientific theory choice proceeds in accordance with a bias toward simpler or more sharply testable theories. However, the truth might not be simple, in which case that bias would probably lead to error. So how can one argue that the characteristic scientific biases toward simplicity or testability are truth-conducive, without begging the question with material assumptions?

Diachronic norms of theory change restrict how one should change one’s current beliefs in light of new information. The crucial difference from synchronic norms is dependency upon one’s prior beliefs. Such norms are studied propositionally in belief revision theory and non-monotonic logic and quantitatively in Bayesian epistemology. The question of truth-conduciveness arises for such norms, just as it does for norms of theory choice. Furthermore, there is the additional question how diachronic norms relate to the more traditional, synchronous ones.

If one insists upon an overly strict standard of truth-conduciveness in inductive contexts, the crucial question of truth-conduciveness becomes intractable. Theoretical virtues are not guaranteed to indicate truth with a low chance of error, the way litmus paper indicates pH—inductive inferences in accordance with the rationality principles are subject to arbitrarily high chances of error, because the available information can probably be arbitrarily similar, regardless of which conclusion is true.

Maturity is a matter of ceasing to demand the impossible. In that spirit, it makes more sense to adjust the standards of truth-conduciveness to the intrinsic difficulty of the inference problem one faces—a view we call feasibility-contextualism. Feasibility contextualism presupposes a spectrum of alternative concepts of truth-conduciveness. Just such a spectrum is routinely studied in the subject known as formal learning theory, which studies concepts of truth-conduciveness ranging from the very strict standard of truth-indicativeness to the very weak standard of mere convergence to the truth.
in the limit. Neither extreme suffices for epistemic justification. The former is too strict to apply without question-begging assumptions and the latter, notoriously, mandates no short-run norms at all, since convergence in the limit is compatible with any inductive behavior whatever in the short run. In between these extremes, however, are more nuanced concepts of optimally *direct* convergence to the truth. We consider two such concepts in this paper: convergence with minimal reversals of opinion and convergence with minimal cycles of opinion. Since a strategy is conducive to a goal insofar as it leads as directly as possible to the goal, we view directness of approach to the truth as *constitutive of* truth-conduciveness and, hence, of epistemic justification, rather than as an auxiliary, ‘pragmatic’ consideration.

In this work, we show how the rationality principles of belief revision can be thought of as truth-conducive norms of maximally direct convergence in the sense just described. Furthermore, we prove that preferring simple, falsifiable theories (Ockham’s razor) is a necessary condition for achieving optimally truth-conducive performance. The results forge deep and, perhaps, surprising connections between synchronic rationality norms, diachronic rationality norms, and the truth-conduciveness of both.

### 1.1 Reliability and the Norms of Theory Choice

It is commonplace to observe that science seeks true theories about the world. But that banal observation raises a profound question about scientific method: how, and in what sense, do such hallmark scientific values as simplicity, precision, scope, and novelty help one find true theories? To demand an answer to that question is to demand an *epistemic justification* of scientific values [16, 24, 12]. One goal of this work is to provide such a justification for Ockham’s razor, the pervasive scientific bias in favor of simple theories.

An epistemic justification of Ockham’s razor is traditionally understood to be a demonstration that simpler theories are *more likely to be true.*¹ That narrow, synchronic concept of justification makes a hopeless conundrum out of Ockham’s razor. It has led theorists into metaphysical speculations less plausible than the scientific conclusions they are meant to justify. Both Kepler and Dirac expressed the conviction that Nature loves mathematical elegance, and that physicists ought to adopt the same passion to more surely uncover her secrets [29, 11]. It has led others to give up on epistemic justification entirely: “no one has shown that any of these rules is more likely to pick out true theories than false ones. It follows that none of these rules is epistemic in character” [25].

There is no shortage of non-epistemic justifications. Predictive accuracy, not truth, is the target of frequentist justifications: a bias toward simple theories prevails over-fitting and improves prediction when extrapolating from small samples [1, 13, 38]. But while they may be more predictively accurate at small sample sizes, simple theories are not more likely to be true in any objective sense of likelihood. Akaikes’s method does not even converge to the true theory in the limit of infinite data. Some frequentists take that to be a *design feature,* rather than a flaw, and warn against methods that both impose penalties on complexity and converge to the truth [26]. Bayesians, on the other hand, explicate Ockham’s razor as the result of conditioning over a wide class of plausible, prior probabilities that impose flattish distributions over theoretical parameters [17, 5, 39, 30]. But that does not begin to explain how such prior probabilities lead one to true theories better than alternative biases would—unless one begs the question by appealing to the prior probabilities themselves. The question of *epistemic* justification, if not begged, is dodged.

The point can be sharpened with a bit of terminology. Say that a method is *truth-indicativeness* if at every stage of inquiry the theory it selects is probably true. But truth-indicative performance is impossible in inductive inference problems—insisting on achieving that impossible synchronic standard leads to inductive skepticism. More plausibly, one can entertain a range of weaker concepts of diachronic truth-conduciveness, and understand epistemic justification as achievement of the strongest performance possible for the problem one faces.² Weaker demands do not fall short of epistemic demands. They are, rather, the appropriate epistemic demands, in light of the intrinsic difficulty of the task at hand.

Over half a century ago, Carnap already sketched the idea in *On Inductive Logic* [8]. He recognized, that for inductive methods, synchronic truth-indicativeness is *too high* a standard: “the fact that the truth of the predictions reached by induction cannot be guaranteed does not preclude a justification in a weaker sense”. On the other hand, Reichenbach’s diachronic norm of limiting convergence is *too low* a standard:

> Reichenbach is right in the assertion that any procedure which does not [converge to the truth in the limit] is inferior to his rule of induction. However, his rule, which he calls “the” rule of induction, is far from being the only one possessing the characteristic. The same holds for an infinite number of other rules of induction. . . . Therefore we need a more general and stronger method for examining and comparing any two given rules of induction . . . [8, p. 489.]

The relevant notions of truth-conduciveness have to lie somewhere between these two extremes. If they are to be feasible, they must relax truth-indicativeness. If they are to mandate interesting short-run methodological principles like Ockham’s razor, they must demand more than mere limiting convergence. We propose that such notions can be developed by adapting and refining existing concepts from formal learning theory.

### 1.2 Learning Theory and Truth-Conduciveness

²In statistics, the distinction between truth-indicative and truth-conducive methods is closely tracked by the distinction between uniformly and point-wise consistent methods. Both types of consistency entail convergence to the truth in the limit, but for uniformly consistent methods, the probability and severity of error can be quantified and bounded at each sample size. For point-wise convergent methods no such guarantees can be given. Of course, we prefer uniformly convergent methods, but these do not always exist. No statistician claims that using a point-wise convergent method is not epistemically justified when there is no better alternative.

¹Baker [3] is representative: “justifying an epistemic principle requires answering an epistemic question: why are paradigmous theories more likely to be true?” The demand is trivial if “likely” is understood subjectively, so we understand it objectively, in the sense of a guaranteed low chance of error.
Formal learning theory is a mathematical framework for studying inductive problems and the methods that solve them [33, 15, 31, 18]. As in computational complexity theory, inductive problems are classified by their intrinsic difficulty. Inductive methods are justified so long as they solve a problem as efficiently as problems of comparable complexity can be solved. From the perspective of formal learning theory, it makes no more sense to demand truth-indicative performance in inductive problems than it does to demand general polynomial time solutions to NP-hard problems. The demands of epistemic justication are kept proportionate to epistemic complexity.

The baseline notion of truth-conduciveness in formal learning theory is limiting convergence: methods eventually settle on the truth as information accumulates, without ever becoming certain that the future holds no surprises in store. As Carnap observed, limiting convergence is compatible with any arbitrary behavior in the short-run. To narrow the field of admissible methods, learning theorists have developed several refinements of limiting convergence that fall short of short-run guarantees. One possible refinement is to require methods to minimize the number of mind changes on the way to convergence [33, 36, 28, 19, 21, 22]. Another refinement guards against “U-shaped learning,” wherein learners conjecture a theory, reject it, and then return to it again [7, 6]. We propose that these convergence criteria—lying midway between truth-indicativeness and mere limiting convergence—can answers Carnap’s challenge. If scientists are in pursuit of truth, then virtuous inquiry ought to exhibit the virtues of pursuit. If the target of pursuit is evasive, then a certain amount of swerving may be expected. But false starts and U-turns ought to be avoided if possible—virtuous pursuit is as direct as the problem situation allows. We show how optimal truth-conduciveness mandates a preference for simple theories. That solves the traditional puzzle of justification for Ockham’s Razor, a hallmark virtue of theory choice.

1.3 Belief Revision and Scientific Inquiry

Belief revision is an alternative, formal framework in which to analyze belief change driven by new information. Reliability and truth-conduciveness are not central to the belief revision framework. Gärdenfors seems indifferent—if not hostile—to concerns about truth:

[T]he concepts of truth and falsity are irrelevant for the analysis of belief systems. These concepts deal with the relation between belief systems and the external world, which I claim is not essential for an analysis of epistemic dynamics. . . . My negligence of truth may strike traditional epistemologists as heretical. However, one of my aims is to show that many epistemological problems can be attacked without using the notions of truth and falsity [14, p. 20].

Instead, belief revision theorists derive epistemic justification from conformity with a set of idealized postulates that govern rational belief change. The postulates are usually motivated by considerations of preservation, or minimal change: the injunction to (1) add only those new beliefs and (2) remove only those old beliefs, that are absolutely compelled by incorporation of new information. It is not obvious that those postulates of rationality have anything to do with truth-conduciveness. In §3.1, we demonstrate that such a connection does, in fact, exist: we show that a weakened version of the rationality postulates is equivalent to a truth-conduciveness norm from formal learning theory, once the requirement of limiting convergence has been imposed.

It is also not obvious that there should be any connection between the rationality postulates that belief revision theorists take to govern theory change, and the synchronic theoretical virtues investigated by philosophers of science. Rott expresses a hope that such connections exist:

In his joint book with J.S. Ullian, The Web of Belief (1978), Quine has added more virtues that good theories should have: modesty, generality, refutability, and precision. Again, belief revision as studied so far has little to offer to reflect the quest for these intuitive desiderata. Except for the issue of conservatism, Quine’s list is one of theory choice rather than theory change in that it lists properties that a good posterior theory should have, independently of the properties of the prior theory. It is a strange coincidence that the philosophy of science has focused on the monadic (nonrelational) features of theory choice, while philosophical logic has emphasized the dyadic (relational) features of theory change. I believe that it is time for researchers in both fields to overcome this separation and work together on a more comprehensive picture [34, p. 15].

In §5, we demonstrate that theoretical refutability is a necessary condition for the rationality postulates of belief revision, in light of the requirement of limiting convergence. What’s more, we show that theoretical refutability is equivalent to a version of theoretical simplicity.

2. PROBLEMS AND SOLUTIONS

We first give a minimal characterization of the context of empirical inquiry. Let W be a set of possible worlds. A proposition is a set $P \subseteq W$. The set of all propositions is denoted $P(W)$. The contradictory proposition is $\emptyset$ and the necessary proposition is $W$. We assume the usual correspondence between logical and set-theoretic operations: $P \land Q = P \cap Q$, $P \lor Q = P \cup Q$, $P^c = W \setminus P$ and $P$ entails $Q$ if $P \subseteq Q$.

Some propositions correspond to possible information states. Propositional information is understood to be true. Examples include propositions concerning discrete experimental outcomes and inexact measurements of continuous quantities. Let $I \subseteq P(W)$ be the set of all possible information states one might be in. We denote the set of all information states in world w as: $I(w) = \{E \in I : w \in E\}$. For $P \subseteq W$, we let $I(P) = \bigcup_{w \in P} I(w)$. The set of information states $I$ is an information basis iff the following postulates are satisfied. 1. $\bigcup I = W$; 2. If $A, B \in I(w)$, belief revision is correctly thought of as principles of minimal change. Alternatively, one can think of them as monotonicity principles. That also suggests a rapprochement with the learning-theoretic viewpoint: adherence to the rationality principles throughout the course of inquiry guarantees a certain degree of monotonicity—or “directness” – of convergence to the truth.
then $A \cap B \subseteq I(w)$.\footnote{This can be weakened to $I^2$. If $A, B \in I(w)$, then there is $C \subseteq I(w)$ such that $C \subseteq A \cap B$. Nothing essential would be changed, though the statements of the theorems and their proofs would be more cumbersome.} \textbf{I.3.} $|I| \leq \omega$. The second thesis is the most interesting: it ensures that information accumulates through time. The third thesis is partly for mathematical tractability, but it is also well-motivated by Turing’s [37] argument that infinite gradations of input information are indistinguishable.

The closure of the information basis under arbitrary union, $I^*$, determines a topological space. An open set of $I^*$ is a \textit{verifiable} proposition — if true, there is information available that entails it. A closed set of $I^*$ is \textit{refutable} — its complement is verifiable. A set is \textit{locally closed} in $I^*$ iff it is closed in an open subspace of $I^*$. The locally closed sets are \textit{verifiable} propositions — if true, it is eventually verified that they are refutable. A set is \textit{constructible} in $I^*$ iff it is a finite union of locally closed sets. A set is $\Sigma_2^0$ in $I^*$ iff it is a countable union of locally closed sets. The topological closure of $P \subseteq W$, written as $\overline{P}$, is the set \{ $w : I(w) \subseteq I(P)$ \} — the set of worlds where $P$ is never refuted. The topological \textit{frontier}, written as $\partial P$, is defined as $\overline{P} \setminus P$ — the set of worlds where $P$ is false, but never refuted. The following characterization of locally closed sets will prove useful in what follows.

\textbf{Theorem 1.} $P$ is locally closed iff $P$ is closed.

A \textit{question} $Q$ on $W$ is a countable partition of $W$ into mutually exclusive and exhaustive \textit{answers}. We denote the unique answer true in $w \in W$ as $Q(w)$. For $P \subseteq W$, we let $Q(P) = \bigcup_{w \in P} Q(w)$. A question is locally closed iff each of its answers is. One question refines another, if each answer of the one entails some answer of the other. An \textit{empirical problem} is a triple $\langle W, I, Q \rangle$, specifying the set of possibilities entertained ($W$), the information provided ($I$) and the information \textit{demanded} ($Q$). A learner is a function from information states to conjectures $\lambda : I \to Q^*$, where $Q^*$ is the closure of $Q$ under arbitrary disjunction. A learner $\lambda$ \textit{solves} $\Psi$ \textit{in the limit} iff for all $w \in W$, there is $E \in I(w)$ such that for all $F \in I(w)$, $\lambda(E \cap F) = Q(w)$. Call such a learner a \textit{solution} to $\Psi$. No matter which world is the true one, a solution eventually converges on the answer true in that world. For learner $\lambda$ and $w \in W$, define $\text{Lock}(\lambda, w)$ as the set of all $E \in I(w)$ such that if $F \in I(w)$, then $\lambda(E \cap F) \subseteq Q(w)$. We call these the \textit{locking} propositions, following the usage in [31]. An empirical problem is \textit{solvable} iff there is a learner that solves it in the limit. The following theorem characterizes solvable problems.\footnote{A version of this result is given by de Brecht and Yamamoto [10, Theorem 5], where it is couched in the terms of computable analysis. A similar theorem was proven independently by Kelly [20, Corollary 1] in a first-countable setting. It was arrived at independently by Baltag, Gierasimczuk, and Smets [4, Theorem 8]. It is proven for the Baire space by Kelly [18, Proposition 4.10].}

\textbf{Theorem 2.} The following propositions are equivalent:

1. Problem $\Psi = \langle W, I, Q \rangle$ is solvable in the limit;

2. Each answer $Q \in Q$ is a $\Sigma_2^0$ proposition;

3. Question $Q$ is refined by a locally closed question $Q'$. We have two easy corollaries. Say that a learner is \textit{consistent} iff $\lambda(E) \cap E$ is non-empty, for all non-empty $E \in I$. Then:

\textbf{Theorem 3.} Every solvable problem has a consistent solution.

New information $E$ may be thought of as shifting the given problem $\Psi$ to the restricted problem

$\Psi|_E = \langle E, I|_E, Q|_E \rangle$.

where $I|_E$ is the set of all information states $F \cap E$ such that $F$ is in $I$, and $Q|_E$ is the set of all $H \cap E$ such that $H$ is an answer to $Q$. Then:

\textbf{Theorem 4.} If $\Psi$ is a solvable problem and $C \subseteq W$, then $\Psi|_C$ is a solvable problem.

3. **Refining Limiting Solvability**

Solution in the limit furnishes a minimal notion of inductive truth-conduciveness. But as many have observed, it enforces no interesting methodological norms, since it is consistent with any short-run behavior. We introduce some notions of truth-conduciveness that refine solution in the limit. As we will show, these notions of truth-conduciveness are weak enough to be feasible in a broad class of problems, and strong enough to mandate interesting norms of theory choice. We also demonstrate how these norms relate to the diachronic norms of theory change advocated as principles of rationality in belief revision and non-monotonic logic.

We first define three different forms of non-monotonicity, in decreasing generality. A \textit{reversal sequence} is a sequence $(A_i)_{i=0}^n$, where each $A_i \in Q^* \setminus \{ \emptyset \}$, and $A_{i+1} \subseteq A_i$. A \textit{cycle sequence} is a reversal sequence such that $A_n \subseteq A_0$. For reversal sequences $a, b$ of length $n$, define the \textit{severity} pre-order $b \leq a$ to hold iff $B_i \subseteq A_i$, for each $i \leq n$, where $a \leq b$ means that $a$ reverses as \textit{severely} as $b$. The strict relation $<$ holds iff $b \leq a$ holds one way and not the other. For example, $(A, B, C) < (A \cup D, B, C)$. A reversal sequence $a = (A_i)_{i=0}^n$ is \textit{forcible} in $\Psi$ iff for every $\lambda$ that solves $\Psi$, there is a nested set of information states $e = (E_i)_{i=0}^n$, such that $\lambda(e) = (\lambda(E_i))_{i=0}^n \leq a$. We can characterize the forcible sequences as follows.

\textbf{Theorem 5.} If $\Psi$ is solvable, then reversal sequence $a = (A_0, \ldots, A_n)$ is forcible in $\Psi$ iff

$A_0 \cap A_1 \cap \ldots \cap A_{n-1} \cap A_n \neq \emptyset$.

We define the \textit{forcible paths} in $\Psi$ by a recursion on the length of paths.

$\Pi_1 = \{ A : A \in Q \}$; \hspace{1cm} $\Pi_0 = \emptyset$.

$\Pi_0 = \{ A \cap B : A \in Q$ and $B \in \Pi_{n-1} \}$, and

$\text{Path}(\Psi) = \bigcup_{i \in \mathbb{N}} \Pi_i$.

\subsection*{3.1 Avoiding Cycles}

One refined notion of truth-conduciveness is to avoid cycles altogether. A learner $\lambda$ is \textit{cycle free} iff there exist no nested set of information states $e$, such that $\lambda(e)$ is a cycle sequence. That truth-conduciveness notion is closely related to several norms of rational theory change. Say that a learner $\lambda$ satisfies \textit{conditionalization} iff $\lambda(E) \cap Q(E \cap F) \subseteq \lambda(E \cap F)$. A learner $\lambda$ is \textit{rationally monotone} iff
\( \lambda(E \cap F) \subseteq \lambda(E) \cap Q(E \cap F) \) whenever \( \lambda(E) \cap Q(E \cap F) \neq \emptyset \).\(^6\) Many authors have suggested that these principles may be too strong to govern inductive inference \([14, 35, 27]\). However, both these principles are weakened by the following. A learner \( \lambda \) is reversal monotone if \( \lambda(E \cap F) \) meets \( \lambda(E) \) whenever \( \lambda(E) \cap Q(E \cap F) \neq \emptyset \). We show that for learners, reversal monotonicity is equivalent to avoiding cycles. This demonstrates a tight connection between a norm of truth-conduciveness, and two norms of theory change.

**Theorem 6.** If consistent \( \lambda \) solves \( \mathfrak{Q} \), then \( \lambda \) is cycle free iff \( \lambda \) is reversal monotone.

Although not all solvable problems have cycle-free solutions, every solvable problems is refined by one that does. This universality principle is a direct consequence of Theorem 3 of Baltag, Gerasimczuk, and Smets \([4]\).

**Theorem 7.** If \( \mathfrak{P} = (W, I, Q) \) is a solvable problem, then there is \( \mathfrak{P}' = (W, I, Q') \) such that \( Q' \) is locally closed, \( Q' \) refines \( Q \), and \( \mathfrak{P}' \) is solved by a cycle-free learner.

### 3.2 Minimizing Reversals

Although in many cases cycles can be avoided altogether, reversals cannot be avoided in inductive problems. But this does not mean that they cannot be minimized. Say that \( \lambda \) is reversal optimal for \( \mathfrak{P} \) if \( \lambda \) solves \( \mathfrak{P} \) and every \( \lambda \)-reversal sequence is forcible. Not all problems have reversal optimal solutions, but we can characterize the ones that do. For \( A \in Q \), define \( A_{\perp} = \{ B \in \text{Path}(\mathfrak{Q}) : A \cap B = \emptyset \} \).

**Theorem 8.** Locally closed \( \mathfrak{P} \) has a reversal optimal solution iff for every \( A \in Q \), \( A \cap \bigcup_{A_{\perp}} = \emptyset \).

The characterization is straightforward: a problem has a reversal-optimal solution iff in each answer \( A \), the set of all paths that are not forcible from \( A \), \( A_{\perp} \), are topologically separable from \( A \).

### 4. SIMPLICITY AND FALSIFIABILITY

If we live in a world where bread will always nourish, all information we ever receive will be consistent with bread ceasing to nourish sometime in the future. But the situation is asymmetrical: if we lived in a world where bread ceases to nourish eventually, we would find out sooner or later. There is a natural order that captures the structure of inductive underdetermination between possibilities. For \( X, Y \in P(W) \) set \( X \prec Y \) iff \( X \subseteq Y \), and \( X \preceq Y \) iff \( X \prec Y \) or \( X = Y \). If \( X \preceq Y \), we say that \( X \) faces the problem of induction with respect to \( Y \), i.e. \( X \) is inconsistent with \( Y \), but any information consistent with \( X \) is consistent with \( Y \). For all \( X, Y \in P(W) \), we say that \( X \) is simpler than \( Y \) if and only if \( X \prec Y \). That straightforward relation captures many of our simplicity intuitions. Exactly that relation holds between sets of polynomials of lower and higher degree; between nested statistical models; and between universal generalizations like “all ravens are black” and their negations. The \( \prec \) relation is not in general a strict order. However, if \( Q \) is locally closed then \( \prec \) determines a strict order over the elements of \( Q \).

\(^6\)Conditionalization and rational monotonicity are intended as analogues to principles \((K^+)^7\) and \((K^+)^8\) of AGM revision respectively and the defeasible inference principles of the same name.

**Theorem 9.** If question \( Q \) is locally closed, then \( \prec \) is transitive on \( Q \).\(^7\)

It follows immediately that \( \prec \) is a strict order on \( Q \), and that \( \leq \) is a partial order on \( Q \). Our notion of simplicity is closely related to Popper’s. Popper \([32]\) proposes to define simplicity in terms of the falsifiability relation:

A statement \( x \) is said to ‘falsifiable in a higher degree’ or ‘better testable’ than a statement \( y \) if and only if the class of potential falsifiers of \( x \) includes the class of the potential falsifiers of \( y \) as a proper subclass. The epistemological questions which arise in connection with the concept of simplicity can all be answered if we equate this concept with degree of falsifiability.

But Popper’s notion and ours are not equivalent. To see that, define the class of potential falsifiers of \( X \subseteq W \) as the set of all information states inconsistent with \( X \): \( \mathcal{F}(X) = I \setminus I(X) \). Then \( X \) is more falsifiable than \( Y \), if \( \mathcal{F}(Y) \subseteq \mathcal{F}(X) \), or, equivalently, \( X \subseteq \overline{Y} \). That notion of simplicity has the bizarre defect that every proposition is simpler than its consequences. Our notion of simplicity does not face this difficulty, since \( X \prec Y \) if \( X \) is more falsifiable than \( Y \), and \( X \) and \( Y \) are incompatible.

We can make the relation between simplicity and falsifiability even more explicit. For any proposition \( A \), define the set of propositions strictly simpler than \( A \) as follows:

\[ A_{\prec} = \bigcup \{ B \prec A : B \subseteq W \} \]

Say that \( A \) is simplest iff \( A \) is minimal in \( \prec \), i.e. \( A_{\prec} = \emptyset \). Then it is easy to show that \( \bigcup A_{\prec} = A \), and that \( A_{\prec} = \emptyset \) iff \( A \) is closed (falsifiable).\(^8\)

### 5. THE NORMS OF CHOICE

In this section we give two different methodological principles that are necessary for avoiding cycles, and minimizing reversals, respectively. That furnishes the necessary connection between truth-conduciveness and the norms of theory choice. Say that a learner \( \lambda \) is **Ockham** iff for all \( E \in I \), \( \lambda(E) \cap E = \emptyset \), i.e. \( \lambda(E) \) is always simplest in \( E \). On this conception, Ockham’s razor is content-neutral: it does not say whether the conjecture has to be weak or strong, requiring only that there be nothing strictly simpler compatible with current information. That is equivalent to the requirement that the learner’s conjecture is falsifiable at every stage of inquiry, which is precisely Popper’s requirement of severe testability—an enjoiner for bold conjectures, vulnerable before the tribunal of experience. We show that obeying Ockham’s razor is necessary for avoiding cycles.

**Theorem 10.** If \( \lambda \) solves \( \mathfrak{P} \) and \( \lambda \) is cycle free, then \( \lambda \) is Ockham.

As an immediate consequence of Theorems 7, and 10, we have the following Theorem.

**Theorem 11.** If \( \mathfrak{P} = (W, I, Q) \) is a solvable problem, then there is \( \mathfrak{P}' = (W, I, Q') \) such that \( Q' \) is locally closed, \( Q' \) refines \( Q \), and \( \mathfrak{P}' \) is solved by an Ockham learner.

We state our second methodological principle as follows. A learner \( \lambda \) is **patient** iff for all \( E \in I \) and \( Q \subseteq Q(E) \), there

\(^7\)This can be weakened to the requirement that every \( Q \in Q \) is constructible.

\(^8\)Recall that a set is closed iff its frontier is empty.
is $Q' \subseteq \lambda(E)$ such that $Q' \cap Q \neq \emptyset$.\footnote{We say that a problem is \textit{stratified} if for all $Q, Q' \in \mathcal{Q}$, $Q \cap Q' \neq \emptyset$ entails $Q \preceq Q'$. Most natural problems satisfy this condition. In stratified problems, patience is equivalent to the requirement that every conjecture is co-initial in the simplicity order over the answers. For a discussion of natural problems see [23].} Although Ockham methods can favor some simplest possibilities over others, a patient method must disjoin all simplest possibilities compatible with current information. Furthermore, if a patient conjecture entails the negation of a particular answer, it is because it conceives a simpler possibility. In particular, if $\lambda(E) \subseteq Q'$, then $\lambda(E) \cap Q \neq \emptyset$. A patient method always has a simplicity-based reason for disbelieving an answer.

**Theorem 12.** If $\lambda$ is reversal optimal for $\mathcal{P} = (W, \mathcal{I}, \mathcal{Q})$, then $\lambda$ is patient.

As a consequence of theorem 8, we have the following theorem.

**Theorem 13.** Locally closed $\mathcal{P}$ has a patient, Ockham solution iff for every $A \in \mathcal{Q}$, $A \cap \bigcup \mathcal{I} = \emptyset$.

## 6. CONCLUSION

In this work we have proposed two norms of inductive truth-conduciveness: the avoidance of theoretical cycles, and the minimization of reversals. We have shown that once the requirement of limiting convergence is imposed, avoiding cycles is equivalent to a weakening of two norms of theory change from belief revision and non-monotonic logic. We have also given a topological characterization of theoretical simplicity, and formulated three related norms of theory choice: falsifiability, Ockham’s razor, and patience. We have shown that minimizing reversals requires learners to be patient. We have also shown that avoiding cycles requires learners to be Ockham, and always make falsifiable conjectures. This means that the preservation principles from belief revision and non-monotonic logic, combined with the requirement of limiting convergence, all necessitate a preference for simpler, more falsifiable theories. We take this to demonstrate a surprising connection between the Popperian preference for falsifiable theories, and the principles of rational belief change.
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### 8. PROOFS AND LEMMANS

**Proof of Theorem 1.** $\Rightarrow$: Suppose that $A = O \cap C$ for $O, C^c$ open. Then:

$$\overline{\mathcal{A}} = \overline{O \cap C} \cap (O \cap C)^c = \overline{O \cap C} \cap O^c \cup \overline{O \cap C} \cap C^c = \overline{O \cap C} \cap O^c,$$

which is an intersection of two closed sets and therefore closed. The final equality follows from the fact that $O \cap C \subseteq \overline{O \cap C}$ and $O^c \cap C^c = \emptyset$. $\Leftarrow$: Suppose that $\overline{\mathcal{A}}$ is closed. Since for every $A$, $A \cap \overline{\mathcal{A}}$, we have that $A$ is a difference of closed sets, and is, therefore, locally closed.

**Proof of Theorem 2.** To see that (1) implies (2), suppose that $\lambda$ solves $\mathcal{P}$ in the limit. For each $w$, choose $E_w \in \text{Lock}(\lambda, w)$. Then $\{E_w : w \in W\}$ is a (countable) cover of $W$ by locking information. Let $F_w = \bigcup\{E \in \mathcal{I} : E \subseteq E_w \text{ and } \lambda(E) \neq Q(w)\}$. Then $E_w \setminus F_w$ is locally closed. We claim that $A = \bigcup_{w \in A} E_w \setminus F_w$ for each $A \in \mathcal{Q}$. Let $w \in A$. Then $w \in E_w$, and $w \notin F_w$, since $E_w$ is locking for $w$. So $w \in E_w \setminus F_w \subseteq \bigcup_{w \in A} E_w \setminus F_w$. Suppose that $v \in \bigcup_{w \in A} E_w \setminus F_w$. Then, for some $w \in A$, $v \in E_w \setminus F_w$. Suppose that $Q(v) = B \neq A$. Then there is $E_v \in \text{Lock}(\lambda, v)$, and $\lambda(E_v \cap w) = B \neq A$. But then $v \notin F_w$. Contradiction. We have shown that each $A \in \mathcal{Q}$ is a countable union of locally closed propositions.

To see that (2) implies (3), suppose that $A = \bigcup_{i \in \mathbb{N}} L_i$, where $L_i$ is locally closed, for each $A \in \mathcal{Q}$. It is a standard fact that the constructible propositions are closed under finite union and complementation. Letting $C_i = L_i \setminus \bigcup_{j<i} L_j$ we have that each $A$ is a disjoint union of constructible propositions $C_i$. Furthermore, by a result from [2], proposition $P$ is constructible iff there is a least integer $n$ such that $P$ admits a decomposition into $n$ disjoint, locally closed sets. Therefore, each $C_i$ is a disjoint union of finitely many locally closed propositions. So $A$ is a countable, disjoint union of locally closed sets.

To see that (3) implies (1), suppose that $\mathcal{Q}$ is locally closed. Enumerate the elements of $\mathcal{Q}$ as $A_1, A_2, \ldots$. By Theorem 1, each $A_i$ can be written canonically as a difference of open sets $(\hat{A}_i)^c \setminus \overline{\mathcal{A}_i}$. Define:

$$\lambda(E) = \begin{cases} \min_{A \in \mathcal{Q}} E \subseteq (\hat{A}_i)^c \text{ and } E \notin \overline{\mathcal{A}_i} & \text{if defined;} \\ \emptyset & \text{otherwise.} \end{cases}$$

Let $w \in A_i$. For $j < i$, either $w \notin (\hat{A}_j)^c$, or $w \in \overline{\mathcal{A}_i}$. Let:

$$E = \bigcap_{j<i \text{ and } w \notin (\hat{A}_j)^c} (\overline{\mathcal{A}_i} \cap (\hat{A}_j)^c).$$

Let $F \in \mathcal{I}(w)$ such that $F \subseteq E$. Then $F \subseteq E \subseteq (\hat{A}_i)^c$ and, since $F \in \mathcal{I}(w)$, we have that $F \notin \overline{\mathcal{A}_i}$. Furthermore, since $F \in \mathcal{I}(w)$, it follows that $F \notin (\hat{A}_j)^c$, or $F \subseteq \overline{\mathcal{A}_i}$, for all $j < i$. So $\lambda(F) = Q(A_i) = Q(w)$. So $E \in \text{Lock}(\lambda, w)$, as required.

\footnote{The proof strategy for this step was suggested by Alexandru Baltag in personal communication.}
Proof of theorem 3. Recall the solution given in the proof of theorem 2. Let $E \in \mathcal{I}$ be non-empty. Suppose that $\lambda(E) = Q(E)$. Then $E \cap \lambda(E) = E \cap Q(E) = E \neq \emptyset$. Suppose that $\lambda(E) = Q(E(a_1)) \cap F_a(E)$. Then $E \subseteq E(a_1)$ and $E \subseteq \overline{F_a(E)}$, so $E \cap \lambda(E) = E \cap Q(E(a_1)) \cap \overline{F_a(E)} \neq \emptyset$. □

Proof of theorem 4. The result follows immediately from theorem 2 and the fact that a set is locally closed in the subspace topology $\mathcal{I}[E]$ if it is the intersection of $C$ with a locally closed set.

Lemma 1. For arbitrary $B \subseteq W$,
\[
A_n | B \cap A_{n-1} | B \cap \ldots \cap A_1 | B \cap A_0 | B \\
\subseteq A_n | B \cap A_{n-1} \cap \ldots \cap A_1 \cap A_0,
\]
where, for convenience, we have taken $A_n | B$ as shorthand for $A \cap B$.

Proof of lemma 1. In the base case $n = 1$. We have that: $A_1 | B \subseteq A_1 | B$. By the induction hypothesis, we have that:
\[
A_{n+1} | B \cap A_n | B \cap A_{n-1} | B \cap \ldots \cap A_1 | B \cap A_0 | B \\
\subseteq A_{n+1} | B \cap A_n | B \cap A_{n-1} \cap \ldots \cap A_1 \cap A_0,
\]
where in each step we have used the fact that if $B \subseteq C$, then $A \cap B \subseteq A \cap C$.

Proof of theorem 5. $\Leftarrow$: Suppose that $\lambda$ is a solution to $Q$, and $A_0 \cap A_1 \cap \ldots \cap A_{n-1} \cap A_n \neq \emptyset$. Let:
\[
w_0 \in A_0 \cap A_1 \cap \ldots \cap A_{n-1} \cap A_n,
\]
\[
w_{i+1} \in \bigcap_{j \leq i} E_j \cap A_{i+1} \cap A_i \cap \ldots \cap A_1 \cap A_0,
\]
where $E_j \in \text{Lock}(\lambda, E_j)$. Letting $e = (\bigcap_{j \leq i} E_j)_{i=0}^n$, we have that $\lambda(e) \leq a$.

$\Rightarrow$: Suppose that $Q$ is solvable. We proceed by induction on $n$. Base case: $n = 0$. Suppose that $A_0 = \emptyset$. By theorem 3, there is a solution $\lambda$ such that $\lambda(E) \neq \emptyset$ for all nonempty $E \in \mathcal{I}$. So $a = (A_0)$ is not forcible. For the inductive case, suppose that $A_0 \cap A_1 \cap \ldots \cap A_{n-1} \cap A_{n+1} \neq \emptyset$. Let $C = A_1 \cap \ldots \cap A_n \cap A_{n+1}$. To make the subsequent expressions manageable, write $A_i | B$ for $A_i \cap B$.

Let $C = A_1 \cap \ldots \cap A_n \cap A_{n+1}$.

So, by the induction hypothesis, $(A_1, ..., A_{n+1})$ is not forcible in the $\mathcal{I}[Q]$ subproblem. Let $\lambda_2$ be a solution that never performs reversal sequence in the $\mathcal{I}[Q]$ subproblem. Furthermore, let $\lambda_1$ be a solution to the $\mathcal{I}[Q]$ subproblem. The solutions to both subproblems exist by theorem 4. Furthermore, we can assume that solution $\lambda_1$ is consistent, by proposition 3. Now, define the method:

$\lambda'(E) = \begin{cases} Q(\lambda_1(E \cap C)) & \text{if } C \cap E \neq \emptyset; \\
Q(\lambda_2(E)) & \text{otherwise.}
\end{cases}$

Since $C$ is refutable, it is possible to focus on the $\mathcal{I}[Q]$ subproblem, until $\overline{C}$ is refuted. Since, by assumption, $A_0 \cap \overline{C} = \emptyset$, the solution $\lambda_1$ never conjectures $A_0$. Therefore, $\lambda_1$ cannot perform the reversal sequence $(A_0, A_1, ..., A_{n+1})$. Furthermore, since $\lambda_2$ never performs the reversal sequence $(A_1, ..., A_{n+1})$, we have that $\lambda'$ solves $Q$, and never performs the reversal sequence $(A_0, A_1, ..., A_{n+1})$. □

Proof of theorem 6. $\Leftarrow$: Suppose that $\lambda$ performs a cycle. Then there is a nested information sequence $e = (E_i)_{i=0}^m$ such that $\lambda(E_i) \subseteq \lambda(E_0)$ and $m$ such that $1 < m < n$, and $\lambda(E_i) \subseteq \lambda(E_0)$. By consistency $\emptyset \neq \lambda(E_0) \cap \lambda(E_0) \subseteq \lambda(E_0) \cap \lambda(E_0) \subseteq \lambda(E_0) \cap \lambda(E_0) \subseteq \lambda(E_0) \cap \lambda(E_0) \subseteq \emptyset$. But $\lambda(E_0) \cap \lambda(E_0) \subseteq \emptyset$.

$\Rightarrow$: Suppose that $\lambda$ is not reversal monotone. Then there are $E, F \in \mathcal{I}$ such that $\lambda(E \cap F)$ is disjoint from $\lambda(E)$, although $\lambda(E) \cap \lambda(E \cap F) \neq \emptyset$. Let $w \in E \cap F$ such that $Q(w) \subseteq \lambda(E) \cap \lambda(E \cap F)$ and $G \in \text{Lock}(\lambda, w)$. Then $\lambda(E) \cap \lambda(E \cap F) = Q(w) \subseteq \lambda(E)$ and $\lambda$ performs a cycle. □

Proof of theorem 7. This is a direct consequence of Proposition 2 and Theorem 17 in [4]. □

Proof of theorem 8. $\Leftarrow$: Suppose that $\lambda$ is a solution to $Q$, and for some $A \in Q$, there is $w \in A \cap \overline{A}$. Let $E \in \text{Lock}(\lambda, w)$. Then there is $v \in E$, and $P = A \cap \ldots \cap A_i \cap A_{i+1} \cap \ldots$, such that $v \in P$ and $P \in A_{i+1}$. Let $F \in \text{Lock}(\lambda, v)$. Then since $P$ is forcible in $\mathcal{I}[Q]$ by theorem 5, $\lambda$ performs the reversal $(A, A_1, ..., A_i)$, but by assumption, $A \cap A_1 \cap \ldots \cap A_{n-1} \cap A_n = \emptyset$, so by theorem 5, that reversal sequence is not forcible.

$\Rightarrow$: Suppose that $\mathcal{I}$ is locally closed, and that for every $A \in Q$, $A \cap \overline{A} = \emptyset$. Enumerate the elements of $Q$: $A_1, A_2, \ldots$. Define $\text{Root}(E)$ to be the first element in the enumeration such that $E \subseteq (A_i)^c \cap \overline{A_{i+1}}$, if it exists, and otherwise.

$\lambda(E) = \begin{cases} \text{Root}(E) & \text{if } \text{Root}(E) \neq \omega; \\
Q(E) & \text{otherwise.}
\end{cases}$

First we show that $\lambda$ is a solution to $Q$. Let $w \in A_1$ for some $A_1 \in Q$. As in the proof of theorem 2, there is $E \in \mathcal{I}(w)$ that refutes all $A_i$ such that $j < i$ and $w \in \overline{A_j}$. Furthermore, for $j < i$ such that $w \in \overline{A_j}$, clearly $E \subseteq (A_j)^c$, since $E \in \mathcal{I}(w)$. So $E \cap (A_j)^c \cap \overline{A_{i+1}}$ is locking for $\lambda$ in $w$. We proceed to show that $\lambda$ is reversal optimal, by induction on the length of reversal sequences. Base case: $n = 1$. Since $\lambda$ is a solution, any singleton reversal sequence $(A_0)$ is forcible. For the inductive step, suppose that $\lambda(e) = \lambda(E_i)_{i=0}^m$ is a reversal sequence. WLOG, each $\lambda(E_i) \in Q_i$. By hypothesis $(\lambda(E_i))_{i=0}^m$ is forcible. But by construction $\lambda(E_0) \cap \lambda(E_1) \cap \ldots \cap \lambda(E_m) \neq \emptyset$. So by theorem 5, $\lambda(e)$ is forcible. □

Proof of theorem 9. Let $A, B, C \in Q, A \prec B$, and $B \neq C$. Thus, $A \subseteq C \subseteq B$. So it remains only to show that $A \neq C$. Each proposition is disjoint from its frontier, so $B \subseteq (B)^c$. Furthermore, if $B$ locally closed $(B)^c$ is open, by theorem 1. So, since $A \subseteq B$, $(B)^c$ is an open set containing $B$ and disjoint from $A$. Therefore $B \neq A$, and $A \neq C$ as required. □
Proof of theorem 10. Suppose that $\lambda$ is not Ockham. Then for some $E \in I$ there is $w \in \lambda(E) \prec \cap E$. Let $F \in \text{Lock}(\lambda, w)$, then $\lambda(E \cap F) = \lambda(w)$ is disjoint from $\lambda(E)$, although $\lambda(E) \subseteq \lambda(E \cap F)$, since $w$ is in the frontier of $\lambda(E)$. Therefore $\lambda$ is not reversal monotone. So by Theorem 6, $\lambda$ is not cycle free.

Proof of theorem 12. Suppose that $\lambda$ is not patient. Then for some $E \in I$ there is $Q \subseteq \lambda(E)$ such that for all $Q' \subseteq \lambda(E)$, $Q' \cap \lambda(E) = \emptyset$. Therefore $\lambda(E) \cap \lambda(Q) = \emptyset$. Let $w \in E \cap Q$ and $F \in \text{Lock}(\lambda, w)$. Then $\lambda(E) \cap F = Q$ is disjoint from $\lambda(E)$. So $\lambda(E) \cap \lambda(E \cap F) = \emptyset$. By Theorem 5, that sequence is not forcible, and $\lambda$ is not reversal optimal.

Proof of theorem 13. It suffices to notice that the method constructed in the proof of theorem 8 always conjectures an answer closed in the subspace of current information.
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ABSTRACT

We conducted an experiment where participants played a perfect-information game against a computer, which was programmed to deviate often from its backward induction strategy right at the beginning of the game. Participants knew that in each game, the computer was nevertheless optimizing against some belief about the participant’s future strategy.

It turned out that in the aggregate, participants were likely to respond in a way which is optimal with respect to their best-rationalization extensive form rationalizability conjecture - namely the conjecture that the computer is after a larger prize than the one it has foregone, even when this necessarily meant that the computer has attributed future irrationality when the computer made the first move in the game. Thus, it appeared that participants applied forward induction. However, there exist alternative explanations for the choices of most participants; for example, choices could be based on the extent of risk aversion that participants attributed to the computer in the remainder of the game, rather than to the sunk outside option that the computer has already foregone at the beginning of the game. For this reason, the results of the experiment do not yet provide conclusive evidence for Forward Induction reasoning on the part of the participants.

Categories and Subject Descriptors

Applied computing [Law, Social and Behavioural Sciences]: Economics
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1. INTRODUCTION

Backward Induction (BI) is a canonical approach for solving extensive-form games with perfect information. In generic games with no payoff ties, BI yields the unique subgame perfect equilibrium [13, 22]. Nevertheless, BI embodies a conceptual difficulty: in subgames following a deviation of some player (or players) from their BI strategy, it is not obvious why players should necessarily believe that the deviators will ‘return to their senses’ and realign their behavior in the subgame with the BI dictum. Because such certainty is absent, BI might itself be suboptimal for players who are skeptical about such re-adherence to rationality. Thus, the epistemic assumptions underpinning BI are those of relentlessly reborn optimism (see e.g. the surveys in [21] and [23]), with all players, under all contingencies, commonly believing in everybody’s future rationality, no matter how irrational players’ past behavior has already proven: “after all, tomorrow is another day!”

An alternative, more sober approach on the part of a player may be to employ Forward Induction (FI) reasoning, and to try to rationalize her opponent’s past behavior in order to assess his future moves. For example, even in a subgame where there exists no strategy of the opponent which is consistent with common knowledge of rationality and his past behavior, she may still be able to rationalize his past behavior by attributing to him a strategy which is optimal as against a presumed suboptimal strategy of hers. Or, even better, it may sometimes be possible for her to attribute to him a strategy which is optimal with respect to a rational strategy of hers, which is, though, in return only optimal as against a suboptimal strategy of his. If the player pursues this rationalizing reasoning to the highest extent possible [9] and reacts accordingly, she will end up choosing an Extensive-Form Rationalizable (EFR) strategy [4, 20].

EFR strategies may thus be distinct from BI strategies, as an example by Reny [24] shows (see game 1 in Figure 1). Given this difference, it is therefore a completely non-trivial result that in perfect information games with no relevant ties, there is nevertheless a unique EFR outcome, which coincides with the unique BI outcome [4,7,8,14,22]. Only when relevant payoff ties are allowed, an outcome-discrepancy between the two solution concepts may appear. In such cases, the EFR outcomes constitute a subset of the BI outcomes [7, 8, 22], and the inclusion may be strict, as demonstrated by Chen and Micali [8] (see game 3 in Figure 1).

We note here that experimental studies in behavioral economics have shown that the backward induction outcome is often not reached in large centipede games. Instead of immediately taking the ‘down’ option, people often show partial cooperation, moving right for several moves before eventually choosing ‘down’ [6,16,19]. Nagel and Tang [19] suggest that people sometimes have reason to believe that their opponent could be an altruist who usually cooperates by moving to the right and McKelvey and Palfrey [16] suggest that players may believe that there is some possibility that their opponent has payoffs different from the ones the experimenter tries to induce by the design of the game.

1That is, where each player has a strict ranking over all the game-tree leaves following each of her decision nodes.
We could also ask the following question: Are people inclined to use forward induction when they play a game, and in particular in games like those of Reny or Chen-Micali mentioned above? This question was the motivation for the experiment on which we report here. Our pivotal interest was to examine participants’ behavior following a deviation from BI behavior by their opponent right at the beginning of the game.

1.1 Designing an experiment about forward induction behavior

When designing an experiment to tackle the question whether people are inclined to use FI when they play dynamic perfect-information games, such as the Reny or Chen-Micali games mentioned above, a first challenge was to neutralize repeated-game effects across repetitions of the same game. Such visible repetitions could enable a folk-theorem style augmented cooperation level among participants playing one against the other, bypassing their cooperation opportunities in a one-shot play of the same game (cf. [9]). We chose to address this challenge by letting participants, adult university students with little or no knowledge of game theory, knowingly play against a computer.²

²Another important advantage of using computer opponents in experiments with dynamic games is that the experimenter can control the strategies used by the computer opponent, which allows better interpretation of the participants’ decisions. Using a computer opponent also has disadvantages, for example, players might reason quite differently about their opponent if they know they are playing against a human player. Interestingly, Hedden and Zhang [12] misinformed a part of their subjects that they were playing against a human opponent while in fact everyone was playing against a computer. They found little difference between the decisions of these groups, and only around 10% of participants expressed a suspicion on an exit questionnaire that they were playing against a computer rather than a person.

We programmed the computer so as to follow, in each repetition of each game, a strategy which is optimal with respect to some strategy of the human participant. This strategy for the computer was decided in advance for each round, so that the computer did not learn from experience in previous games. This information was honestly and simply conveyed to the participants at the beginning of the experiment, by the following item on the instruction sheet (see Appendix A):

- How does the computer reason in each particular game of the experiment?
  - The computer thinks that you already have a plan for that game, and it plays the best response to the plan it thinks that you have for that game.
  - However, the computer does not learn from previous games and does not take into account your choices during the previous games.

Given that the participants were playing against a computer, a second challenge was to create variability in the appearance of repetitions of the same game, so that each repetition looks different and forces the participant to think anew about her or his strategy in the current repetition. This was achieved by two measures:

- repeating in each round a set of 6 games, distinct in terms of pay-off structures (see more on the games in Section 2); and
- presenting the game to the participant in a different graphical fashion in each round in which the game
Forward induction, in contrast, would proceed as follows. Among the two strategies of player $C$ which are compatible with reaching the first decision node of player $P$, namely $b;e$ and $b;f$, only the latter is rational for player $C$. This is because of the fact that $b;e$ is dominated by $a;e$, while $b;f$ is optimal for player $C$ if she believes that player $P$ will play $d;h$ with a high enough probability. Attributing to player $C$ the strategy $b;f$ is thus player $P$’s best way to rationalize player $C$’s choice of $b$, and in reply, $d;g$ is player $P$’s best response to $b;f$. Thus, the unique Extensive-Form Rationalizable (EFR) strategy of player $P$ is $d;g$, which is distinct from her BI strategy $c;g$. Nevertheless, player $C$’s best response to $d;g$ is $a;e$, which is therefore player $C$’s EFR strategy. Hence the EFR outcome of the game (with the EFR strategies $a;e$, $d;g$) is identical to the BI outcome. This is an instance of the general theorem [1, 4, 8, 14] mentioned in the Introduction, by which in perfect-information games with no relevant payoff ties, the unique BI outcome coincides with the unique EFR outcome (even when, as in this game, for some player the EFR strategy is different from the BI strategy).

Game 2 is popularly known as the Centipede game [25]. Here, the structure of the tree is as in the Reny game (cf. Figure 1, game 1), but the payoffs of player $C$ following $a$ and $e$ are interchanged. As in game 1, the unique Backward Induction (BI) strategies of player $C$ and player $P$ are $a;e$ and $c;g$, respectively (and the BI outcome is the leaf following $a$). However, when considering FI reasoning for game 2, unlike in game 1, there does exist a belief of player $C$ with respect to which $b;e$ is optimal. This is the belief that player $P$ is playing with high probability the strategy $d;g$, a strategy that is actually optimal for player $P$ if $P$ believes that $C$ is playing with high probability $b;f$, which in turn is optimal for player $C$ if $C$ believes that player $P$ is playing with high probability $d;h$ and is thus irrational only at the last decision node. For this reason, in game 2 it turns out that $a;e$ and $c;g$ are the unique EFR strategies of the corresponding players, and hence coincide with their unique BI strategies.

Game 3 has been introduced by Chen and Micali [8]. Note that player $P$ has identical payoffs at both leaves following her second and final decision node. As a result, there are two ways to fold the game backwards, and every action of every player at each decision node is a Backward Induction (BI) choice. Consequently, all possible outcomes of the game

---

The game presentation was inspired by Ben Meijering’s ‘marble drop’ games, also used in [10, 17, 18].
are BI outcomes. However, the strategy \( b; e \) of player \( C \) is dominated by its strategy \( a; e \); and thus \( b; e \) is not an Extensive-Form Rationalizable (EFR) strategy for player \( C \). In contrast, \( b; f \) is optimal for player \( C \) under the belief that player \( P \) will pursue \( d; h \) with a high enough probability. Hence, if player \( P \) finds herself in her first decision node, her best way to rationalize player \( C \)'s first move of \( b \) is to attribute it to the strategy \( b; f \), to which only \( d; g \) and \( d; h \) are best replies. Therefore, the path \( b; c \) with the eventual payoffs \((0, 3)\) for players \( C \) and \( P \), respectively, is not an EFR outcome of the game. This is an instance of the general result by [7, 8] mentioned in the Introduction, by which the set of EFR outcomes is a (possibly proper) subset of the set of BI outcomes.

Finally, in game 4, the structure of the tree is as in the Chen and Micali game (cf. Figure 1, game 3), but the payoffs of player \( C \) following \( a \) and \( e \) are interchanged with respect to game 3. Here too, every action of every player at each decision node is a BI choice, and hence all possible outcomes of the game are BI outcomes. However, in this case, each of the three strategies that player \( C \) has — namely strategy \( a \), strategy \( b; e \) and strategy \( b; f \) — is a best reply to some conjecture about player \( P \)'s strategy. Similarly to the game 2 scenario, \( b; e \) is a best reply to the conjecture that player \( P \) is likely playing \( d; g \); and \( b; f \) is a best reply to the conjecture that player \( P \) is likely playing \( d; h \). Thus, for player \( P \), in case her first decision node is reached, both her choices \( c \) and \( d \) constitute rationalizable (EFR) choices. Hence, in this case, all possible outcomes are EFR outcomes as well, identical to the BI outcomes.

### 2.2 BI and EFR strategies in truncated games

**Game 1'** is a truncated version of game 1, with player \( P \) being the starting player. The BI strategy for player \( P \) in this game is to play \( c \). In case player \( P \) plays \( d \) and the first decision node of player \( C \) is reached, both BI and EFR strategies for player \( C \) are the same — to play \( e \). Thus the EFR strategy for player \( P \) in this game is to play \( c \), and the BI and EFR outcomes coincide, as they should in finite perfect-information games without relevant ties.

**Game 3'** is a truncated version of game 3, with player \( P \) starting the game. Player \( P \) has identical payoffs at the leaves following her second decision node. Here again, every action of every player at each decision node is a BI choice, and hence all possible outcomes of the game are BI outcomes. In case the first decision node of player \( C \) is reached, each of the two strategies that player \( C \) has — namely strategy \( e \) and strategy \( f \) — is a best reply to some conjecture about player \( P \)'s strategy. Strategy \( e \) is a best reply to the conjecture that player \( P \) is likely playing \( d; g \); and \( f \) is a best reply to the conjecture that player \( P \) is likely playing \( d; h \). Thus, for player \( C \), in case its second decision node is reached, both its choices \( e \) and \( f \) constitute rationalizable (EFR) choices. Hence, in this case also, all possible outcomes are EFR outcomes as well, identical to the BI outcomes, in contrast to what happens in game 3.

### 3. EXPERIMENTAL PROCEDURE

The experiment was conducted at the Institute of Artificial Intelligence (ALICE) at the University of Groningen, The Netherlands. A group of 50 Bachelor’s and Master’s students from different disciplines at the university took part in this experiment. The participants had little or no knowledge of game theory, so as to ensure that neither backward induction nor forward induction reasoning was already known to them. The participants played the finite perfect-information games in a graphical interface on the computer screen (cf. Figure 3). In each case, the opponent was the computer, which had been programmed to play according to plans that were best responses to some plan of the participant. The participants were instructed accordingly. In each game, a marble was about to drop, and both the participant and the computer determined its path by controlling the orange and the blue trapdoors: The participant controlled the orange trapdoors, and the computer controlled the blue trapdoors. The participant’s goal was that the marble should drop into the bin with as many orange marbles as possible. The computer’s goal was that the marble should drop into the bin with as many blue marbles as possible.

At first, 14 practice games were played (see Figure 5, Appendix C), which were simpler than the 6 games outlined in Section 2. At the end of each practice game, the participant could see how many marbles he or she had gained in that game, and also the total number of marbles gained so far. These games were presented in increasing levels of difficulty in terms of the reasoning the participants needed to perform with respect to their and the opponent’s (computer’s) choices, to maximize their gains.

The 14 practice games were followed by 48 experimental games and the participants got access to similar information regarding the number of marbles gained. There were 8 rounds, each comprised of the 6 games that were described in Section 2. Different graphical representations of the same game were used in different rounds (cf. Figure 6, Appendix C). A break of 5 minutes was given after the participants finished playing 4 rounds of the experimental games. The participants earned between 10 and 15 euros for participating in the experiment. The amount depended on the number of marbles won during the experimental phase, and they were told about this before the start of the experiment. They earned 10 euros for participation, and each marble a participant won added 4 cents to the amount. The final amount was rounded off to the nearest 5 cents mark.

At some points during the experimental phase, the participants were asked a multiple-choice question as follows: “When you made your initial choice, what did you think the computer was about to do next?” (cf. Figure 4). Three options were given regarding the likely choice of the com-

<table>
<thead>
<tr>
<th>Games</th>
<th>Strategies</th>
<th>BI strategy</th>
<th>EFR strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Game 1</td>
<td>( C: a; e )</td>
<td>( C: a; e )</td>
<td>( C: a; e )</td>
</tr>
<tr>
<td></td>
<td>( P: c; g )</td>
<td>( P: c; g )</td>
<td>( P: d; g )</td>
</tr>
<tr>
<td>Game 2</td>
<td>( C: a; e )</td>
<td>( C: a; e )</td>
<td>( C: a; e )</td>
</tr>
<tr>
<td></td>
<td>( P: c; g )</td>
<td>( P: c; g )</td>
<td>( P: d; g )</td>
</tr>
<tr>
<td>Game 3</td>
<td>( C: a; e, b; e, a; f, b; f )</td>
<td>( C: a; e, a; f, b; f )</td>
<td>( C: a; e, a; f, b; f )</td>
</tr>
<tr>
<td></td>
<td>( P: c; g, d; g, c; h, d; h )</td>
<td>( P: c; g, d; g, c; h, d; h )</td>
<td>( P: c; g, d; g, c; h, d; h )</td>
</tr>
<tr>
<td>Game 4</td>
<td>( C: a; e, b; e, a; f, b; f )</td>
<td>( C: a; e, b; e, a; f, b; f )</td>
<td>( C: a; e, b; e, a; f, b; f )</td>
</tr>
<tr>
<td></td>
<td>( P: c; g, d; g, c; h, d; h )</td>
<td>( P: c; g, d; g, c; h, d; h )</td>
<td>( P: c; g, d; g, c; h, d; h )</td>
</tr>
<tr>
<td>Game 1'</td>
<td>( C: e )</td>
<td>( C: e )</td>
<td>( C: e )</td>
</tr>
<tr>
<td></td>
<td>( P: c; g )</td>
<td>( P: c; g )</td>
<td>( P: c; g )</td>
</tr>
<tr>
<td>Game 3'</td>
<td>( C: e, f )</td>
<td>( C: e, f )</td>
<td>( C: e, f )</td>
</tr>
<tr>
<td></td>
<td>( P: c; g, d; g, c; h, d; h )</td>
<td>( P: c; g, d; g, c; h, d; h )</td>
<td>( P: c; g, d; g, c; h, d; h )</td>
</tr>
</tbody>
</table>

Table 1: BI and EFR (FI) strategies for the 6 experimental games in Figures 1 and 2
The computer decides here.
The computer decides here.
You decide here.
You decide here.

Figure 3: Graphical interface for the participants. The computer controls the blue trapdoors and acquires pay-offs in the form of blue marbles (represented as dark grey in a black and white print), while the participant controls the orange trapdoors and acquires pay-offs in the form of orange marbles (light grey in a black and white print).

The computer: “I thought the computer would most likely play left” or “I thought the computer would most likely play right” or “neither of the above”. The first two answers translated to the moves \( e \) or \( f \) of the computer, respectively. In case of the third answer, we assumed that the participant was undecided regarding the computer’s next choice. The participants had been randomly divided into two groups: Group A and Group B, each consisting of 25 persons. The members of group A were asked the question about the computer’s next possible move once they had played at their first decision node in each game in rounds 3, 4, 7, and 8, whereas the members of group B were asked the same question but less often, namely only in each game in rounds 7 and 8.

At the end of the experiment, each participant was asked the following question: “When you made your choices in these games, what did you think about the ways the computer would move when it was about to play next?” The participant needed to describe the plan he or she thought was followed by the computer on its next move after the participant’s initial choice, in his or her own words. In summary, during the experiment, the participants had to perform the tasks specified in Table 2 in the order given there.

During the 48 games of the experimental phase, played by each participant, a varied amount of data were collected. In particular, for each participant, for each game, for each round of the game, we collected the following data:

- Participant’s decision at his/her first decision node, if the node was reached. In particular, whether move \( c \) or \( d \) had been played.

4In addition, we also took note of other aspects, such as the participant’s behavior at the second decision node and time taken by the participant at various stages. We leave out the details, because these are not relevant for our main research question, whether participants are applying forward induction. See Appendix B for recorded data types, and see [11] for a typology of players’s reasoning strategies based on these richer data.

### 4. RESULTS AND ANALYSIS

As mentioned above, we report and analyze only the behavior of the participants in their first decision node, that is their choice between actions \( c \) or \( d \) whenever that decision node was reached. We found no significant variation (Proportion test, \( p = 0.21 \)) between the behavior of the 25 participants of Group A, who were asked questions (cf. Figure 4) after each game in rounds 3, 4, 7, and 8, and the 25 participants of Group B, who were asked those questions only if their first decision node was reached.

Table 2: Steps of the experiment

<table>
<thead>
<tr>
<th>Step</th>
<th>Introduction and instructions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 2</td>
<td>Practice Phase: 14 games.</td>
</tr>
<tr>
<td>Step 3</td>
<td>- Experimental Phase: 48 game items, divided into 8 rounds of 6 different games each, in terms of isomorphism class of pay-off structures;</td>
</tr>
<tr>
<td></td>
<td>- Each of the 6 games occurs once in each round; these games occur in the same order in each round;</td>
</tr>
<tr>
<td></td>
<td>- Question on computer’s behavior (cf. Figure 4) in several rounds: Group A in rounds 3, 4, 7, 8; Group B in rounds 7, 8.</td>
</tr>
<tr>
<td>Step 4</td>
<td>Final Question.</td>
</tr>
</tbody>
</table>
after the games in rounds 7 and 8. Therefore henceforth, we will analyze the data of all 50 participants together.

The 6 graphs on the next page give the sequence of choices (across the repetitions of each game) at the first decision node, per participant (named A1 ... A25, B1 ... B25). The dark grey color corresponds to the rounds the participant played the move c, and the light grey color corresponds to the rounds the participant played move d, whenever the participant’s first decision node was reached. They clearly show that d was played more often in game 1 than in game 2 (which has the same payoffs as game 1 except for C’s payoffs interchanged at two leaves). Moreover, d was played more often in game 3 than in game 4 (which similarly has the same payoffs as game 3 except for C’s payoffs interchanged at two leaves). These observations may initially suggest corroboration of FI reasoning because (as the reader can check in Table 1), d is P’s only EFR move in game 1 while c is the only EFR move in game 2, and d is the only EFR move in game 3 while both c and d are EFR moves in game 4. This would provide a positive answer to our research question whether players apply forward induction when playing against a computer which sometimes deviates from rational behavior.

However, a closer look at individual choices while also taking the truncated games 1’ and 3’ of Figure 2 into account, casts doubt that these findings can be attributed to any substantial FI reasoning. When comparing game 1 to game 1’, EFR prescribes d in game 1 and c in game 1’ (see Table 1). However, only two participants out of 50 (4%) played d much more often in game 1 than in game 1’,5 four additional participants (8%) played d in game 1 only slightly

5The verbal elaboration of one of the two participants at the end of the experiment is indeed compatible with EFR, see Appendix D.
more often than in game 1; but 24 other participants (48%) actually played d more often in 1 than in 1!

Similarly, when comparing game 3 to game 3′, EFR prescribes d in game 3, while in game 3′, both c and d are compatible with EFR. However, only two participants out of 50 (4%) played d much more often in game 3 than in game 3′; ten additional participants (20%) played d in game 3 only slightly more often than in game 3′; but 17 other participants (34%) actually played d more often in game 3′ than in game 3. In summary, comparing games 1 and 3 to their truncated versions does not lend support for FI reasoning.

Now, comparing game 3 to game 4, we find that 47 participants (94%) played d at least as often in game 3 as in game 4, and the remaining three players (6%) played d only slightly less often in game 3 than in game 4. As mentioned at the beginning of this section, at first glance this may then suggest support for EFR behavior (since EFR prescribes d in game 3 and allows for both c and d in game 4). However, because we did not see support for EFR when comparing game 3 to game 3′, it could very well be that a cardinal effect rather than an ordinal effect has played a role here:

- In game 4, a participant’s playing d implied that the computer would have to choose between a payoff 3 that it could reach for certain by going down, and a ‘lottery’ between the payoffs 1 and 4 that it would meet if it would continue to the right to the next P-node, due to the fact that at P’s last decision node, the participant P gains the same payoff of 4 points after either choice. Consequently, most participants might have feared that the computer would go for the certain payoff of 3, so preempted that by choosing c.

- In game 3, in contrast, a participant’s playing d implied that the computer would have to choose between the relatively low payoff 2 that it could achieve for sure by going down, and again a ‘lottery’ between the payoffs 1 and 4. Consequently, most participants may have been betting that the computer would go for the ‘lottery’, and hence chose d.6

Similarly, comparing game 1 to game 2, we find that 42 out of 50 participants (84%) played d at least as often in game 1 as in game 2. Here again, at first glance this may seem to lend support for EFR behavior, since EFR prescribes d in game 1 and c in game 2. However, here too, a cardinal effect may have played a role, as follows:

- In game 2, a payoff of 3 may have seemed (in the eyes of most participants) to tempt the computer to go down at its second decision point and settle for it for sure, rather than hoping that the participant would err at the end by choosing h – an error which would yield only a slightly better payoff of 4 to the computer, while C’s pay-off would be only 0 if the participant did not err at the end.

- In game 1, in contrast, participants may have attributed a greater temptation to the computer to gamble for the payoff 4 (which is what the computer would get if the participant were to err by choosing h) versus 1 (if the participant did not err); the participant would compare this ‘lottery’ with what C could settle for with certainty by going down at its second decision point, which is only 2.

These considerations may have led most players to choose d more often in game 1 than in game 2, irrespective of any FI considerations.

5. CONCLUSION

To the best of our knowledge, the experiment carried out and reported here is the first experiment that has been designed to test Forward Induction (FI) behavior (particularly, Extensive-Form Rationalizable (EFR) behavior) in extensive-form games with perfect information.

In the experiment, 50 participants played against a computer, which they knew to have been programmed so as not to make deductions or learn from previous game rounds, but rather to optimize, in each round, against some belief about the participant’s strategy. Moreover, different rounds of the same game were interspersed in between different rounds of other games, and in different rounds of the same game the game tree was presented to the participants in distinct interactive “marble-drop” forms. Thus, unlike in other experiments where each pair of participants plays repeatedly many rounds of the same game, our design was structured so as to neutralize, as much as possible, repeated-game cooperation considerations on the part of each participant.

In the aggregate, the participants were more likely to respond in a way which is optimal with respect to their best-rationalization EFR conjecture - namely the conjecture that the computer is after a larger prize than the one it has foregone, even when this necessarily meant that the computer has attributed future irrationality to the participant when the computer made the first move in the game. Thus, it appeared that participants did apply forward induction.

However, there exist alternative explanations for the choices of most participants, and such alternative explanations also emerge from several of the participants’ free-text verbal descriptions of their considerations (cf. Appendix D), as solicited from them at the end of the experiment. These alternative considerations have to do with the extent of risk aversion that participants attributed to the computer in the remainder of the game, rather than to the sunk outside option that the computer has already foregone at the beginning of the game. For this reason, the results of the experiment do not yet provide conclusive evidence for Forward Induction reasoning on the part of the participants.

In current ongoing work, we are using data from this experiment, such as response times and answers to questions, in order to investigate how participants can be divided into meaningful classes according to other cognitive considerations, for example, whether they are applying quick, instinctive thinking or contemplative, slower deliberation, whether they are applying higher orders of theory of mind, and so on, see [11]. In future work, we aim to investigate which strategies participants actually apply in dynamic games with perfect information in which the opponent occasionally deviates from backward induction. We plan to use new games with different pay-off structures and will perform an eye-tracking study to check the points in the games to which participants attend while reasoning.
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Appendix A: Instruction sheet
- In this task, you will be playing two-player games. The
  computer is the other player.

- In each game, a marble is about to drop, and both you
  and the computer determine its path by controlling the
  orange and the blue trapdoors.

- You control the orange trapdoors, and the computer
  controls the blue trapdoors.

- Your goal is that the marble drops into the bin with
  as many orange marbles as possible. The computer’s
  goal is that the marble drops into the bin with as many
  blue marbles as possible.

- Click on the left trapdoor if you want the marble to go
  left, and on the right trapdoor if you want the marble
to go right.

- How does the computer reason in each particular game?
  The computer thinks that you already have a
  plan for that game, and it plays the best
  response to the plan it thinks that you have
  for that game.
  However, the computer does not learn from
  previous games and does not take into account
  your choices during the previous games.

- The first 14 games are practice games. At the end of
  each practice game, you will see how many marbles
  you gained in that game, and also the total number of
  marbles you have gained so far.

- The practice games are followed by 48 experiment games.
  At the beginning of the experiment games, the total
  number of marbles won will be set at 0 again. At the
  end of each experiment game, you will see how many
  marbles you gained in that game, and also the total
  number of marbles you have gained so far.

- You will be able to start each game by clicking on the
  “START GAME” button, and move to the next game
  by clicking on the “NEXT” button.

- At some points during the experiment phase, you will
  be asked a few questions regarding what guided your
  choices.

- There will be a break of 5 minutes once you finish 24
  of the 48 experiment games.

- The money you will earn is between 10 and 15 euros
  and depends on how many marbles you have won
during the experiment phase. You will get 10 euros
  for participation, and each marble you win will add 4
cents to your amount. The final amount will be given
to you rounded off to the nearest 5 cents mark.  

Appendix B: Recorded data types
As mentioned earlier, 50 students participated in this exper-
iment. The participants were first requested to provide the
following information:

Name; Age; Gender; Field of study.

Then they were given instruction sheets mentioning what
they were supposed to do (see Appendix A) together with
a representative figure (cf. Figure 3) of the graphical inter-
face of the games they were supposed to play. Once they
got accustomed with what they were expected to do, the
participants played the first 14 practice games. As men-
tioned in Section 3, at the end of each game, a participant
could see how many orange marbles he or she had won till
that moment - this was to show how his/her winnings were
getting calculated. At the end of the practice phase, the
experimental phase began.

Here, each participant played 48 experimental games, play-
ing each of the six games depicted in Figures 1 and 2, eight
times, in different representations. During these 48 games,
played by each participant, a varied amount of data were col-
clected. For each participant, for each game, for each round
of the game, we collected the following data:

- participant’s decision at his/her first decision node, if
  the node had been played;

- participant’s decision at his/her second decision node,
  if the node had been played;

- participant’s decision at his/her second decision node,
  if the node had been played;

- the time taken by the participant in starting the game, i.e.
  the time between the moment the game was shown to
  the participant, and the moment he/she clicked on the
  “start” button; 

- the time taken by the participant in making his/her deci-
sion at the first decision node, if the node was reached,
i.e. the time between the moment the computer passed
the playing marble to the participant on its first deci-
sion node, and the moment he/she clicked on the next
decision node, if the node was reached, i.e. the time between
the moment the computer passed

7We chose the relatively large ‘show-up fee’ because Dutch
student participants tend to complain in case of large differ-
ences in pay between participants. However, most partici-
pants attained a fairly large award, so in future we aim to
incentivise participants more by offering a lower show-up fee
and a higher fee per marble.
The first two items correspond to categorical or qualitative data, whereas the next three, which are response times recorded in milliseconds, correspond to numerical or quantitative data. As mentioned in Section 3, the participants were randomly divided into two groups, namely Group A and Group B, where members of group A were asked to answer a question (cf. Section 3) in rounds 3, 4, 7, 8, and members of group B were asked to answer the same questions but only in rounds 7 and 8. For each participant, depending on the group (Group A or Group B), we collected the following data:

- participant’s answer to the given question (cf. Figure 4) at the ends of the rounds in which it was asked. In particular, whether the answer was e or f or undecided;
- time taken by the participant in giving the answer, i.e. the time between the moment the question appeared on the screen and the moment he/she clicked on his/her choice of answer.

The first data item is categorical, whereas the second one, recorded in milliseconds, is numerical. Finally, at the end of the experiment each participant was asked a final question (cf. Section 3), the answers to which were recorded in a separate sheet. A limited amount of space was given in which the answer was to be formulated.

Appendix C: Experimental interface
During the training phase, the participants were given 14 training games of increasingly difficult levels in terms of number of decision points, as explained in Section 3. Figure 5 shows example games for each of the four levels.

In each of the 8 rounds of the experimental phase, participants were confronted with all 6 games described in Section 2. Different graphical representations of the same game were used in different rounds. As an example, Figure 6 shows six visually different variations of game 1.

Figure 5: Levels of practice games

Appendix D: Answers to the final question
As mentioned in Section 3, at the end of the experiment, each participant was asked the following question: “When you made your choices in these games, what did you think about the ways the computer would move when it was about to play next?” The participant needed to describe the plan he or she thought was followed by the computer on its next move after the participant’s initial choice, in his or her own words.

We found that one student who had made choices in the game that were consistent with FI reasoning, also provided an answer that suggested FI reasoning:

- “I first thought it would try to maximize the outcomes, taking into account that I would do the same. But I noticed that it did not always do that. Sometimes it did and sometimes it didn’t. So after the break, I tried to maximize my outcomes, assuming the computer did the same, but if I noticed that the computer was not assuming that I would maximize my outcomes, I took a risk and I won a lot more.”

Here follows a selection of answers provided by the other participants, which shows that participants might have given
more importance to risk aversion and/or expected gains, rather than considering the outside option which the computer has already foregone.

- “I thought the computer took the option with the highest expected value. So if on one side you had a 4 blue + 1 blue marble and on the other side 2 blue marbles he would take the option 4+1= 2.5.”

- “It was going to take the turn with the highest reward, considering the risk. For example, when the computer can take a reward of 2 marbles instantly or choose to let the ball roll to an orange gate which has the potential of rewarding 4 marbles, the computer would go for the orange gate. With a difference of 1 marble between choices the computer is most likely to take the easiest way.”

- “It would choose for the safe 2/3 marble option instead of the dangerous 0/1 or 4 marble option.”

- “I made my choices based on how many marbles I could miss if the computer would turn left or right. In most cases I made the safe choice.”

- “My thoughts were about which most profitable route the computer would take, by looking at how many marbles the computer would get in comparison to me. If they were even or less then I think the computer would play safely and take the best and safest option available at that point.”

- “Look at the potential payoffs for blue in relation to the potential payoff for orange and check for probabilities.”
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ABSTRACT
The semantics for counterfactuals due to David Lewis has been challenged on the basis of unlikely, or impossible, events. Such events may skew a given similarity order in favour of those possible worlds which exhibit them. By updating the relational structure of a model according to a ceteris paribus clause one forces out, in a natural manner, those possible worlds which do not satisfy the requirements of the clause. We develop a ceteris paribus logic for counterfactual reasoning capable of performing such actions, and offer several alternative (relaxed) interpretations of ceteris paribus. We apply this framework in a way which allows us to reason counterfactually without having our similarity order skewed by unlikely events. This continues the investigation of formal ceteris paribus reasoning, which has previously been applied to preferences, logics of game forms, and questions in decision-making, among other areas.

1. INTRODUCTION
The principal task of this paper is to work towards integrating ceteris paribus modalities into conditional logics so that some dissonant analyses of counterfactuals may be reconciled. We also suggest that ceteris paribus clauses may be understood dynamically, in the sense of dynamic epistemic logic, and we interpret our resulting ceteris paribus logic accordingly. Ceteris paribus clauses implicitly qualify many conditional statements that formulate laws of science and economics. A ceteris paribus clause adds to a statement a proviso requiring that other variables or states of affairs not explicitly mentioned in the statement are kept constant, thus ruling out benign defeaters. For instance, Avogadro’s law says that if the volume of some ideal gas increases then, everything else held equal, the number of moles of that gas increases proportionally. Varying the temperature or pressure could provide situations that violate the plain statement of the law, but the ceteris paribus clause accounts for those. It specifically isolates the interaction between volume and number of moles by keeping everything else equal. In the same spirit, the Nash equilibrium in game theory is a solution concept that picks strategy profiles in which none of the agents could unilaterally (i.e., keeping the actions of others constant, or equal) deviate to their own advantage.

We may understand a ceteris paribus clause as a linguistic device intended to shrink the scope of the sentence qualified by the clause. For instance, when I make the utterance “I prefer fish to beef, ceteris paribus” I may mean something different from if I simply uttered “I prefer fish to beef.” By enforcing the ceteris paribus condition I rule out some situations which affect my preference. For example if, whenever I eat fish I’m beaten with a mallet, while whenever I eat beef I’m left in peace, I might retract the second utterance and maintain the first. The ceteris paribus clause reduces the number of states of affairs under consideration. For modal logicians, ‘ruling out’ states of affairs amounts to strengthening an accessibility relation, consequently changing the relational structure of a model. This bears similarity to the epistemological forcing of Vincent Hendricks, which seeks to rule out ‘irrelevant alternatives’ in a way which allows knowledge in spite of the possibility of error. Wesley Holliday develops several interpretations of the epistemic operator K based on the relevant alternatives epistemology; namely, that in order for an agent to have knowledge of a proposition, that agent must eliminate each relevant alternative. Holliday’s semantics are based on the semantics for counterfactuals due to David Lewis, which we will recall in the next section. One could see relevant worlds as those which keep things equal. When reasoning using Avogadro’s law, the relevant possible worlds are those where the temperature and pressure have not changed. Thus, in order for an agent to have knowledge, that agent must eliminate the alternatives among the worlds which ‘keep things equal.’

Previously, ceteris paribus formalisms have been given for logics of preference, logics of game forms, and questions in decision-making, among other areas. Here we extend the analysis to counterfactual reasoning. The importance of counterfactuals in game theory is well known (see, for instance, [17]). For example, Bassel Tarbush argues that the Sure-Thing Principle ought to be understood as an inherently counterfactual notion. We will motivate our discussion by thinking through Kit Fine’s well-known ‘minor-miracles’ argument, a putative counterexample to Lewis’ semantics. We will argue that ceteris paribus logic, suitably adapted to conditionals, provides a natural response to this kind of argument. Moreover, we will see that ceteris paribus logic reveals a useful feature missing from the standard formalisation of counterfactuals; namely, the explicit requirement that certain propositions must have their truth remain fixed during the evaluation of the counterfactual. This is implicitly thought to hold, to some degree, when one works with models which have similarity orders or systems of spheres. The conditional logic of Graham Priest makes just that assumption, but with no syntactic assurance. Ceteris paribus logic provides, in addition to the

1 An outcome o of an action A is a sure-thing if, were any other action A’ to be chosen, o would remain an outcome. The Sure-Thing Principle states that sure-things should not affect an agent’s preferences.
underlying similarity order over possible worlds, a syntactic apparatus to reason with such ceteris paribus clauses directly in the object language.

2. COUNTERFACTUALS

Here we shall formalise counterfactuals in the style of Lewis. Let Prop be a set of propositional variables. We are concerned with models of the form \( M = (W, \preceq, V) \) such that the following obtain.

1. \( W \) is a non-empty set of \textit{possible worlds}.

2. \( \preceq \) is a family \( \{\preceq_w\}_{w \in W} \) of \textit{similarity orders}, i.e., relations on \( W \times W \) (with \( W_w \subseteq W \)) such that:
   - \( w \preceq w \)
   - \( w \preceq w \) is reflexive, transitive, and total, and
   - \( w \preceq_w v \) for all \( v \in W_w \setminus \{w\} \).

3. \( V \) is a \textit{valuation function} assigning a subset \( V(p) \subseteq W \) to each propositional variable \( p \in \text{Prop} \).

Intuitively, \( W \) is the set of worlds which are entertainable from \( w \). Worlds which are not entertainable from \( w \) are deemed simply too dissimilar from \( w \) to be considered. Say that \( u \) is at least as similar to \( w \) as \( v \) is when \( u \preceq_w v \), and that it is strictly more similar when \( u \preceq_w v \).

If \( M \) satisfies each of the three requirements we call \( M \) a \textit{conditional model}. A relation \( \preceq \) is said to be \textit{well-founded} if for every non-empty \( S \subseteq W \) the set

\[
\text{Min}_{\preceq}(S) = \{v \in S \cap W : \text{there is no } u \text{ with } u \prec v\}
\]

is non-empty. We will suppress the superscript \( M \) if it is clear from the context which model we’re discussing. If a model \( M = (W, \preceq, V) \) has only well-founded similarity orders we say that \( M \) satisfies the \textit{limit assumption}. For ease of exposition, we will assume that our conditional models satisfy the limit assumption. Of course, we may generalise the semantics for counterfactuals in the usual way [13], so that our results work for models which do not satisfy the limit assumption as well.

\textbf{Definition 1 (Language \( L^{\preceq} \)).} The language \( L^{\preceq} \) of counterfactuals is given by the following grammar

\[
\varphi ::= p \mid \neg \varphi \mid \varphi \lor \varphi \mid \varphi \rightarrow \psi.
\]

We define \( \varphi \land \psi ::= \neg (\neg \varphi \lor \neg \psi), \varphi \rightarrow \psi ::= \neg \varphi \lor \psi, \varphi \dashv \vdash \psi ::= \neg (\varphi \lor \neg \psi) \).

\textbf{Definition 2 (Semantics).} Let \( M = (W, \preceq, V) \) be a well-founded conditional model. Then

\[
\begin{align*}
[p]^M &= V(p), \\
[\neg \varphi]^M &= W \setminus [\varphi]^M, \\
[\varphi \lor \psi]^M &= [\varphi]^M \cup [\psi]^M, \\
[\varphi \rightarrow \psi]^M &= \{w \in W : \text{Min}_{\preceq_w}([\varphi]^M) \subseteq [\psi]^M\}.
\end{align*}
\]

Let \( w \in W \). If \( w \in [\varphi] \) we write \( M, w \models \varphi \), and if \( w \notin [\varphi] \) we write \( M, w \not\models \varphi \).

3. THE NIXON ARGUMENT

There is a problem dating back to the 1970s [1, 3, 8] surrounding the semantics for counterfactuals proposed by Lewis. We have found that our \textit{‘ceteris paribus counterfactuals’} (defined below) provide a unique perspective on the problem (a putative counterexample). The argument goes as follows. Assume, during the Cold War, that President Richard Nixon had access to a device which launches a nuclear missile at the Soviets. All Nixon is required to do is press a button on the device. Consider the counterfactual \textit{if Nixon had pushed the button, there would have been a nuclear holocaust}. Call it the \textit{Nixon counterfactual}. It is not so difficult to see that the Nixon counterfactual could be true, or could be imagined to be true. Indeed, one could argue that the Nixon counterfactual ought to be true in any successful theory of counterfactuals. Fine and Lewis both agree (and so do we) that the counterfactual is true \([8, p. 452]\), but Fine used the Nixon counterfactual to argue that the Lewis’ semantics yields the wrong verdict. This is because “a world with a single miracle but no holocaust is closer to reality than one with a holocaust but no miracle.” [8, p. 452] In response, Lewis argues that, provided the Nixon situation is modelled using a similarity relation which respects a plausible system of priorities (see below), the counterfactual will emerge true. We will provide a different response using ceteris paribus counterfactuals, but first let us see how Fine and Lewis model the situation.

Consider two classes of possible worlds. One class, \( u \), consists of those worlds in which Nixon pushes the button, and the button successfully launches the missile. The second, \( v \), consists of those worlds in which Nixon pushes the button, but some small occurrence – such as a minor miracle – prevents the button’s correct operation. Certainly those worlds where the button does \textit{not} launch the missile bear more similarity to the present world than those where it does. This is Fine’s interpretation of Lewis’ semantics. Any world in \( u \) has been devastated by nuclear warfare, countless lives have been lost, there is nuclear winter, etc., whereas worlds in \( v \) continue on as they would have done.

To illustrate Fine’s interpretation, let \( p, s, m, h \) be the propositions:

\[
\begin{align*}
p &= \text{“Nixon pushes the button,”} \\
s &= \text{“the missile successfully launches,”} \\
m &= \text{“a miracle prevents the missile being launched,”} \\
h &= \text{“a nuclear holocaust occurs,”}
\end{align*}
\]

and consider the following model, the \textit{Fine model}:

An arrow from \( x \) to \( y \) indicates relative similarity to \( w \), so \( u_1 \) is more similar to \( w \) than \( u_2 \) is. Arrows are transitive, and the ‘snake’ arrow between \( u \) and \( v \) indicates that \( v_i \preceq u_j \) for every \( i, j \). For each \( u_i \in u, F, u_i \models p \land s \land h \); and for each \( v_i \in v, F, v_i \models p \land m \). World \( w \) is intended to represent the
real world: Nixon did not push any catastrophic anti-Soviet buttons, no nuclear missile was successfully launched at the Soviets, no miracle prevented any such missile, and no nuclear holocaust occurred. World \( v_1 \) is more similar to \( w \) than any world in \( u \) is, since in any \( u \)-world Nixon pushes the button and begins a nuclear holocaust. By (1), \( v_1 \) is therefore the minimal \( p \)-world. At \( v_1 \) the proposition \( h \) is false, and so \( F, w \nvDash \varphi \rightarrow h \). Therefore, Fine concludes, the Nixon counterfactual is false in Lewis’ semantics.

In response, Lewis argues that the proper similarity relation to model the Nixon counterfactual should respect the following system of priorities:

1. It is of the first importance to avoid big, widespread, diverse violations of law.
2. It is of the second importance to maximize the spatio-temporal region throughout which perfect match of particular fact prevails.
3. It is of the third importance to avoid even small, localized, simple violations of law.
4. It is of little or no importance to secure approximate similarity of particular fact, even in matters that concern us greatly. ([14, p. 472])

Based on this system of priorities world \( u_1 \) is more similar to \( w \) than \( v_1 \) is because “perfect match of particular fact counts for much more than imperfect match, even if the imperfect match is good enough to give us similarity in respects that matter very much to us.” [14, p. 470] That is, worlds in \( v \) in which a small miracle prevents the missile being launched may look quite similar to our world, but only approximately so. And in Lewis’ system of priorities, perfect match outweighs approximate similarity. The Lewis model, then, looks like this:

In the Lewis model, \( u_1 \) is the world most similar to \( w \), and in \( u_1 \) the missile successfully launches, there is a nuclear holocaust, and so the Nixon counterfactual is true. Lewis thus responds to Fine by defending a similarity order that favours \( u_1 \) over \( v_1 \). He is justified by prioritising perfect over approximate match in a similarity relation according to the aforementioned system.

The interpretation of the Nixon counterfactual we will offer is in line with Lewis’, though we do not rely on his system of priorities. We will achieve a resolution similar to his without having to defend a model different from Fine’s. After all, as Lewis says: “I do not claim that this pre-eminence of perfect match is intuitively obvious. I do not claim that it is a feature of the similarity relations most likely to guide our explicit judgments. It is not; else the objection we are considering never would have been put forward.”[14, p. 470] Instead, we will treat the Nixon counterfactual with an explicit ceteris paribus clause, dispatching with the unintuitive pre-eminence of perfect match in constructing the similarity relation.

Our interpretation of the Nixon counterfactual is much like in preference logic, where formal ceteris paribus reasoning was first applied [7, 22, 24]. Consider the following diagram, which shows a preference of a raincoat to an umbrella, provided wearing boots is kept constant:

Arrows point to more preferred alternatives, and are transitive. Evidently, having an umbrella and boots is preferred to having a raincoat and no boots. The variation of having boots skews the preference. If a ceteris paribus clause is enforced, guaranteeing that in either case boots will be worn or boots will not be worn, then the correct preference is recovered. A similar situation occurs in the logic of counterfactuals. The variation of certain propositions can skew the similarity order. In Fine’s argument, this is done by the variation of physical law, a miracle. If we were to restrict the worlds considered during the evaluation of the counterfactual to those that agree with \( w \) on the proposition \( m \), then in \( F \) the world \( v_1 \) would no longer assume the role of minimal \( p \)-world. Rather, \( u_1 \) would. In world \( u_1 \) a nuclear holocaust occurs, whereas the counterfactual becomes true, as desired. This is our resolution of the Nixon argument, which we next formalise.

4. CETERIS PARIBUS SEMANTICS

We introduce into our language a new conditional operator which generalises the usual one. In particular, it accommodates explicit ceteris paribus clauses. The authors in [22] were the first to define object languages in this way. They developed a modal logic of ceteris paribus preferences in the sense of von Wright [24]. For now we will take the ordinary conditional operator and embed within it a finite set of formulas \( \Gamma \) understood as containing the other things to be kept equal.\(^4\)

DEFINITION 3 \((\text{LANGUAGE } L_{CP})\). Let \( \Gamma \) be a finite set of formulas. Then the language \( L_{CP} \) is given by the grammar\(^5\)

\( \varphi ::= p \mid \neg \varphi \mid \varphi \lor \varphi \mid [\varphi, \Gamma] \psi. \)

We understand the modality \([\varphi, \Gamma] \psi\) as the counterfactual \( \varphi \rightarrow \psi \) subject to the requirement that the truth of the

\(^4\)The choice of \( \Gamma \) finite is largely technical. We will mention some possibilities and difficulties regarding the case where the ceteris paribus set \( \Gamma \) may be infinite in our concluding remarks.

\(^5\)We redefine the language more precisely as Definition 8 in the appendix. For simplicity we work with the one now stated.
formulas in $\Gamma$ does not change. We define $\varphi \land \psi := \neg(\neg\varphi \lor \neg\psi)$, $\varphi \to \psi := \neg\varphi \lor \psi$, $\langle \varphi, \Gamma \rangle \psi := \neg[\varphi, \Gamma] \neg\psi$. We call the conditional $[\varphi, \Gamma] \psi$ a ceteris paribus conditional, or, if the antecedent is false, a ceteris paribus counterfactual. $L_{CP}$ is interpreted over standard conditional models, and thus requires no additional semantic information.

Some additional notation is required, however. Let $M = (W, \leq, V)$ be a conditional model and let $w, u, v \in M$. Let $\Gamma \subseteq L_{CP}$ be finite.

- Define the relation $\equiv_{\Gamma}$ over $W$ by $u \equiv_{\Gamma} v$ if for all $\gamma \in \Gamma$, $M, u \vDash \gamma$ if $M, v \vDash \gamma$. Then $\equiv_{\Gamma}$ is an equivalence relation.$^6$

- Set $[w]_{\Gamma} = \{u \in W : w \equiv_{\Gamma} u\}$, the collection of $w$-entertainable worlds which agree with $w$ on $\Gamma$.

- Define $\leq_{w}^{\Gamma} := \leq_{w} \cap ([w]_{\Gamma} \times [w]_{\Gamma})$, the restriction of $\leq_{w}$ to the above worlds.

Thus if $u, v \in [w]_{\Gamma}$ then either $u \leq_{w}^{\Gamma} v$ or $v \leq_{w}^{\Gamma} u$.

Definition 4 (Semantics). Let $M = (W, \leq, V)$ be a conditional model. Then

$$[[\varphi, \Gamma] \psi]^M = \{w \in W : \operatorname{Min}_{\leq}^{\Gamma}([[\varphi]^M) \subseteq [[\psi]^M]\}.$$  

The semantics for the regular connectives are the same as those in Definition 2. Notice that we recover the ordinary counterfactual $\varphi \leftarrow \psi$ with $[\varphi, \emptyset] \psi$.

Consider again the Fine model $F$. As before we have $F, w \not\vDash p \leftarrow h$, but now

$$F, w \vDash [p, \{m\}]h. \quad (2)$$

We thus think about the Nixon counterfactual by way of ceteris paribus reasoning. Allowing the truth of arbitrary formulas to vary during the evaluation of a counterfactual can distort the given similarity order, thereby attributing falsity to a sentence which may be intuitively true. By forcing certain formulas to keep their truth status fixed one can rule out these cases, which has just been demonstrated with (2). This ceteris paribus qualification is done in preference logic, and indeed in more general scientific and economic practice.$^7$ The Nixon counterfactual is simply a situation involving a defeater, or an irrelevant alternative, which ought to be forced out.

5. CETERIS PARIBUS AS A DYNAMIC ACTION

The modality $[\varphi, \Gamma] \psi$ behaves like a dynamic operator, in the sense of dynamic epistemic logic. For modality-free formulas $\varphi$ and $\psi$, evaluating $[\varphi, \Gamma] \psi$ at $w \in W$ amounts to transforming

$$M = (W, \leq) \mid w \in W, V)$$

into

$$[\Gamma]M = (W, \leq_{w}) \mid w \in W, V)$$

and evaluating $\varphi \leftarrow \psi$ at $[\Gamma]M, w$. This dynamic action is possible since we are altering the relational structure of $M$ with only a finite amount of information from $\Gamma$.

Technically, the relation $\equiv_{\Gamma}$ should be defined together with the semantics in Definition 4 by mutual recursion. Again, we favour the simpler presentation.


Note that the set $W_{w}$ on which $\leq_{w}$ is defined on may change after the update. By updating the model $M$ with a ceteris paribus clause $\Gamma$, worlds which disagree on $\Gamma$ are relegated to the class $W \setminus W_{w}$ of infinitely dissimilar (indeed, irrelevant) worlds. Figure 1 shows how the Fine model changes after being updated by a ceteris paribus clause forcing agreement on $m$. This forces out the $v$-worlds from consideration during the evaluation of the counterfactual; in some sense syntactically ‘correcting’ the provided similarity order. Of course, if each world already agreed with $w$ on $\{m\}$ the ceteris paribus clause would have no effect.

![Figure 1: The Fine model before and after $\leq_{w}$ is upgraded to $\leq_{w}^{\{m\}}$.](image)

The modality-free condition on $\varphi$ and $\psi$ cannot be removed. In particular, one cannot iterate the dynamic ceteris paribus action and retain agreement with the static ceteris paribus counterfactual operator. To see this, consider the example in Figure 2. Taking $\Gamma = \{s\}$ and $\Delta = \emptyset$, one has $M, w \vDash [p, \Gamma, \Delta] r$, but $[\Gamma]M, w \not\vDash p \leftarrow [q, \Delta] r$.

6. UNIFORMLY SELECTING CETERIS PARIBUS CLAUSES

Having created a formalism which accommodates explicit ceteris paribus clauses, one might desire a method for uniformly selecting the ceteris paribus set $\Gamma$. For von Wright [24], ceteris paribus means fixing every propositional variable which does not occur in the universe of discourse of the ceteris paribus expression under consideration. More precisely, let $UD(\varphi)$ be the set of all propositional variables occurring in the formula $\varphi$, defined inductively as follows:

- Let $UD(\varphi) = \emptyset$ if $\varphi$ is a constant or variable.
- If $\varphi = p$, then $UD(\varphi) = \{p\}$.
- If $\varphi = \neg\psi$, then $UD(\varphi) = UD(\psi)$.
- If $\varphi = \psi_1 \lor \psi_2$, then $UD(\varphi) = UD(\psi_1) \cup UD(\psi_2)$.
- If $\varphi = \psi_1 \land \psi_2$, then $UD(\varphi) = UD(\psi_1) \cap UD(\psi_2)$.

Given a set of variables $\Gamma$, we define $\Gamma(\varphi) = \{\psi : UD(\psi) \subseteq UD(\varphi), \psi \subseteq \varphi\}$, the set of variables included in $\varphi$.

- If $\varphi = p$, then $\Gamma(\varphi) = \{p\}$.
- If $\varphi = \neg\psi$, then $\Gamma(\varphi) = \Gamma(\psi)$.
- If $\varphi = \psi_1 \lor \psi_2$, then $\Gamma(\varphi) = \Gamma(\psi_1) \cup \Gamma(\psi_2)$.
- If $\varphi = \psi_1 \land \psi_2$, then $\Gamma(\varphi) = \Gamma(\psi_1) \cap \Gamma(\psi_2)$.

The idea is that $\Gamma$ is a subset of those variables which are fixed by $\varphi$. This is a way of ensuring that $\varphi$ is well defined with respect to $\Gamma$. Of course, this is not the only possible way of defining $\Gamma$, and indeed there may be better ways depending on the particular application. For example, one might want to consider the set of variables included in $\varphi$ but not in $\Gamma$. This would be analogous to the notion of a variable being fixed by $\varphi$.

Thus if $\varphi$ is a propositional formula and $\Gamma$ is a set of variables, then $\Gamma(\varphi)$ is a set of variables included in $\varphi$ but not in $\Gamma$. This is a way of ensuring that $\varphi$ is well defined with respect to $\Gamma$. Of course, this is not the only possible way of defining $\Gamma$, and indeed there may be better ways depending on the particular application. For example, one might want to consider the set of variables included in $\varphi$ but not in $\Gamma$. This would be analogous to the notion of a variable being fixed by $\varphi$. Thus $\Gamma$ is a subset of those variables which are fixed by $\varphi$.
Definition 5 (Semantics). Let \( M = (W, \preceq, V) \) be a conditional model satisfying the limit assumption. Let \( \Gamma \subseteq \text{factual} \). This is questionable metaphysics, to say the least.

Definition 7.1 (Naïve counting). Let \( \varphi \) be the case then, ceteris paribus, \( \psi \) would be the case amounts to the expression
\[
[\varphi, \text{Prop} \setminus (\text{UD}(\varphi) \cup \text{UD}(\psi))] \psi.
\]
Now all propositional variables not occurring in the universe of discourse of the counterfactual antecedent or consequent are fixed.

Updating the Fine model with respect to von Wright’s ceteris paribus set yields the following model:
\[
\begin{align*}
\{s, m\} \quad &\Gamma \\
\uparrow &\downarrow \\
W &\leftarrow &\rightarrow &\rightarrow \\
\bullet &\bullet &\bullet &\bullet &\bullet &\bullet &\bullet \\
u_1 &u_2 &u_3 &u_4 &u_5 &u_6 &u_7 \\
p, s, h & & & & & & \\
& & & & & & \\
v_1 &v_2 &v_3 &v_4 \\
p, m
\end{align*}
\]
We have \( \mathcal{F}, w \models [p, \{m, s\}] \models h \), but vacuously! It appears that the relation \( \preceq^p \) is too strong to interact with von Wright’s definition. We are requiring that everything else is kept equal. This is questionable metaphysics, to say the least.

Lewis made a similar observation in [13], about the counterfactual ‘if kangaroos had no tails, they would topple over’:

We might think it best to confine our attention to worlds where kangaroos have no tails and everything else is as it actually is; but there are no such worlds. Are we to suppose that kangaroos have no tails but that their tracks in the sand are as they actually are? Then we shall have to suppose that these tracks are produced in a way quite different from the actual way. […] Are we to suppose that kangaroos have no tails but that their genetic makeup is as it actually is? Then we shall have to suppose that genes control growth in a way quite different from the actual way (or else that there is something, unlike anything there actually is, that removes the tails). And so it goes; respects of similarity and difference trade off. If we try too hard for exact similarity to the actual world in one respect, we will get excessive differences in some other respect. ([13, p. 9])

In fact, for the logic of ceteris paribus counterfactuals to function in a meaningful fashion, every formula occurring in \( \Gamma \) must be independent from the counterfactual antecedent. In the Fine model, we insist that the truth values of \( s \) and \( m \) are kept fixed. These propositions, however, are nomologically related to \( p \), so we can’t change the truth value of \( p \) without affecting the truth values of \( s \) and \( m \). This is why the counterfactual \( [p, \{m, s\}] \) is vacuously true, but then so is the counterfactual \( [p, \{m, s\}] \). To accommodate a uniform method for selecting ceteris paribus clauses, more flexibility is required. What ought to be kept equal when we can’t keep everything else equal? In the next section we will consider two strategies for relaxing the interpretation of ceteris paribus to address this question.

7. RELAXING THE CETERIS PARIBUS CLAUSE

7.1 Naïve counting
We will now introduce another interpretation for the modality \( [\varphi, \Gamma] \psi \). Let us write \( [[\varphi, \Gamma] \psi]_\text{CP}^M \) for the set \( [[\varphi, \Gamma] \psi]_\text{CP}^M \) from Definition 4, and let \( \models \text{CP} \) act as the ordinary satisfaction relation for Boolean formulas, but with
\[
\mathcal{M}, w \models \text{CP} [\varphi, \Gamma] \psi \text{ iff } w \in [[\varphi, \Gamma] \psi]_\text{CP}^M.
\]
Whereas in Definition 4 we required strict agreement on the set \( \Gamma \), in order to develop a logic for ceteris paribus counterfactuals with a weaker semantics we will instead relax the requirement to maximal agreement. The best we can do is preserve the set \( \Gamma \) as much as possible for any given model.

Let \( \Gamma \subseteq \mathcal{L}_\text{CP} \) be finite, and let \( \mathcal{M} = (W, \leq, V) \) be a conditional model. Define \( A^M_{\Gamma} : W \times W \rightarrow 2^\Gamma \) by
\[
A^M_{\Gamma}(u, v) = \{ \gamma \in \Gamma : \mathcal{M}, u \models \gamma \text{ iff } \mathcal{M}, v \models \gamma \}.
\]
Define the relation \( \preceq^v \) on \( W_w \) by \( u \preceq^v v \) iff
\[
\begin{align*}
\text{either } &|A^M_{\Gamma}(u, w)| > |A^M_{\Gamma}(v, w)|, \\
\text{or } &|A^M_{\Gamma}(u, w)| = |A^M_{\Gamma}(v, w)| \text{ and } u \preceq v.
\end{align*}
\]
The relation \( \preceq^v \) can be seen as a transformed \( \preceq \), reordering the similarity order so that worlds closer to \( w \) preserve at least as much of \( \Gamma \) as worlds further away, and if any two worlds agree on \( \Gamma \) to the same quantity, then the nearer world is more similar to \( w \) with respect to \( \preceq \).

Definition 5 (Semantics). Let \( \mathcal{M} = (W, \leq, V) \) be a conditional model satisfying the limit assumption. Let \( \Gamma \subseteq \mathcal{L}_\text{CP} \) be finite, and let \( \models \text{CP} \) act as the ordinary satisfaction relation for Boolean formulas, but with
\[
\mathcal{M}, w \models \text{CP} [\varphi, \Gamma] \psi \text{ iff } w \in [[\varphi, \Gamma] \psi]_\text{CP}^M.
\]
be finite. Then
\[\llbracket\varphi, \Gamma\rrbracket_M^\text{NC} = \{w \in W : \text{Min}_{\leq}^\text{NC}([\varphi]^M) \subseteq [\varphi]^M\}.\]

We write \(M, w \models_{\text{NC}} [\varphi, \Gamma] \psi\) iff \(w \in \llbracket[\varphi, \Gamma] \psi\rrbracket_M^\text{NC} \). 

**Fact 1.** Let \(M = (W, \preceq, V)\) be a conditional model. Let \(w \in W\), and let \(X \subseteq \{\text{CP, NC, MS}\}\). Then the following are true, where \(\pm \alpha\) is shorthand which uniformly stands for either \(\alpha\) or \(-\alpha\):

1. \(M, w \models \varphi \iff M, w \models X [\varphi, [\emptyset]]\psi\)
2. \(M, w \models X (\pm \alpha \land [\varphi, \Gamma]) \iff [\varphi, \Gamma] (\pm \alpha \land \psi) \land [\varphi, \Gamma] \psi\)
3. \(M, w \models [\varphi, \Gamma] \psi \iff \varphi \land [\varphi, \Gamma] \psi\)
4. \(M, w \models_{\text{NC}} [\varphi, \Gamma] \psi \iff \varphi \land [\varphi, \Gamma] \psi\)

The original ceteris paribus preference logic [22] could be axiomatised using standard axioms together with Fact 1 and its converse. A crucial difference with NC semantics is that the converse of Fact 1.2 does not hold. The existence of a \(\varphi \land \psi\)-world which maximally agrees on \(\Gamma \cup \{\alpha\}\) does not ensure that \(\alpha\) actually holds at that world. In fact, it is not guaranteed that any formula from \(\Gamma \cup \{\alpha\}\) is obtained.

### 7.2 Maximal supersets

An approach to counterfactuals familiar to the AI community [4–6, 12] makes use of a selection function which chooses the ‘closest’ world according to maximal sets of propositional variables. More specifically, each world \(w\) satisfies some set \(P_w \subseteq \text{Prop}\) of propositional variables, and a world \(w\) is a world closest to \(w\) if there is no \(w\) with \(P_u \subseteq P_v \subseteq P_w\). Taking this as a kind of ceteris paribus formalism we obtain the following variant of our ceteris paribus counterfactuals. First let us define the relation \(\subseteq_{w}^\text{CP}\) on \(W_w\) by \(u \subseteq_{w}^\text{CP} v\) iff

either \(A_{\text{CP}}^M(v, w) \subseteq A_{\text{CP}}^M(u, w)\),

or \(A_{\text{CP}}^M(v, w) = A_{\text{CP}}^M(u, w)\) and \(u \preceq_w v\).

**Definition 6.** (Semantics). Let \(M = (W, \preceq, V)\) be a conditional model satisfying the limit assumption. Let \(\Gamma \subseteq \text{CP}\) be finite. Then

\[\llbracket[\varphi, \Gamma] \psi\rrbracket_{\text{MS}}^\text{MS} = \{w \in W : \text{Min}_{\subseteq_w}^\text{MS}([\varphi]^M) \subseteq [\varphi]^M\}.\]

We write \(M, w \models_{\text{MS}} [\varphi, \Gamma] \psi\) iff \(w \in \llbracket[\varphi, \Gamma] \psi\rrbracket_{\text{MS}}\). Now \(\Gamma\) is maximally preserved in the sense that worlds which preserve the same propositions as another, and furthermore preserve additional propositions from \(\Gamma\), are deemed to approximate \(\Gamma\) more closely; while worlds \(u, v\) with neither \(A_{\text{MS}}^M(u, w) \subseteq A_{\text{MS}}^M(v, w)\) nor \(A_{\text{MS}}^M(v, w) \subseteq A_{\text{MS}}^M(u, w)\) are considered incomparable.

**Fact 2.** (Extends Fact 1). Let \(M = (W, \preceq, V)\) be a conditional model. Let \(w \in W\). Then the following are true.

1. \(M, w \models \varphi \iff M, w \models [\varphi, [\emptyset]]\psi\)
2. \(M, w \models_{\text{MS}} (\pm \alpha \land [\varphi, \Gamma]) \iff (\pm \alpha \land \psi) \land (\varphi, \Gamma) \land [\varphi, \Gamma] \psi\)
3. \(M, w \models_{\text{MS}} (\varphi, \Gamma) \psi \iff \varphi \land \psi\)
4. \(M, w \models_{\text{MS}} [\varphi, \Gamma] \psi \iff \varphi \land [\varphi, \Gamma] \psi\)

### 8. Dynamics and the Nixon Ccounterfactual

Given a ceteris paribus interpretation \(X \in \{\text{CP, NC, MS}\}\), let us write \([\Gamma]_X M\) for the model \(M\) updated with a ceteris paribus clause \(\Gamma\) according to interpretation \(X\). Specifically, we have the following definition.

**Definition 7.** Let \(M = (W, \preceq, V)\) be a conditional model, and let \(\Gamma \subseteq \text{CP}\) be a finite set of formulas. We define the updated models \([\Gamma]_X M\), for \(X \in \{\text{CP, NC, MS}\}\), by

\[\begin{align*}
[\Gamma]_\text{CP} M &:= (W, \preceq, V) ; \\
[\Gamma]_\text{NC} M &:= (W, \preceq, V) ; \\
[\Gamma]_\text{MS} M &:= (W, \preceq, V) .
\end{align*}\]

This provides us with three dynamic ceteris paribus updates. Let us see how they treat the Nixon counterfactual. We have already witnessed the CP update with ceteris paribus sets \(\{m\}\) and \(\{m, s\}\), and concluded that both make the counterfactual true (vacuous truth with \(\{m, s\}\)). NC and MS updates agree on the truth of the Nixon counterfactual with the CP update on \(\{m\}\), but disagree on \(\{m, s\}\). Updating the Fine model with von Wright’s ceteris paribus clause \(\{m, s\}\) according to the NC interpretation yields \(\mathcal{F}\) again. Thus \(\mathcal{F}, w \not\models_{\text{NC}} [p, \{m, s\}]h\). Updating Fine’s model with \(\{m, s\}\) according to the MS interpretation gives the following model:

\[\begin{array}{cccc}
& u_1 & u_2 & u_n \\
\text{p, s, h} & \bullet & \cdots & \bullet \\
\text{p, m} & v_1 & v_2 & v_k \\
\end{array}\]

In \([\{m, s\}]_{\text{MS}} \mathcal{F}\) the Nixon counterfactual is not true, and neither is \(p \to \neg h\).

We summarise the truth of the Nixon counterfactuals \(p \to h\) and \(p \to \neg h\) in the various updated Fine models in the following table.

<table>
<thead>
<tr>
<th>Counterfactual</th>
<th>Clause</th>
<th>CP</th>
<th>NC</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p \to h)</td>
<td>{m}</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>(p \to \neg h)</td>
<td>{m, s}</td>
<td>false</td>
<td>false</td>
<td>false</td>
</tr>
<tr>
<td>(p \to \neg h)</td>
<td>{m, s}</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
</tbody>
</table>

The rows labelled with \(p \to h\) and \(p \to \neg h\) indicate the truth value of those counterfactuals in the updated models \([\Gamma]_X \mathcal{F}\), where \(\Gamma\) is given by the cell in the Clause column and \(X\) is given by the Interpretation column.

Formally, the table illustrates how different truth values for the Nixon counterfactual may be obtained by combining the various interpretations of ceteris paribus (CP, NC, MS) with the different ceteris paribus sets (the selected set \(\{m\}\) or von Wright’s set \(\{m, s\}\)). But this doesn’t mean that all combinations are legitimate formalisations of Fine’s argument. Fine’s story is about small miracles that can interfere
with Nixon’s ploy, not about whether the missile would successfully launch should Nixon press the button. That the proposition \( s \) must be able to vary is crucial to the story, so one shouldn’t attempt to keep it equal, on a par with \( m \). We adhere to our favoured formalisation of the Nixon argument in which the proposition \( m \) is the only one that needs to be kept equal. We have given principled reasons for this choice, and our selection makes the counterfactual true – all interpretations agree on that. The point of the table is a formal one, namely that the truth-values of counterfactuals vary with different ceteris paribus updates according to their interpretation.

9. THEOREMS

In the appendix (Corollary 1) we prove that the logic \( \mathcal{L}_{CP}^\Gamma \) of ceteris paribus counterfactuals over the class of conditional frames \( \mathcal{C} \) is complete for CP/NC/MS semantics. The proof works by translating formulas of \( \mathcal{L}_{CP} \) into formulas of a comparative possibility language, in the style of Lewis, and axiomatising the equivalent logic. This permits a clearer reduction of ceteris paribus modalities to basic comparative possibility operators, albeit with a translation exponential in the size of \( \Gamma \).

10. CONCLUDING REMARKS

This paper has introduced a ceteris paribus logic for counterfactual reasoning by adapting the formalism in [22]. We have introduced some variants on ceteris paribus logic in light of philosophical difficulties arising in the application of conditionals. We apply our framework to the Nixon counterfactual, and with this bring a new perspective to the problem. We have suggested and explored the dynamic perspective of our various syntactic interpretations of ceteris paribus, which has resulted in a richer understanding of so-called comparative ceteris paribus reasoning in formal settings. We have provided completeness theorems which demonstrate that the ceteris paribus logics so obtained ultimately reduce to the underlying counterfactual logic; in our case Lewis’ VC. With our framework we defend Lewisian semantics by appealing to examples from preference logic, where ceteris paribus reasoning is more widely discussed.

Finally, we outline some limitations of our framework and directions for future research.

Iterated ceteris paribus actions. We saw in Section 5 that iterated ceteris paribus counterfactuals deviate in truth from the corresponding update-then-counterfactual sequence. While this is undesirable, it is not so uncommon to face such technical difficulties with iterated counterfactuals. It remains to further understand the interaction between the two.

Cardinality restrictions on \( \Gamma \). In general, ceteris paribus reasoning requires keeping equal as much information as possible, and sometimes unknown information (for example, unanticipated defeats of laws). Keeping everything else equal may indeed mean keeping equal an indefinite, and possibly infinite, set of things. Exploring ceteris paribus logic without cardinality restrictions to \( \Gamma \) is thus more than a mere technical exercise. But it is not so straightforward to extend the present framework to accommodate the presence of infinite \( \Gamma \). The translations presented in the appendix only carry over to the infinite case for infinitary languages, which is not much of a solution. For the strict ceteris paribus semantics, we instead suggest following the \( \delta \)-flexibility approach of [20]. For the relaxed ceteris paribus semantics, there are conceptual difficulties which arise with the comparison of infinite sets: when should we say of two infinite sets that one keeps more things equal than the other? Clearly naive counting will not suffice. Minimising distance with respect to \( \subseteq \) is more promising, but has its own problems. We leave this challenging technical enterprise for future research.
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**APPENDIX**

We first recast Definition 3 in a more formally precise manner.

**Definition 8.** For each ordinal $\alpha$ let $L_\alpha$ be given by

$\varphi ::= p | \bot | \neg \varphi | \varphi \lor \psi | [\varphi, \Gamma]\psi$

where $\Gamma \subseteq L_\beta$ is finite and $\beta < \alpha$. $L_\alpha$ is then defined to be $\bigcup_\alpha L_\alpha$.

This ensures the sets $\Gamma$ are well-defined. One can define a language $L$ of comparative possibility in a similar style, though we will only give the following grammar

$\varphi ::= p | \neg \varphi | \varphi \lor \psi | \varphi \leq^\Gamma \psi | \varphi \lessdot^\Gamma \psi | \varphi \lessdot^\Gamma \psi | \varphi \leq^\Gamma \psi | \varphi \leq^\Gamma \psi | \varphi \leq^\Gamma \psi$.

We further set

$\varphi \lessdot^\Gamma \psi := \neg (\varphi \leq^\Gamma \psi)$;

$\varphi \lessdot^\Gamma \psi := \neg (\varphi \leq^\Gamma \psi)$;

$\Diamond \varphi := \varphi \leq^\Gamma \bot$;

$\Box \varphi := \neg \Diamond \varphi$.

**Definition 9** (Semantics). Let $M, w$ be a conditional model. Then

$[p]^M = V(p);$

$[\neg \varphi]^M = W \setminus [\varphi]^M;$

$[\varphi \lor \psi]^M = [\varphi]^M \cup [\psi]^M;$

$[\varphi \leq^\Gamma \psi]^M = \{ w \in W : \forall u \in W_w \exists v \in W_w$ such that if $u \in [\varphi]^M$ then $v \in [\varphi]^M$ and $v \leq^\Gamma \psi \}$;

$[\varphi \lessdot^\Gamma \psi]^M = \{ w \in W : \forall u \in W_w \exists v \in W_w$ such that if $u \in [\varphi]^M$ then $v \in [\varphi]^M$ and $v \lessdot^\Gamma \psi \}$;

$[\varphi \lessdot^\Gamma \psi]^M = \{ w \in W : \forall u \in W_w \exists v \in W_w$ such that if $u \in [\varphi]^M$ then $v \in [\varphi]^M$ and $v \lessdot^\Gamma \psi \}$;

$[\varphi \leq^\Gamma \psi]^M = \{ w \in W : \forall u \in W_w \exists v \in W_w$ such that if $u \in [\varphi]^M$ then $v \in [\varphi]^M$ and $v \leq^\Gamma \psi \}$.

**Lemma 1.** The modal operator $[\varphi, \Gamma]\psi$ under NC semantics is definable in $L$.

**Proof.** We show that $\mathfrak{M}, w \models ([\varphi, \Gamma]\psi)$ if and only if $\mathfrak{M}, w \models (\Diamond \varphi \rightarrow (\varphi \land \psi) \land \neg \psi)$. Thus: Assume $M, w \models [\varphi, \Gamma]\psi$. Then there is a world $x \in W_w$ such that $M, x \models \varphi$. By assumption there exists $y \in W_w$ such that $y \leq^\Gamma x$, $M, y \models \varphi$ and for all $z \leq^\Gamma y$, we have $M, z \models \varphi \rightarrow \psi$. Since $y \leq^\Gamma y$, we obtain $M, y \models \varphi \land \psi$. So there is $u \in W_w$ such that for all $v \in W_w$, if $M, u \models \varphi \land \psi$ and $v \leq^\Gamma u$ then $M, v \models \varphi \land \neg \psi$. This is exactly $M, v \models (\varphi \land \psi) \land \neg \psi$. 

$\Leftarrow$: By contrapositive. Assume $M, w \not\models [\varphi, \Gamma]\psi$. By the semantic definition there exists $x \in W_w$ such that $M, x \models \varphi$ and for all $y \in W_w$ with $y \leq^\Gamma x$ and $M, y \models \varphi$, there is a $z \in W_w$ such that $z \leq^\Gamma y$ and $M, z \models \varphi \land \neg \psi$. Since $M, x \models \varphi$ we have $M, w \models \varphi$. Now, take an arbitrary world $u \in W_w$ such that $M, u \models \varphi \land \psi$. Either (i) $u \lessdot^\Gamma u$ or (ii) $u \lessdot^\Gamma u$. If (i), then the fact that $M, u \models \varphi$ and $u \lessdot^\Gamma u$ implies the existence of a $u' \in W_w$ such that $u' \leq^\Gamma u$ and $M, u' \models \varphi \land \neg \psi$. If (ii), then $M, x \models \varphi$ and $x \lessdot^\Gamma u$ together imply that there exists $x' \in W_w$ with $x' \leq^\Gamma x$, $x' \lessdot^\Gamma u$, and $M, x' \models \varphi \land \psi$. Either way we have that for all $u \in W_w$ there exists $v \in W_w$ such that if $M, u \models \varphi \land \psi$ then $v \lessdot^\Gamma u$ and $M, v \models \varphi \land \neg \psi$, whence $M, w \not\models (\varphi \land \psi) \land \neg \psi$.

**Lemma 2.** The modal operator $[\varphi, \Gamma]\psi$ under CP semantics is definable in $L$.

**Proof.** Replace $\leq^\Gamma$ with $\leq^\Gamma$ in the above proof to show that the following equivalence $\mathfrak{M}, w \models [\varphi, \Gamma]\psi$ if and only if $\mathfrak{M}, w \models (\Diamond \varphi \rightarrow (\varphi \land \psi) \land \neg \psi)$. holds.

**Lemma 3.** The modal operator $[\varphi, \Gamma]\psi$ under MS semantics is definable in $L$.

**Proof.** Replace $\leq^\Gamma$ with $\leq^\Gamma$ in the above proof to show that the following equivalence holds $\mathfrak{M}, w \models [\varphi, \Gamma]\psi$ if and only if $\mathfrak{M}, w \models (\Diamond \varphi \land \neg \psi)$. holds.

Denote by $L'$ the $\Gamma$-fragment given by

$\varphi ::= p \in \text{Prop} | \neg \varphi | \varphi \lor \psi | \varphi \leq \psi$.

Given a set $\Gamma \subseteq L$ or $\Gamma \subseteq L'$, let $\Gamma$ be the set of all possible conjunctions of formulas and negated formulas from $\Gamma$; that is, the set of all $\psi$ such that $\psi = \bigwedge \gamma \pm \gamma$, where $\pm \gamma = \gamma$ and $-\gamma = -\gamma$. So if $\Gamma = \{ p, \neg \varphi \}$ then $\Gamma = \{ p \land q, \neg p \land \neg q, p \land \neg q, \neg p \land q \}$. 138
We will often identity a conjunction $\varphi_1 \land \cdots \land \varphi_n$ with the set \{ $\varphi_1, \ldots, \varphi_n$ \}.

**Lemma 4.** The modal operator $\leq^\Gamma$ of $L$ is expressible in $L^\prec$.

**Proof.** We show that

$$\varphi \leq^\Gamma \psi \iff \bigwedge_{\Gamma \in \Gamma} \left( \Gamma \rightarrow (\varphi \land \Gamma) \leq \psi \land \Gamma \right). \tag{5}$$

$\Rightarrow$: Without loss of generality write $M, w \models \Gamma$. Let $u \in W_w$ and suppose $M, u \models \psi \land \Gamma$. By hypothesis there exists $v \in [u]^\Gamma$ such that $M, v \models \varphi$ and $v \leq^\Gamma u$. Now $v \equiv^\Gamma w$, so $M, v \equiv^\Gamma \Gamma$, and $v \leq^w u$ as required.

$\Leftarrow$: Write $M, w \models \Gamma$. Then $M, w \models (\varphi \land \Gamma) \leq (\psi \land \Gamma)$. Let $u \in [w]^\Gamma$ and suppose that $M, u \models \psi$. Then $M, u \models \psi \land \Gamma$, so there exists $v \in W_w$ with $M, v \models \varphi \land \Gamma$ and $v \leq^w u$. Then $v \equiv^\Gamma w$, and so $v \leq^w u$. □

**Lemma 5.** The modal operator $\sqsubseteq^\Gamma$ of $L$ is expressible in $L^\prec$.

**Proof.** We show that

$$\varphi \sqsubseteq^\Gamma \psi \iff \bigwedge_{\Gamma \in \Gamma} \left( \Gamma \rightarrow \bigwedge_{\Lambda \subseteq \Gamma} \left( \bigvee_{\Sigma \subseteq \Lambda} (\Sigma \land \varphi) \right) \leq \psi \land \Lambda \right). \tag{6}$$

$\Rightarrow$: Suppose $M, w \models \varphi \sqsubseteq^\Gamma \psi$ with $M, w \models \Gamma$, for some $\Gamma \in \Gamma$. Let $u \in W_w$ be arbitrary and $\Lambda \subseteq \Gamma$ such that $M, u \models \psi \land \Lambda$. Then by hypothesis there is $v \in W_w$ such that $v \sqsubseteq^\Gamma u$ and $M, v \models \varphi$. We have the following two cases.

Case 1: $A^M_p(w, u) \subseteq A^M_p(w, v)$.

Then since $\Lambda \subseteq A^M_p(w, u)$ and $M, v \models A^M_p(w, v) \land \varphi$ we have

$$M, v \models \bigvee_{\Lambda \subseteq \Sigma \subseteq \Gamma} (\Sigma \land \varphi)$$

which shows the implication.

Case 2: $A^M_p(w, u) = A^M_p(w, v)$ and $v \leq^w u$.

Then $M, v \models \Lambda \land \varphi$, which shows the implication.

$\Leftarrow$: Let $u \in W_w$ be arbitrary such that $M, u \models \psi$. Then $M, u \models A^M_p(w, u) \land \psi$. Let $\Gamma$ be the unique element of $\Gamma$ such that $M, u \models \Gamma$. By hypothesis there exists $v \in W_w$ such that $v \leq^w u$ and

$$M, v \models (\varphi \land A^M_p(w, u)) \lor \left( \bigvee_{A^M_p(w, u) \subseteq \Sigma \subseteq \Gamma} (\Sigma \land \varphi) \right). \tag{7}$$

If the second disjunct from (7) holds then there is $\Sigma$ with $A^M_p(w, u) \subseteq \Sigma \subseteq \Gamma$ such that $M, v \models \Sigma \land \varphi$. Hence $A^M_p(w, u) \subseteq A^M_p(w, v)$. Thus $v \leq^w u$, as required.

If the second disjunct from (7) fails then $M, v \models \varphi \land A^M_p(w, u)$. In particular $A^M_p(w, u) = A^M_p(w, v)$, otherwise the second disjunct would be true. Combining this with $v \leq^w u$ we have $v \leq^w u$, as required. □

**Lemma 6.** The modal operator $\leq^\Gamma$ of $L$ is expressible in $L^\prec$.

**Proof.** Replace the subset condition

$$\bigvee_{\Lambda \subseteq \Sigma \subseteq \Gamma} (\Sigma \land \varphi)$$

in (6) with the cardinality condition

$$\bigvee_{|\Lambda| \leq |\Sigma| \leq |\Gamma|} (\Sigma \land \varphi)$$

and repeat the above process. □

Notice that, if $\Gamma \cup \{ \varphi, \psi \} \subseteq L^\prec$, then the right hand sides of the equivalences established above are in $L^\prec$. This allows us to apply the translation to a formula from the inside-out, the resulting formula belonging to $L^\prec$.

By a conditional frame we mean a pair $F = (W, \leq)$, such that $(F, V)$ is a conditional model for any valuation function $V$. Let $C$ be the class of conditional frames. Using the notation from [2], we write $\Lambda^C_\prec$ for the set of $L$-formulas valid over $C$.

**Theorem 1.** The logic $\Lambda^C_\prec$ is complete.

**Proof.** We take as our axiomatisation the axioms for VC [13], plus the translations from Lemmas 4, 5, and 6. □

**Corollary 1.** The logic $\Lambda^C_\prec$ is complete for CP/NC/MS-semantics.
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ABSTRACT

We propose an integrated theoretical framework that captures preferences for acquiring or avoiding information as well as preferences for exposure to uncertainty (i.e., risk or ambiguity) by allowing utility to depend not just on material payoffs but also on beliefs and the attention devoted to them. We use this framework to introduce the concept of an information gap — a specific uncertainty that one recognizes and is aware of. We characterize a specific utility function that describes feelings about information gaps. We suggest that feelings about information gaps are the source of curiosity as well as a second motive to manage one’s thoughts through information acquisition or avoidance. In addition, we suggest that feelings about information gaps also contribute to risk- and ambiguity preferences.
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1. INTRODUCTION

In a seminal paper titled “The Mind as a Consuming Organ,” Thomas Schelling (1987) pointed out that much consumption is not of the material sort, but takes place largely “in the mind.” Research in psychology, decision theory, and economics has identified a number of motives underlying informational consumption, from the powerful force of curiosity (Loewenstein, 1994) to the pleasures of knowledge and insight (Karlsson et al., 2004). Moreover, even when missing information is not available to an individual, demand for this information plays a role in decision making under uncertainty. Here we propose a unified theoretical framework that allows us to model feelings about information and about information gaps — specific uncertainties that an individual recognizes and is aware of. We present a specific utility function that takes as input beliefs and the attention devoted to them (as well as material payoffs). This utility model can be applied to decision making about information acquisition or avoidance as well as to decision making under risk and ambiguity (as described in Table 1).

In one branch of the economics literature, preferences about information have been viewed as derivative from risk preferences (e.g., Kreps and Porteus, 1978; Wakker, 1988; Grant et al., 1998; Dillenberger, 2010). We take a complementary perspective, considering preferences about information as primitive and viewing preferences about risk and ambiguity as derivative of them.

<table>
<thead>
<tr>
<th>Decision about:</th>
<th>Domain of:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whether to address an uncertainty</td>
<td>Information acquisition or avoidance</td>
</tr>
<tr>
<td>Whether to expose oneself to an uncertainty</td>
<td>Risky or ambiguous choice</td>
</tr>
</tbody>
</table>

Table 1: Two domains of decision making affected by feelings about uncertainty.

The standard account of preferences about information holds that information is valuable because, and only to the extent that, it enables people to make superior decisions that raise their expected utility (Hirshleifer and Riley, 1979). Often, however, individuals seek information purely to satisfy curiosity, which refers to the desire for information for its own sake — i.e., specifically not for its ability to improve decision making. Curiosity correlates with brain activity in regions thought to relate to anticipated reward (Kang et al., 2009), suggesting that information is a reward in and of itself. Loewenstein (1994) proposed an information-gap account of curiosity, and our framework allows us to capture this motive for information acquisition within an expanded utility model. While curiosity is a powerful motive for information acquisition, there nevertheless are many situations in which people actively choose to avoid information, e.g., not obtaining a costless medical test. We hypothesize that information avoidance derives from a desire to avoid increasing attention on a negative anticipated outcome. More generally, we suggest that individuals have an inclination to seek (or avoid) information whenever they anticipate that what they discover will be pleasurable (or painful). Of course, ex-ante beliefs about such events are already good or bad respectively (Eliaz and Spiegler, 2006), but there can be a big difference between discovering something for sure and simply considering it a likely possibility. Our additional assumption is that obtaining news tends to increase attention to it (as in Gabaix et al., 2006; Tasoff and Madarasz, 2009), which leads to the implication that people will seek information about questions they like thinking about and will avoid information about questions they do not like thinking about. We explore the implications of our proposed utility model for information acquisition or avoidance in a companion paper (Golman and Loewenstein, 2015a), and we outline this analysis in Section 5.

The standard account of preferences about risk and ambiguity considers these preferences to be primitives in a model (e.g., Anscombe and Aumann, 1963; Kilbanoff et al., 2005). However, research has shown that missing information has
a profound impact on decision making under risk and ambiguity. For example, Ritov and Baron (1990) studied hypothetical decisions concerning whether to vaccinate a child, when the vaccine reduces the risk of the child dying from a disease but might itself be harmful. When the uncertainty was caused by salient missing information about the risks from vaccination – a child had a high risk of being harmed by the vaccine or no risk at all but it was impossible to find out which – subjects were more reluctant to vaccinate than in a situation in which all children faced a similar risk and there was no salient missing information. In a second companion paper (Golman and Loewenstein, 2015b) we argue that the information-gap concept developed here underlies an alternative account of risk and ambiguity aversion (and seeking) that is conceptually different from, and has different testable implications from, the usual account of risk aversion involving loss aversion and the usual account of ambiguity aversion involving vague probabilities. In Section 6 we outline our argument that salient information gaps can either increase or decrease preference for uncertain gambles depending on whether it is painful or pleasurable to think about the information one is missing.

Our expanded utility model builds on the insights of Caplin and Leahy (2001). Caplin and Leahy recognize that anticipatory feelings about prizes that might be received in the future can affect utility. We follow them (and Köszegi (2010) as well) in applying expected utility theory to psychological states rather than to physical prizes, but we expand the domain of psychological states that people can have feelings about. In doing so, we incorporate Tassooff and Madarász’s (2009) insight that information stimulates attention and thus complements anticipatory feelings. Kreps and Porteus (1978) present a model capturing preferences for early or late resolution of uncertainty, and Dillenberger (2010) captures preferences for one-shot or sequential resolution of uncertainty; this line of research thus deals with when, but not whether, an individual prefers to acquire information. Our model focuses just on the latter issue, but with it one could address the timing of uncertainty resolution by making additional assumptions about time preference.

We rely on a reduced form model of knowledge and awareness to describe information gaps – and the desire to fill them or ignore them – in order to avoid the complications of working with information partitions in a state-space model of knowledge (as in Aumann, 1976). The standard partitional state-space framework permits a distinction between two states of affairs – knowing and not knowing – but makes it difficult to capture unawareness (Modica and Rustichini, 1994; Dekel et al., 1998). We introduce a question-answer knowledge structure that allows us easily to draw an important distinction between three different states: knowing (represented by a question and a particular answer); not knowing, but knowing that one doesn’t know (represented by a question and a set of possible answers); and not knowing and not knowing what one doesn’t know (represented by the absence of an activated question). This third state corresponds to pure unawareness (Li, 2008), in the sense that an individual is unaware of the question itself and does not even distinguish different possible answers. (In contrast, our question-answer structure does not capture partial unawareness, in the sense of an individual being aware of a question and proper subset of possible answers, but unaware of some other remaining possible answers.) The question-answer structure is consistent with, and could be cast in terms of, a generalized state-space model (e.g., Modica and Rustichini, 1999; Heifetz et al., 2006), but we find the question-answer structure convenient to use.

The question-answer knowledge structure is intended to reflect human information-processing capabilities. Our cognitive maps of the world are not sets of possible states, each described in exquisite detail to account for all possible consequences of all possible decisions. Instead, people attend to a few relevant aspects of a situation and use limited information to make a broad judgment that can be refined later, if necessary. People tend to set goals and monitor their progress toward them in order to navigate a complex world (Miller et al., 1960; Locke and Latham, 1990; Loewenstein, 1999). We advance the idea that the acquisition of knowledge is also goal-oriented. We don’t simply seek out information to maximize the data available to us or even to optimize future decisions, but instead tend to seek answers to questions that are either posed to us or that we pose to ourselves. Questions are, therefore, very much like informational goals or reference points. Indeed, focusing on a question that one cannot answer – e.g., a puzzle one cannot figure out – can torment a person and at the same time motivate the search for an answer, much as a high reference point can simultaneously detract from utility and motivate one to strive to reach it.

2. THEORETICAL FRAMEWORK

2.1 Cognitive States

Traditional economic theory assumes that utility is a function of consumption bundles or material outcomes, or (perhaps subjective) distributions thereof. Our basic premise is that utility depends not only on such material outcomes but also on one’s cognitive state, encompassing the attention paid to each of the issues or questions that one is aware of as well as subjective judgments about the possible answers to these questions. While people have preferences about their beliefs (and the attention paid to them), we do not treat beliefs (or attention) as choice variables. People can choose whether or not to acquire information that will influence beliefs, but we assume that one’s beliefs, given one’s information, are constrained by Bayesian inference.

While there surely is an infinite set of possible states of the world, we assume, realistically we believe, that a person can only conceive of a finite number of questions at any one time. We represent awareness with an array of ‘activated’ questions and a remaining set of ‘latent’ questions. Activated questions are those that the individual is aware of. Latent questions are those that the individual could become, but is not currently, aware of. The finite subset of questions a person is aware of (i.e., paying at least some attention to) is denoted Q. We label these activated questions as $Q_1, \ldots, Q_m$. A vector of attention weights $w = (w_1, \ldots, w_m) \in \mathbb{R}_+^m$ indicates how much attention each activated question gets. These

---

1For example, we show that low-stakes risk aversion (Rabin, 2000) could be attributed to the discomfort of thinking about uncertainties.

2Many have considered the notion that people derive utility from their beliefs (Abelson, 1986; Geanakoplos et al., 1989; Asch et al., 1990; Yariv, 2001; Kadane et al., 2008).

3We can think of the (presumably infinite) set of latent ques-
attention weights depend on three factors that we designate “importance,” “salience,” and “surprise.” We return to define and discuss these concepts in Section 3.

A question $Q_i$ has a countable set of possible (mutually exclusive) answers $A_i = \{A_{i1}, A_{i2}, \ldots\}$. A person may not know the correct answer to a given question, but reasonably has a subjective belief about the probability that each answer is correct. The (subjective) probabilities across different questions may well be mutually dependent. This framework allows us to capture information gaps, which are represented as activated questions lacking known correct answers, as depicted in Table 2.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
<th>Belief</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent</td>
<td>–</td>
<td>Unawareness</td>
</tr>
<tr>
<td>Activated</td>
<td>Unknown</td>
<td>Uncertainty</td>
</tr>
<tr>
<td></td>
<td>Known</td>
<td>Certainty ↓ information gap</td>
</tr>
</tbody>
</table>

Table 2: The question-answer knowledge structure.

Anticipated material outcomes, or prizes, can also be incorporated into this framework. We let $X$ denote a countable set of prizes – i.e., material outcomes. The subjective probability over these prizes is in general mutually dependent with the subjective probability over answers to activated questions; that is, the receipt of new information often leads to revised beliefs about the likelihood of answers to many different questions as well as about the likelihood of different material outcomes. Denote the space of answer sets together with prizes as $\alpha = A_1 \times A_2 \times \cdots \times A_m \times X$. Thus, given a state of awareness defined by the set of activated questions $Q$, we represent a person’s cognitive state $C$ with a subjective probability measure $\pi$ defined over $\alpha$ (i.e., over possible answers to activated questions as well as eventual prizes) and a vector of attention weights $w$. We denote the set of all possible cognitive states as $C = \Delta(\alpha) \times \mathbb{R}^m$ (with the notation $\Delta(\alpha)$ referring to the space of probability distributions over $\alpha$ with finite entropy). The restriction to distributions with finite entropy serves a technical purpose, but it should not trouble us – intuitively, it means that a person cannot be aware of an infinite amount of information, which is also the basis for our assumption that the set of activated questions is finite.). Each marginal distribution $\pi_i$ specifies the subjective probability of possible answers to question $Q_i$, and similarly $\pi_X$ specifies the subjective probability over prizes.

The formal representation of a cognitive state is depicted in Table 3. Consider, for example, a college professor deciding whether or not to look at her teaching ratings. The set of activated questions (and possible answers) might include: “How many of my students liked my teaching?” (0, 1, 2, …); “Did they applaud on the last day of class?” (yes/no); “How good a teacher am I?” (great, good, so-so, bad, awful); “Will I get tenure?” (yes/no). Prior belief about the first question might be quite uncertain. The answer to the second question, on the other hand, might already be known with certainty. There may or may not be much uncertainty about the third and fourth questions. All of these beliefs (to the extent they are uncertain) are jointly dependent. The material outcome might be next year’s salary, which would also depend on (but not be completely determined by) whether or not she gets tenure. Looking at the ratings will definitively answer the first question and may resolve some, but not all, of the uncertainty surrounding the other issues.

### 2.2 Actions

A decision maker has the possibility of taking actions with two kinds of effects: informational actions contribute to subjective judgments about the world by answering a question; and instrumental actions affect the chances of receiving various prizes (outcomes). For example, wagering on the color of a ball drawn from an urn is an instrumental action. Examining the contents of the urn is an informational action. Informational actions affect the subjective probability measure through the conditioning of beliefs on the discovered answer. Instrumental actions affect beliefs directly by changing the distribution over prizes conditional on subjective judgments. Both instrumental and informational actions also impact attention weights through their respective effects on importance and surprise. Note that some actions will have both instrumental and informational effects. Examples include paying a fee for a property value appraisal or hiring a private eye.

At any point in time an individual can be characterized by a prior cognitive state consisting of subjective probability measure $\pi^0$ and attention weight vector $w^0$. Actions, in general, are operators on cognitive states that map to new cognitive states or to distributions over cognitive states. A purely instrumental action acting on the prior cognitive state determines a particular new cognitive state. Typically, it preserves the prior subjective judgment about the probability of each answer set and then specifies a new distribution over prizes conditional on each possible answer set. An instrumental action may also affect the importance of various questions (as formalized in the next section) and thereby influence the attention weights. For example, the decision to participate in a karaoke session will likely raise the attention weight on the question “Am I a good singer?”

Acquiring information also changes one’s cognitive state. Ex ante, as one does not know which answer will be discovered, the prospect of acquiring information offers the decision maker a lottery over cognitive states. Upon learning answer $A_i$ to question $Q_i$, one’s subjective probability measure over $\Delta(\alpha)$ changes from $\pi^0$ to $\pi^0|A_i$. We assume Bayesian updating here, which means that ex ante, before one knows what one will discover, an informational action determines a distribution over subjective judgments such that the expectation of this distribution equals the prior judgment. That is, by the law of total probability,

---

4We use the term countable here to mean *at most countable*. The restriction of a countable set of answers to a countable set of possible questions does still allow an uncountable set of possible states of the world, but as awareness is finite, the precise state of the world would be unknowable.

5We assume that there is no such thing as an answer that is disconnected from a question.

6By subjective probability, we mean personal probability, but we take it to be observable by direct elicitation.

7In most cases, we will assume that activation of questions is determined exogenously – i.e., by the environment. We don’t model growing awareness (see Karni and Vierø, 2013).

8For any $\tilde{A} \subseteq A_i$, we have $\pi_i(\tilde{A}) = \pi_i(A_1 \times \cdots \times A_{i-1} \times \tilde{A} \times A_{i+1} \times \cdots \times A_m \times X)$.

9We thus denote a belief with complete certainty in $A \times x$ as $\pi^{A \times X}$.
Subjective Probabilities

Activated Questions | Possible Answers | Subjective Probabilities* | Attention Weights
---|---|---|---
Q1 | $A_1 = \{A_1, A_1^2, \ldots \}$ | $[\pi_1(A_1), \pi_1(A_1^2), \ldots]$ | $w_1$
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$
Q_m | $A_m = \{A_m^1, A_m^2, \ldots \}$ | $[\pi_m(A_m^1), \pi_m(A_m^2), \ldots]$ | $w_m$
N/A | $X = \{x, x', x'', \ldots \}$ | $[\pi_X(x), \pi_X(x'), \ldots]$ | N/A

*Answers to different questions are not generally independent. Typically, the joint probability measure $\pi \neq \pi_1 \cdots \pi_m \cdot \pi_X$.

Table 3: Representation of a cognitive state.

$$\sum_{A_i \in A_i} \pi_0^i(A_i) \pi^{A_i} = \pi^0.$$ An informational action would decrease expected entropy because conditioning reduces entropy (see, e.g., Cover and Thomas, 1991, pg. 27). New information generates surprise (as formalized in the next section), which changes the attention weights too. Given the prior attention weight vector $w^0$ based on salience and importance, we let $w^{A_i}$ denote the new attention weight vector immediately after learning $A_i$, resulting from surprise at this discovery.

### 2.3 Preferences over (Distributions of) Cognitive States

The conventional theory of choice under risk assumes that a lottery over outcomes is evaluated according to its expected utility. Given that we may think of an informational action as creating a lottery over cognitive states, we make the natural assumptions leading to an expected utility representation in this new domain.

**Independence Across Cognitive States**

We assume that there is a complete and transitive preference relation $\succeq$ on $\Delta(\mathcal{C})$ that is continuous (with respect to an appropriate topology)\(^{10}\) and that satisfies independence, so there exists a continuous expected utility representation $u$ of $\succeq$ (von Neumann and Morgenstern, 1944).

The assumption here is that when information could put a person into one of many possible cognitive states, preference is consistent with valuing each possible cognitive state independently of any other cognitive states the person might have found herself in.

This might seem to imply that the utility of a state of uncertain knowledge is equal to the expected utility of each of the possible beliefs – e.g., that being uncertain of whether the object of my desire reciprocates my affections provides the same utility as the sum of probabilities times the utilities associated with the possible outcome belief states. It need not, because (as we discuss in detail below) obtaining the information, and indeed the specific information one obtains, is likely to affect one’s attention weights. Such a change in attention can encourage or discourage a decision maker from resolving uncertainty, depending on whether the news that will be revealed is expected to be good or bad.

### 2.4 Choosing Between Sequences of Actions

The discovery of information following an initial action can change the availability or desirability of subsequent actions. For example, the information in a college professor’s teaching ratings could help her decide whether to enroll in a teacher improvement class. A sequence of actions can be analyzed with the convention that an action operator passes through a distribution over cognitive states.\(^{11}\) Thus, we represent a sequence of actions $s$ acting on a cognitive state $(\pi, w)$ as $s \cdot (\pi, w) \in \Delta(\mathcal{C})$.

Choice from among a set of sequences of actions $\mathcal{S}$, where early actions may reveal information that will inform later actions, is represented as utility maximization: a sequence $s^* \in \mathcal{S}$ may be chosen by a decision maker in the cognitive state $(\pi, w)$ if $s^* \in \arg\max_{s \in \mathcal{S}} u(s \cdot (\pi, w))$. We find it useful to define a utility function over cognitive states, contingent on the set of sequences of actions that may subsequently be chosen:

$$U(\pi, w \mid \mathcal{S}) = \max_{s \in \mathcal{S}} u(s \cdot (\pi, w)). \quad (1)$$

In the example of the professor’s teaching ratings, the set of available subsequent actions is to enroll in the teacher improvement class or not to enroll in the class. Looking at the ratings resolves a lottery over cognitive states, each of which having utility that is conditional on making the optimal choice of one of these subsequent actions.

We define the desirability of a sequence of actions $s$ in cognitive state $(\pi, w)$ as $D(s \mid \pi, w) = u(s \cdot (\pi, w)) - u(\pi, w)$.\(^{12}\) Desirability is simply marginal utility relative to the trivial ‘action’ of doing nothing.

### 3. PSYCHOLOGICAL INSIGHTS

In this section we introduce a number of specific psychological insights that lead us to specify a utility function that generates a wide range of testable predictions concerning informational phenomena. These insights help us characterize the factors that influence the level of attention paid to a question as well as to identify distinctly the valence of beliefs and the desire for clarity.

#### 3.1 Attention

Neuroeconomic research indicates that attention shapes preference (Fehr and Rangel, 2011). Attention weights in our model specify how much a person is thinking about particular beliefs and, in turn, how much those beliefs directly impact utility. We may think of beliefs as having intrinsic value, which is then amplified by these attention weights.

\(^{10}\)The induced topology on $\mathcal{C}$ (derived from the order topology on $\Delta(\mathcal{C})$) should be a refinement of the order topology on $\mathcal{C}$ (see Nielsen, 1984).

\(^{11}\)Analogous to the standard assumption in decision under risk, the model assumes reduction of compound distributions over cognitive states. This does not imply the traditional reduction of compound lotteries.

\(^{12}\)The degenerate distributions in $\Delta(\mathcal{C})$ correspond to individual states of knowledge. With the standard abuse of notation, we refer to the utility of the degenerate distribution on $(\pi, w) \in \mathcal{C}$ as $u(\pi, w)$. 
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Our model (assuming monotonicity with respect to attention weights, as described in Section 4) provides a natural distinction between beliefs that have positive or negative intrinsic value: beliefs are positive specifically when more attention enhances utility and are negative in the opposite case. That is, a person likes thinking about (i.e., putting more attention weight on) positive beliefs and does not like thinking about negative beliefs.

Here we formalize the concepts of importance, salience, and surprise, all of which, we assume, contribute to attention weight. The importance $\gamma_i$ of a question $Q_i$ reflects the degree to which one’s utility depends on the answer. Thus, for example, for an egocentric but insecure, individual, the question, “Do other people like me?” is likely to be of great importance because the answer matters to the individual. Salience, distinctly, reflects the degree to which a particular context highlights the question. If, for example, an individual hears that another person was talking about her (with no further details), the question of whether the comments were favorable or not will become highly salient. We denote the salience of question $Q_i$, as $\sigma_i \in \mathbb{R}_{+}$. Finally, surprise is a factor that reflects the dependence of attention on the dynamics of information revelation, and specifically on the degree to which receiving new information changes one’s beliefs. If, having believed that she was generally well-liked, our individual were to discover that the comments about her were actually unfavorable, the discovery necessitating a radical change in her belief, would be quite surprising (and, as we presently assume, would increase her attention to the question). We denote the surprise associated with a revised belief about question $Q_i$, as $\delta_i$. We assume that the attention $w_i$ on an activated question $Q_i$ is a strictly increasing function of this question’s importance $\gamma_i$, its salience $\sigma_i$, and the surprise $\delta_i$ associated with it.

Importance

The importance of a question depends on the spread of the utilities associated with the different answers to that question. The degree to which an individual’s utility varies with the answers to a question depends both on the magnitude of the utility function and on the perceived likelihood of different answers. Continuing with the example of the question of how well-liked an individual is, one could distinguish two relevant traits: egocentrism – the degree to which the individual cares about being well-liked; and insecurity – the dispersion of the individual’s subjective probability distribution across possible answers. By our definition of the concept, importance should be positively related to both traits.

Given a particular prior subjective probability measure $\pi^0$ and a set $S$ of sequences of actions available to the decision maker, the importance $\gamma_i$ of question $Q_i$ is a function (only) of the likelihood of possible answers and the utilities associated with these answers, captured as

$$\gamma_i = \phi \left( \left\langle \pi_i^0(A_i), U(A_i, w_i^A | S) \right\rangle_{A_i \in \text{supp}(\pi_i^0)} \right)$$

where $U$ is the utility function defined in Equation (1). Without specifying the precise form of this function $\phi$, we assume only that it (i.e., importance) increases with mean-preserving spreads of the (subjective) distribution of utilities that would result from different answers to the question, and that it is invariant with respect to constant shifts of utility. Thus, a question is important to the extent that one’s utility depends on the answer. Raising the stakes increases importance. On the other hand, if an answer is known with certainty, then by this definition nothing is at stake, so the underlying question is no longer important. While acquiring information will affect the importance of the questions being addressed, it takes time to adapt to news, so there should be some delay. We assume that the importance of a question is updated only when the new information is incorporated into a new default subjective probability measure.

Our definition of importance is, admittedly, circular. Importance depends on utility, which in turn depends on the attention weight, but importance also contributes to attention weight. There is, likely, some psychological realism to this circularity which captures the dynamic processes giving rise to obsession: attention to a question raises its importance, and the elevated importance gives rise to intensified attention. If we assume that these processes unfold instantaneously, then importance (and, in turn, attention weight and utility) will be a fixed point of this composition of functions. We can make simple comparisons of importance without going to the trouble of specifying precise values.

Salience

The salience of a question depends on a variety of exogenous contextual factors. For example, a question could be salient if it has recently come up in conversation (i.e., it has been primed) or if other aspects of the environment remind an individual about it. Alternatively, a question could be more salient to an individual if the answer is, in principle, knowable, and even more so if other people around her know the answer but she does not.

Often a question may be salient despite being unimportant. Continuing the prior example, even if an individual deems others’ perceptions of her as unimportant, the question of her popularity might nonetheless be highly salient if the individual was asked, “Do you know what x thinks of you?” Conversely, there are myriad questions that are important by the definition just provided, but which lack salience. There might be numerous people whose opinion of us we would care about and be unsure of, but unless something raises the issue in our mind, we are unlikely to focus on it. It seems natural to think that some degree of salience is a necessary, and sufficient, condition for attention (while some degree of importance is not). Thus, we assume that a question $Q_i$ is activated (i.e., has strictly positive attention weight $w_i > 0$) if and only if it has positive salience $\sigma_i > 0$. Further, we assume that attention weight $w_i$ has strictly increasing differences (i.e., a positive cross-partial derivative, if we assume differentiability) in $(\gamma_i, \sigma_i)$. That is, an increase in importance produces a greater increase in attention for a more salient question.

Surprise

The third factor that we posit influences attention is the surprise one experiences upon acquiring new information. Surprise reflects the degree to which new information changes existing beliefs. A natural measure of surprise was proposed in a theoretical paper by Baldi (2002) and, in an empirical follow-up investigation (Itti and Baldi, 2009), shown to predict the level of attention paid to information. Incorporating the insights from this line of research, we assume that when the answer to a particular question $Q_j$ is learned, thereby contributing information about the answers to asso-
associated questions and causing their subjective probabilities to be updated, the degree of surprise associated with a new belief about question $Q_i$ can be defined as the Kullback-Leibler divergence of $\pi^A_i$ against the prior $\pi^0_i$:

$$\delta_i(\pi^A_i||\pi^0_i) = \sum_{A_i \in A_i} \pi^A_i(A_i) \log \frac{\pi^A_i(A_i)}{\pi^0_i(A_i)}.$$ 

Surprise is positive with any new information, and is greatest when one learns the most unexpected answer with certainty. However, the feeling of surprise is not permanent. We assume that when the decision maker adapts and gets used to this new knowledge (formally, when the default subjective probability measure is reset), it is no longer surprising.

**The Belief Resolution Effect**

The impact of new information on attention is greatest when uncertainty about a question is resolved completely. Surprise immediately spikes, but in the long run fades, and the underlying question becomes unimportant because, with the answer known, there is no longer a range of possible answers. Taken together, these factors create a pattern of change in attention weight following the discovery of a definitive answer, what we call the belief resolution effect — when an answer is learned with certainty, there is an immediate boost in attention weight on it, but over time this attention weight falls to a lower level. Specifically, when the decision maker adapts and the certain belief is incorporated into the default subjective probability measure, the question then receives less attention. It is as if the brain recognizes that because a question has been answered, it can move on to other questions that have yet to be addressed. Janis (1958) recognized the belief resolution effect when he observed that surgical patients getting information about their upcoming procedure initially worry more about the surgery but subsequently experience less anxiety.

### 3.2 Valence and Clarity

It is useful to distinguish two sources of a belief’s intrinsic value: **valence** and **clarity**. Valence refers to the value attached to answers to questions. To illustrate the concept of valence, we return to the example of a professor’s belief about her teaching ability. Being a good (or bad) teacher carries intrinsically positive (or, respectively, negative) valence. Clarity refers to preferences between degrees of certainty, independent of the answers one is certain of. We assume that, *ceteris paribus*, people prefer to have greater clarity (i.e., less uncertainty or more definitive subjective beliefs). The aversion that people feel towards uncertainty is reflected in neural responses in the anterior cingulate cortex, the insula and the amygdala (Hirsh and Inzlicht, 2008; Sarinopoulos et al., 2010). It manifests in physiological responses as well. Subjects who know to expect an electric shock, but who are uncertain whether it will be mild or intense, show more fear — they sweat more profusely, and their hearts beat faster — than subjects who know for sure that an intense shock awaits (Arntz et al., 1992).

When valence and clarity pull in opposite directions, it may be the case that people prefer a certain answer to a subjective belief that dominates it on valence or that people prefer uncertainty when it leaves space for better answers. While the preference for clarity violates Savage’s (1954) sure-thing principle, we do assume a weaker version of it:

**One-Sided Sure-Thing Principle**

For any $\pi \in \Delta(\alpha)$, let $\text{supp}(\pi) \subseteq \alpha$ denote the support of $\pi$. If for all $A \times x \in \text{supp}(\pi)$ we have $u(\pi', w) \geq u(\pi^{A \times x}, w)$, then $u(\pi', w) \geq u(\pi, w)$, with the latter inequality strict whenever there exist $A' \times x'$ and $A'' \times x'' \in \text{supp}(\pi)$ such that $A' \neq A''$.

The one-sided sure-thing principle asserts that people always prefer a certain answer to uncertainty amongst answers that all have valences no better than the certain answer (holding attention weight constant).

**A Measure of Uncertainty**

The assumption of a preference for clarity means that there is a preference for less uncertain subjective beliefs. A useful measure of the uncertainty about a particular question is the entropy of the subjective probability distribution over answers (Shannon, 1948). The entropy of a subjective (marginal) probability $\pi_i$ is $H(\pi_i) = -\sum_{A_i \in A_i} \pi_i(A_i) \log \pi_i(A_i)$ (with the convention that $0 \log 0 = 0$).

At one extreme, entropy is high when there are many equally likely possible answers; at the other extreme, there is minimal entropy of 0 when a single answer is known for sure.

### 3.3 A Specific Utility Function

To make precise predictions about preferences for (or to avoid) information, we consider a specific utility function incorporating the preference for clarity and the role of attention weights:

$$u(\pi, w) = \sum_{x \in X} \pi_X(x) v_X(x) + \sum_{i=1}^m w_i \left( \sum_{A_i \in A_i} \pi_i(A_i) v_i(A_i) - H(\pi) \right).$$

We represent the value of prize $x$ as $v_X(x)$ and the valence of answer $A_i$ as $v_i(A_i)$. We now describe properties (some quite strong and almost certainly not always satisfied) that characterize (and necessarily imply) this utility function (see Theorem 1 below).

### 4. CHARACTERIZATION OF THE UTILITY FUNCTION

#### 4.1 Properties

The utility function in Equation (2) satisfies the following seven properties.

**Independence Across Prizes**

In Section 2 we assumed independence across cognitive states. Independence might extend, as in traditional models, to material outcomes, holding beliefs constant.

$P1$. Holding the rest of the cognitive state constant, the preference relation satisfies independence across prizes if

$$u(\pi^A, w) = \sum_{x \in X} \pi_X^A(x) u(x^{A \times x}, w).$$

Property (P1) implies belief-dependent expected utility over lotteries that are independent of beliefs about the world. If
we also were to assume belief-independent utility for prizes, then we would gain the ability to reduce compound lotteries consisting of horse races as well as roulette lotteries (Anscombe and Aumann, 1963) to single-stage lotteries. However, we believe it is often the case that utility is belief-dependent. We might say that a decision maker often has a horse in the race.

**Separability Between Questions**

Additive separability of utility between questions means that a person can place a value on a belief about a given question without needing to consider beliefs about other questions.

\[ P2. \text{ A utility function satisfies additive separability between questions if } u(\pi, w) = u_x(\pi_x) + \sum_{i=1}^m u_i(\pi_i, w_i).^{14} \]

Property (P2) may seem quite strong because we can imagine representations of sensible preferences that are not additively separable. For example, the value of a belief about whether a car on sale has a warranty intuitively could depend on the cost of the car in the first place (not to mention one’s desire for a new car, one’s estimation of the costs of car repairs, etc.). However, we may be able to represent these preferences as separable after all. We might suppose that these beliefs do have separable values but that they correlate with some other highly valued belief, perhaps about how good a deal one can get on the car. That is, while intuition tells us that the value of beliefs about different questions (e.g., “does she like me?” and “does she have a boyfriend?”) is often interdependent, this dependence may be mediated by the existence of additional questions (e.g., “will she go out with me?”), beliefs about which may be mutually dependent, but independently valued.

**Monotonicity with respect to Attention Weights**

Preferences satisfy the property of monotonicity with respect to attention weights if whenever increasing attention to a given belief enhances (or diminishes) utility, it will do so regardless of the absolute level of attention weight. At a psychological level, the interpretation of this monotonicity property is that when a belief is positive, more attention to it is always better, and when a belief is negative, more attention is always worse. In fact, the property provides a natural definition of whether a belief is positive or negative.

\[ P3. \text{ Preferences satisfy monotonicity with respect to attention weights if for any } w, \tilde{w}, \text{ and } \pi \in \mathbb{R}_+^m \text{ such that } w_i = \tilde{w}_i = \tilde{w}_j \text{ for all } i \neq j \text{ and } \tilde{w}_j > w_j, \text{ we have } u(\pi, \tilde{w}) \geq u(\pi, w) \text{ if and only if } u(\pi, \tilde{w}) \geq u(\pi, \tilde{w}), \]

with equality on one side implying equality on the other, for all \( \pi \in \Delta(\alpha) \).

In the case that these inequalities hold strictly, we say that \( \pi_j \), the belief about question \( Q_j \), is a positive belief. If they hold as equalities, we say that \( \pi_i \) is a neutral belief. And, in the case that the inequalities hold in the reverse direction, then \( \pi_j \) is a negative belief.

\[^{14} \text{A subset of questions } Q \subset Q \text{ can also be separable, in which case } u(\pi, w) = \sum_{i \in \hat{Q}^{-}} u_{\pi_i, w_i} + u_{\hat{Q}^+} w - q \text{ where } \pi_{\hat{Q}^{-}} \text{ is the marginal distribution over answers to the remaining questions and prizes and the vector } w_{\hat{Q}^{-}} \text{ contains the remaining components of } w. \]

**Linearity with respect to Attention Weights**

The next property describes how changing the attention on a belief impacts utility. For any given attention weight, the marginal utility of a change in belief depends on what those beliefs are and how much the individual values them. The property of linearity with respect to attention weights means that, in general, the marginal utility associated with such a change in belief (assuming the utility of this belief is separable) is proportional to the attention on that belief.

\[ P4. \text{ When the utility of question } Q_i \text{ is separable, linearity with respect to attention weights is satisfied if for any } w_i \text{ and } \pi_i', \pi_i'' \in \Delta(A_i), \text{ we have } u_i(\pi_i', w_i) - u_i(\pi_i'', w_i) = \frac{\partial u_i}{\partial w_i} \left( u_i(\pi_i', w_i) - u_i(\pi_i'', w_i) \right). \]

Property (P4) allows us, in the case of separable utility, to assign an intrinsic value \( v_i \) to beliefs such that \( u_i(\pi_i, w_i) - u_i(\pi_i', w_i) = v_i(\pi_i') - v_i(\pi_i'') \). We abuse notation by referring to the valence of answer \( A_i \) as \( v_i(A_i) \), with it being defined here as the intrinsic value \( v_i \) of belief with certainty in \( A_i \). We have taken the liberty of specifying a precise relationship between attention weights and utility as a convenient simplification; it should be noncontroversial because we do not claim to have a cardinal measure of attention weight.

**Label Independence**

Intuitively, the value of a belief should depend on how an individual values the possible answers and on how probable each of these answers is, and these factors (controlling for attention weight of course) should be sufficient to determine the utility of any (uncertain) belief. In particular, the value of a belief should not depend on how the question or the answers are labeled.

\[ P5. \text{ Label independence is satisfied if, when the utility of questions } Q_i \text{ and } Q_j \text{ are separable, a bijection } \tau : A_i \rightarrow A_j, \text{ such that } v_i(A_i) = v_j(\tau(A_i)) \text{ and } \pi_i(A_i) = \pi_j(\tau(A_i)), \text{ implies that } v_i(\pi_i) = v_j(\pi_j). \]

**Reduction of Compound Questions**

The intuition behind the assumption of label independence also seems to suggest that the utility of a belief perhaps should not depend on the way the question giving rise to the belief is asked, i.e., on whether a complicated question is broken up into pieces. We should recall, however, that the activation of a particular question directs attention to the belief about this question. Thus, in general, the utility of a belief will not be invariant to the question being asked. Still, it may be the case that utility remains invariant when a compound question is broken into parts as long as the attention on each part is weighted properly. If utility remains invariant upon setting attention weights on conditional questions to be proportional to the subjective probabilities of the hypothetical conditions, then we say that the utility function satisfies the reduction of compound questions property. Figure 1 demonstrates the reduction of a compound question with appropriate utility weights on each subquestion.

\[ P6. \text{ A separable utility function satisfies the reduction of compound questions property if whenever there is a partition } \zeta \text{ of the answers } A_i (to question } Q_i \text{ into } \zeta = \{ A_{i1}, \ldots, A_{in} \}. \]
Figure 1: Decomposition of a compound question.

and a bijection \( \tau : \zeta \to \mathcal{A}_i \) into the answers to some question \( Q_i \) such that for any \( h \in [1, n] \) and any \( A_i \in \mathcal{A}_{i_h} \),

\[
v_i(A_i) = v_j(\tau(A_{i_h})) + v_{i_h}(A_i)
\]

and

\[
\pi_i(A_i) = \pi_j(\tau(A_{i_h})) \cdot \pi_{i_h}(A_i),
\]

it follows that

\[
u_i(\pi_i, \omega) = u_j(\pi_j, \omega) + \sum_{h=1}^{n} u_{i_h}(\pi_{i_h}, \pi_j(\tau(A_{i_h})) \cdot \omega).
\]

Ruling Out Unlikely Answers Increases Clarity

A final property operationalizes the preference for clarity. Controlling for the valence of one’s beliefs, by considering situations in which one is indifferent between different possible answers to a question, there should be a universal aversion to being uncertain about the answer to an activated question. As a building block toward quantifying the uncertainty in a subjective belief, we assert here that when an unlikely (and equally attractive) answer is ruled out, uncertainty decreases (and thus the utility of that uncertain belief increases).

P7. Ruling out unlikely answers increases clarity if, when the utility of question \( Q_i \) is separable and all answers to this question have the same valence, i.e., \( v_i(A_i) = v_i(A'_i) \) for all \( A_i, A'_i \in \mathcal{A}_i \), then for any \( \pi \) where without loss of generality \( \pi_i(A_i) \) is weakly decreasing in \( h \) and for any \( \pi' \) such that \( \pi'_i(A_i) \geq \pi_i(A_i) \) for all \( h \in [1, \tilde{h}] \) (at least one inequality strict) and \( \pi'_i(A_i) = 0 \) for all \( h > \tilde{h} \), for some \( \tilde{h} \), we consequently have \( v_i(\pi_i) > v_i(\pi'_i) \).

4.2 Utility Representation Theorem

**Theorem 1.** If the properties P1-P7 are satisfied, then

\[
u(\pi, w) = \sum_{x \in X} \pi_X(x) v_X(x) + \sum_{i=1}^{m} \pi_i w_i \left( \sum_{A_i \in \mathcal{A}_i} \pi_i(A_i) v_i(A_i) - H(\pi_i) \right).
\]

**Proof.** Linearity with respect to attention weights allows us to pull an attention weight on question \( Q_i \) outside of the utility \( u_i(\pi_i, w_i) = w_i v_i(\pi_i) \) (using a neutral belief to calibrate \( v_i \)). A partition of \( \mathcal{A}_i \) into singletons \( \mathcal{A}_{i_h} \) such that \( v_i(A_i) = v_{i_h}(A_i) \) allows us, by reduction of the compound question, to determine that the function \( F(\pi_i) = v_i(\pi_i) - \sum_{A_i \in \mathcal{A}_i} \pi_i(A_i) v_i(A_i) \) does not depend on \( v_i(A_i) \) for any \( A_i \in \mathcal{A}_i \). Moreover, \( -F(\cdot) \) satisfies Shannon’s (1948) axioms (continuity, increasing in the number of equiprobable answers, and reduction of compound questions) characterizing the entropy function \( H(\pi_i) = -\sum_{A_i \in \mathcal{A}_i} \pi_i(A_i) \log \pi_i(A_i) \). \( \square \)

5. INFORMATION ACQUISITION AND AVOIDANCE

We can apply our utility function to decisions about information acquisition or avoidance. We develop our analysis in a companion paper (Golman and Loewenstein, 2015a), and we provide a broad outline here of its implications. The desire for information, in our model, can be decomposed into three distinct motives: recognition of the instrumental value of the information; curiosity to fill the information gap(s); and motivated attention to think more or less about what could be discovered. The instrumental value of information arises from its impact on subsequent actions. As in the standard account of informational preferences, it is defined as the difference between the expected utility of subsequent actions conditional on having the information and the utility expected in the absence of the information. Curiosity arises from the expected reduction in uncertainty upon acquiring information. It is defined as the expected utility of revised beliefs, given prior levels of attention. The magnitude of curiosity depends on the attention devoted to each information gap that stands to be addressed. Motivated attention arises from the surprise upon acquiring information. It is defined as the expected utility of increased attention on whatever happens to be discovered, conditioning on all possible outcomes. Motivated attention is a motive to acquire information that’s expected to be good and to avoid information that’s expected to be bad.

Putting the three motives together, our model makes many predictions about when, and the degree to which, information will be sought or avoided. When anticipated answers are neutral or even potentially positive, information should be sought. The strength of the desire for this information should increase with the number of attention gaps that can be addressed, the attention paid to them, and the valence of the possible outcomes. However, when anticipated outcomes are sufficiently negative, information would be avoided. This “ostrich effect” when anticipating bad outcomes is consistent with a growing body of empirical evidence (see, e.g., Karlsson et al., 2009; Eil and Rao, 2011). In addition, the belief-resolution effect in our model leads to a novel prediction: individuals who discount the future less should be less likely to exhibit the ostrich effect and more likely to acquire information despite anticipated bad news.

6. RISK AND AMBIGUITY PREFERENCE

Section 5 outlines how the model we have developed allows us to describe a desire to acquire or to avoid information. We can apply this same model to an entirely new domain: preferences about wagers that depend on missing information. Risk and ambiguity aversion are complex topics, and we develop these applications in depth in a companion paper (Golman and Loewenstein, 2015b). Here, we provide a broad outline of the model’s implications in this domain.

Decision making under risk and under ambiguity both expose decision makers to information gaps. Imagine a choice between a gamble and a sure thing. Deciding to play the gamble naturally focuses attention on the question: what
will be the outcome of the gamble? Of course, deciding to not play the gamble does not stop an individual from paying some attention to the same question (or, if not choosing the gamble means it will not be played out, the related question: what would have been the outcome of the gamble?) but playing the gamble makes the question more important, and that brings about an increase in the attention weight on the question. If the individual is aware of this effect, which is natural to assume, then whether it encourages risk taking or risk aversion will depend on a second factor: whether thinking about the information gap is pleasurable or aversive. When thinking about the missing information is pleasurable, then the individual will be motivated to increase attention on the question, which entails betting on it. Conversely, when thinking about the missing information is aversive, the individual will prefer to not bet on it. This may help to explain why, for example, people generally prefer to bet on their home teams rather than on other teams, especially in comparison to the home team’s opponent.

Decision making involving uncertainties that are ambiguous is similar to the case with known risks, but with an additional wrinkle: with ambiguity, there are additional information gaps. In a choice between a sure thing and an ambiguous gamble, for example, a second relevant question (in addition to the one above about the outcome of the gamble) is: what is the probability of winning with the ambiguous gamble? (And there may be additional relevant questions that could inform someone about this probability, so even a Bayesian capable of making subjective probability judgments would be exposed to these information gaps.) Again, betting on the ambiguous gamble makes these questions more important and thus will increase the attention weight on them. So, desire to play the gamble will be increasing with the degree to which thinking about the gamble is pleasurable. To the extent that abstract uncertainties are not pleasurable to think about, this model provides a novel account of standard demonstrations of ambiguity aversion, including those first generated by Ellsberg (1961) in his seminal paper on the topic.

### 7. DESIRE FOR WISDOM

Our utility model can be used to describe preferences between knowing and not knowing. But another comparison is also of interest, albeit harder to investigate empirically — the difference between awareness and unawareness. While we cannot easily give a person the choice whether or not to become aware of a question, we can at least introspect. We might posit that awareness of meaningful questions is a source of utility. Equation (2), the utility function which represents preferences between cognitive states given a fixed set of activated questions $Q$, might be augmented with a term $v_A(Q)$ capturing the intrinsic value of awareness of particular issues.

Wisdom, the combination of awareness and clarity, is, or at least tends to be, preferable to ignorance. We of course must allow exceptions if we are serious that beliefs have value that may be negative. The popular adage that “ignorance is bliss” expresses concern for the negative beliefs that awareness may entail. However, in many natural situations, a person may reasonably anticipate that newfound awareness will bring about neutral or even positive beliefs. In such contexts, information and awareness may be simultaneously acquired. For example, a bird-watcher typically would strictly prefer to learn the name of a previously unnoticed songbird rather than to remain unaware of its existence. Curiosity is behind the desire to catch the name upon becoming aware of the bird’s existence, even though the particular name does not really matter, but utility from awareness implies that opening, and then immediately closing, an aversive information gap need not be zero sum. Rather, discovering the new bird’s name, acquiring both the question and the definitive answer, produces a net positive utility gain, which is what we designate, in the context of our model, the utility of wisdom. We find the desire for wisdom in individuals’ varied pursuits of insight and expertise, from a naturalist’s passion for identifying flora and fauna to a fan’s thirst for new baseball statistics or a connoisseur’s discriminating taste for wine.

Aristotle in 350 B.C. asserted, “All men by nature desire to know.” John Stuart Mill agreed, in his classic Utilitarianism, arguing that, “It is better to be a human being dissatisfied than a pig satisfied; better to be Socrates dissatisfied than a fool satisfied.” We too assert that knowledge can be a very real source of utility. A perspective that information derives value solely from its ability to yield material consumption fails to appreciate the most profound benefits provided by information, the knowledge and wisdom it confers.

### 8. REFERENCES


---

We are aware that this may not be the most common usage of the word *wisdom*, but the distinction between knowledge acquired from a state of uncertainty and knowledge acquired from a state of unawareness is rarely made explicit. The term, “wisdom” seems to adequately capture this distinction if we think of a wise man or woman as not only having the right answers, but also asking the right questions.

**Table 4: Wisdom, the combination of awareness and clarity.**

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
<th>Belief</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent</td>
<td>Unknown</td>
<td>Unawareness</td>
</tr>
<tr>
<td>Activated</td>
<td>Unknown</td>
<td>Uncertainty</td>
</tr>
<tr>
<td></td>
<td>Known</td>
<td>Certainty</td>
</tr>
<tr>
<td>Wisdom</td>
<td></td>
<td>Awareness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clarity</td>
</tr>
</tbody>
</table>

15 Lab studies also find that people prefer environments which seem to stimulate new questions and promise to provide relevant information (Kaplan, 1992).


[37] Loewenstein, G. (1999). Because it is there: The challenge of mountaineering... for utility theory. Kyklos 52, 315-344.
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ABSTRACT
Backward and forward induction can be viewed as two styles of reasoning in dynamic games. Since each prescribes taking a different attitude towards the past moves of the other player(s), the strategies they identify as rational are sometimes incompatible. Our goal is to study players who are able to deliberate between backward and forward induction, as well as conditions under which one is superior to the other. This extended abstract is our first step towards this goal. We present an extension of Stalnaker’s game models [34, 35], in which the players can make “trembling hand” mistakes. This means that when a player observes an unexpected move, she has to figure out whether it is a result of a deliberate choice or a mistake, thereby committing herself to one of the two styles of reasoning.

1. INTRODUCTION AND MOTIVATION
We begin with a motivating example. Consider the game $G_1$ depicted in Figure 1. There are two players: Ann ($A$) and Bob ($B$). Ann moves first (node $h_0$) and can either choose to go out ($O$), immediately ending the game, or stay in the game ($I$). If she chooses to stay in, node $h_1$ is reached. At $h_1$, Ann and Bob move simultaneously (Ann’s available actions are $u$ and $v$ while Bob’s are $a$, $b$, and $c$). The structure of this game is similar to the extensively studied Battle of the Sexes with an Outside Option (see, for instance, [7, 14, 37]).

![Figure 1: The game $G_1$](image)

Suppose that Bob initially believes that Ann is going to choose $O$. To his amazement, however, Ann stays in the game. Now Bob has to figure out why Ann decided to play $I$, what she will choose at node $h_1$, and, most importantly, what is his own best response. There are two plausible “lines of reasoning” for Bob. The first goes as follows: Ann chose $I$ at $h_0$ because she is hoping for a payoff greater than 3. Thus, Ann must be hoping that the game will terminate in the rightmost node. Hence, the rational choice for Bob is $b$, which—assuming his conjecture about Ann is correct—would result in a payoff of 5. Alternatively, Bob can avoid speculating about the reasons behind Ann’s move and focus on trying to figure out what is the rational thing for her to do at $h_1$. Although Ann might hope initially that the game will end in the rightmost node, she must realize that Bob will never choose $c$ since it is strictly dominated by $a$. So, guaranteeing a payoff of 2, $u$ is Ann’s rational choice at $h_1$. Clearly, if Bob convinces himself that Ann is choosing $u$, playing $a$ is his best response. The two lines of reasoning, thus, lead to different recommendations for Bob. The first is an example of the so-called “forward induction reasoning” requiring that the players think critically about the observed past choices of their opponent(s) and find plausible explanations for these choices [7, 24, 28, 35, 37]. The second can be called “backward induction reasoning” requiring the players to only reason about their opponents’ future behavior and not about their past moves [2, 12, 28, 30, 35].

There are many characterizations of both forward and backward induction reasoning in the game theory literature (cf. [7, 28, 35]). These formal renderings match the informal explanation given above, recommending that Bob plays $a$ and $b$, respectively. However, the formal models do not solve what we take to be Bob’s real challenge, namely, deciding which of these two lines of reasoning is more plausible in the present case. Notice that a wrong choice leads to an unwelcome consequence. Suppose that Bob interprets Ann’s choice of $I$ as an attempt to get a higher payoff, but it turns out that she did it for some other reason—e.g. she was careless—and that, at $h_1$, she decides to play $u$. In this case, Bob ends up with 0. Now, suppose that Bob disregards Ann’s previous move, as backward induction suggests he should, but it turns out that Ann is hoping to get 4. In this case, Bob’s payoff is 1 instead of 5.

These considerations bring us to the following general question: How can a player deliberate between backward and forward induction in cases in which both seem plausible (at least prima facie) while dictating incompatible choices? Admittedly, in the above situation, Bob seems to be faced with a particularly difficult choice, since his information does not seem to sway the scales in favor of one or the other style of reasoning. But suppose that he is in a situation in which the players are prone to making mistakes relatively frequently—we elaborate on this notion below; for now simply think of

---

1We do not mean to suggest that Bob is explicitly applying backward or forward induction himself. Rather, a theorist can identify his reasoning as an instance of one or the other. In our models, the players’ “choice” of reasoning style will be traced back to their prior beliefs about how likely it is that their opponents may make a mistake.
the so-called “trembling hand mistakes” [32]: Ann chooses $O$, but plays $I$ instead. In this case, backward induction reasoning should be preferred. Or let’s say that Ann and Bob are playing a different game, $G_2$, in which mistakes are still possible, but Ann has two opportunities to go out before reaching the node at which the players move simultaneously—see Figure 2. Intuitively, if Bob observes Ann play $I_1$, it is reasonable for him to interpret her move as a mistake. Suppose, however, that Bob subsequently observes that Ann plays $I_2$. Now, the interpretation of her previous choices that is suggested by forward induction seems more plausible (we could of course modify the game further by adding more opportunities for Ann to exit the game). What this all suggests is suggested by forward induction seems more plausible (we could of course modify the game further by adding more opportunities for Ann to exit the game). What this all suggests is that additional information about the context of the game—e.g., how probable it is that players make mistakes—can help the player settle on a style of reasoning.

Our ultimate goal is to study players that are able to deliberate between forward and backward induction, as well as conditions which make each style of reasoning superior to the other. The above considerations suggest that to do so we need to endow standard game theoretic agents with (relatively) rich beliefs. We use a model introduced by Stalnaker [33, 34, 35, 36] to describe the players’ beliefs. In addition to having beliefs about their opponents’ strategies and the game—standard for Epistemic Game Theory [16, 27, 29]—our players can also interpret observed behavior as either the result of deliberate action or as a mistake.

This paper is structured as follows. Section 2 describes the formal framework that allows us to represent the two lines of reasoning discussed above: extensive games with simultaneous moves (Section 2.1), our extension of Stalnaker’s model (Section 2.2), two notions of rationality (Section 2.3), as well as an illustrative example (Section 2.4). In Section 3, we argue that our model offers an illuminating perspective on epistemic characterizations of backward induction and is a conservative extension of Stalnaker’s model. Finally, Sections 4 and 5 discuss related work and outline a number of directions for future research.

2. FRAMEWORK

2.1 Extensive games with simultaneous moves

The examples from the introduction are extensive games with simultaneous moves. Following [26, Section 6.3.2], we describe them as structures $⟨N, \text{Act, } H, \tau, \{u_i\}_{i \in N}⟩$, where:

- $N$ is a finite set of players.
- $\text{Act}$ is the set of actions available to the players. To simplify notation, we assume that $\text{Act}$ is partitioned into sets of actions for each player. For player $i \in N$, let $\text{Act}_i \subseteq \text{Act}$ denote player $i$’s actions.
- $H$ is a set of finite sequences of finite sequences of elements of $\text{Act}$. Elements $h \in H$ are called histories. We assume $H$ satisfies the following constraints:
  - $\epsilon \in H$, where $\epsilon$ denotes the empty history.
  - If $h \in H$ and $h' \preceq h$, then $h' \in H$, where $h' \preceq h$ means that $h'$ is a initial segment of $h$. Formally, we write $h' \preceq h$ provided $h = h'u$ where $u$ is a sequence of sequences from $\text{Act}$, and $h'u$ denotes the concatenation of $h'$ with $u$.
  - Each $h \in H$ is finite. That is, we restrict attention to finite horizon games. We write $\text{len}(h)$ for the length of $h$ (i.e., the number of elements in $h$).

A history $h \in H$ is called a terminal history if there is no $h' \in H$ such that $h' \neq \epsilon$ and $hh' \in H$. Let $Z \subseteq H$ denote the set of terminal histories. Let $V = H - Z$ be the set of non-terminal histories. Each non-terminal history is associated with a simultaneous decision problem for a set of players. For this reason, we sometimes call elements of $V$ decision nodes. For $h \in V$, let $A(h)$ be the possible extensions of $h$:

$$A(h) = \{a \mid h\bar{a} \in H \text{ and } \bar{a} \text{ is a sequence of actions}\}.$$  

- $\tau$ is a turn function $\tau : V \rightarrow \wp(N)$ assigning a set of players$^4$ to each non-terminal history $h \in V$. For each $i \in N$, let $V_i = \{h \in V \mid i \in \tau(h)\}$ be the set of non-terminal histories where player $i$ moves. Similarly, we define the set of actions available to $i$ at a decision node $h \in V_i$. For each $h \in V$ and $i \in \tau(h)$, let $\text{Act}_i(h)$ be the set of actions available to $i$ at $h$:

$$\text{Act}_i(h) = \{a \in \text{Act}_i \mid \text{there is an } \bar{a} \in A(h) \text{ containing } a\}.$$  

If $i \notin \tau(h)$, then let $\text{Act}_i(h) = \emptyset$. We impose an additional constraint to ensure that each decision node is

3. This is a standard restriction in the literature on epistemic characterization of backward induction.

4. Throughout this article, we assume that for all $h \in V$, $\tau(h) \neq \emptyset$. If we drop this assumption, then histories in which $\tau(h) = \emptyset$ should be interpreted as a move by nature.
associated with a strategic game:5

- For each \( h \in V \), \( A(h) = \Pi_{i \in \tau(h)}A_i(v) \).
- For each \( i \in N \), \( u_i : Z \to \mathbb{R} \) is a utility function.

A strategy for player \( i \) assigns an action to each of \( i \)'s decision nodes. Formally, a strategy for player \( i \) is a function \( s_i : V_i \to \text{Act} \) where for all \( h \in V_i \), \( s_i(h) \in A_i(h) \). Let \( S_i \) be the set of all strategies for player \( i \). As usual, a strategy profile is a sequence of strategies, one for each player (i.e., an element of \( \Pi_{i \in N}S_i \)). Given a strategy profile \( s \), let \( s_i \) be player \( i \)'s component of \( s \) and \( s_{-i} \) the sequence of strategies from \( s \) for all players except \( i \) (i.e., \( s_{-i} \in \Pi_{j \neq i}S_j \)). Each profile of strategies \( s \) generates a terminal history \( \rho_s \in Z \).

We say that a non-terminal history is reached by a strategy profile provided \( h \) is an initial segment of \( \rho_s \).

A strategy for player \( i \) represents her conditional plan for the game. It prescribes a choice for player \( i \) at all of \( i \)'s decision nodes, including those that are ruled-out by the strategy itself. Suppose that \( h \in V_i \). An action \( a \in \text{Act}_i(h) \) rules out a decision node \( h' \in V_i \) provided \( h' \preceq h \), but \( h\bar{a} \not\preceq h' \) for any \( \bar{a} \in A(h) \) containing \( a \). In addition, we say that \( a \) rules out action \( a' \) provided \( a' \in A_i(h') \) for some decision node \( h' \in V_i \) that is ruled-out by \( a \). For example, in Figure 1, \( A \)'s action \( O \) at \( h_0 \) rules out the actions \( u \) and \( d \) (because \( O \) rules out \( h_1 \)).

2.2 Game models

A game model describes the players’ beliefs during a play of the game. As discussed in the introduction, we are interested in representing players that allow for the possibility that one or more of their opponents made a mistake. This means that we must include states in which the moves of player \( i \) (i.e., the observed behavior of player \( i \)) does not match \( i \)'s choices. To make this precise, each state in the game model will be associated with both strategies for the players and sequences of actions representing the observed behavior of the players.

The players’ behavior in a game is represented by a sequence of actions. Recall that histories \( h \in H \) are sequences of sequences of actions (one action for each player whose turn it is to move). For each \( h \in H \), let \( \text{beh}_i(h) \) be the sequence of \( i \)'s actions in \( h \). Formally, \( \text{beh}_i(h) \) is defined by induction on the length of histories: \( \text{beh}_i(\epsilon) = \epsilon \) (at the initial node, none of the players have made a choice), and

\[
\text{beh}_i(ha) = \begin{cases} 
\text{beh}_i(h)a & \text{if } i \in \tau(h) \text{ and } \bar{a} \text{ contains } a \\
\text{beh}_i(h) & \text{if } i \notin \tau(h)
\end{cases}
\]

5There is a hidden notational difficulty here. Since different players move at different decision nodes, the indices of the sequences of actions change from decision node to decision node. Formally, we represent a sequence \( \bar{a} \) at decision node \( h \) as a function \( \bar{a} : \tau(h) \to \bigcup_{i \in \tau(h)}A_i(h) \) where for each \( i \in \tau(h) \), \( \bar{a}(h) \in A_i(h) \). We write \( \bar{a}_i \) to denote the action \( a \in A_i(h) \) such that \( \bar{a}(i) = a \) and say \( \bar{a} \) contains \( a \). This implicitly assumes that \( i \in \tau(h) \) (otherwise \( \bar{a}_i \) is not well-defined). Alternatively, we could assume that all players move at every decision node and introduce notation to distinguish “active” players from “passive” players. The passive players at a decision node would only have a single action available for their choice. We follow the first approach in this article.

6We are implicitly assuming that all the action labels are unique. This assumption can be dropped, although it does simplify the notation.

If \( X \) is a set, then \( X^* \) is the set of all finite strings of \( X \). An \( i \)-history is a sequence of actions such that \( \alpha = \text{beh}_i(h) \) for some \( h \in H \). Given an \( i \)-history \( \alpha \) and a decision node \( h \in V_i \), let \( o_h \) be the component of \( \alpha \) describing the action chosen at \( h \). If \( o_h \) does not specify a move at \( h \) (either because the previous moves in \( \alpha \) rule out \( h \) or \( \alpha \) is not a maximal history), then \( o_h \) is undefined. For instance, in Figure 1, there are four \( A \)-histories (\( \epsilon \), \( O \), \( I \), \( a \), and \( Id \)) and four \( B \)-histories (\( \epsilon \), \( a \), \( b \), and \( c \)). We use \( O \) to denote the strategy \( s_A \) in which \( s_A(h_0) = O \) and \( s_A(h_1) = u \) (similarly, for \( O \)). Furthermore, we have \( Iu_0 = I \), \( Iu_1 = u \), and \( O_1 \) is undefined.

A player history may be a partial description of what that player does in the game. This happens when the \( i \)-history \( \alpha \) does not specify a choice for \( i \) at a decision node \( h \) not ruled out by \( \alpha \). Of course, if an \( i \)-history \( \alpha \) specifies an action for player \( i \) at a decision node \( h \in V_i \), then \( \alpha \) specifies an action for \( i \) at each \( h' \) such that \( h' \preceq h \) and \( h' \in V_i \). We are interested in sets of player histories that represent possible plays of the game. A set of player histories \( \{\alpha_i\}_{i \in N} \) is coherent if there is a history \( h \in H \) such that for all \( i \in N \), \( \text{beh}_i(h) = \alpha_i \). Note that a set of \( i \)-histories may be coherent, yet not completely describe a path through the game. For instance, \( \{I, c\} \) is a coherent set of player histories in the game pictured in Figure 1: There are two histories \( h = (I)(u,c) \) and \( h' = (I)(d,c) \) such that \( \text{beh}_B(h) = \text{beh}_B(h') = c \) and \( \text{beh}_A(h) = \text{beh}_A(h') = I \). However, there is a unique history representing the play of the game associated with a coherent set of player strategies. The play of the game generated by a coherent set of \( i \)-histories \( \{\alpha_i\}_{i \in N} \) is the longest history \( h \) such that \( h \preceq h' \) for each \( h' \) such that for all \( i \in N \), \( \text{beh}_i(h') = \alpha_i \). The play of the game associated with the coherent set \( \{I, c\} \) in the game in Figure 1 is \( h = (I) \). The play of the game associated with a coherent set of player histories may be empty and need not be maximal. For example, the following table lists the coherent sets of strategies and the corresponding play of the game for the game pictured in Figure 1.

<table>
<thead>
<tr>
<th>Coherent sets player strategies</th>
<th>Play of the game</th>
</tr>
</thead>
<tbody>
<tr>
<td>{\epsilon}</td>
<td>\epsilon</td>
</tr>
<tr>
<td>{O, \epsilon}</td>
<td>(O)</td>
</tr>
<tr>
<td>{I, a}, {I, b}, {I, c}, {I, \epsilon}</td>
<td>(I)</td>
</tr>
<tr>
<td>{Iu, \epsilon}, {Id, \epsilon}</td>
<td>(I)</td>
</tr>
<tr>
<td>{Iu, a}</td>
<td>(I)(u, a)</td>
</tr>
<tr>
<td>{Iu, b}</td>
<td>(I)(u, b)</td>
</tr>
<tr>
<td>{Iu, c}</td>
<td>(I)(u, c)</td>
</tr>
<tr>
<td>{Id, a}</td>
<td>(I)(d, a)</td>
</tr>
<tr>
<td>{Id, b}</td>
<td>(I)(d, b)</td>
</tr>
<tr>
<td>{Id, c}</td>
<td>(I)(d, c)</td>
</tr>
</tbody>
</table>

The sets \{\epsilon\}, \{O, b\} and \{O, c\} are not coherent.

Suppose that \( W \) is a nonempty set, elements of which are called states. Each player \( i \) will be associated with two functions \( \beta_i \) and \( \sigma_i \) subject to the following constraints:

1. For each \( i \in N \), \( \beta_i(w) \) is a (possibly empty) \( i \)-history and \( \sigma_i(w) \) is a strategy for player \( i \).

2. The \( i \)-histories \( \{\beta_i(w)\}_{w \in N} \) are coherent.

We say that a player made a mistake at a history \( h \in V_i \) in the world \( w \) provided her behavior is different than what
is prescribed by her chosen strategy $\sigma_i(w)$ at $h$. Formally, $i$ made a mistake at $h \in V_i$ provided $\beta_i(w)_h \neq \sigma_i(w)(h)$ (if $\beta_i(w)_h$ is defined).

**Example.** Recall the game in Figure 1 and consider three states $w_1$, $w_2$ and $w_3$. Suppose that $\sigma_A(w_1) = \sigma_A(w_2) = \sigma_A(w_3) = O_u$ (recall that $O_u$ is the strategy in which $A$ chooses $O$ at $h_0$ and $u$ at $h_1$, but it is not an $A$-history) and $\beta_A(w_1) = \beta_A(w_2) = \beta_A(w_3) = I$. Thus, $A$ made a mistake at $h_0$. The strategies for player $B$ are $\sigma_B(w_1) = a$, $\sigma_B(w_2) = b$, $\sigma_B(w_3) = c$ (again, these are the strategies in which $B$ chooses, respectively, $a$, $b$, and $c$ at $h_1$), and $\beta_B(w_1) = \beta_B(w_2) = \beta_B(w_3) = c$. These states are pictured as follows:

![Diagram](image)

The strategies $\sigma_A(w)$ and $\sigma_B(w)$ are displayed in the top half of the circles and the histories $\beta_A(w)$ and $\beta_B(w)$ in the bottom half (where $w \in \{w_1, w_2, w_3\}$). If these states describe $A$’s beliefs (i.e., they are the set of doxastic possibilities for $A$), then $A$ is certain that $B$ will play $c$, but is uncertain about exactly why $B$ is playing $c$. It might be because $B$ made a mistake (as in states $w_1$ and $w_2$) or because $B$ simply followed through on his plan to play $c$. Furthermore, $A$ arrived at these beliefs under the supposition that (contrary to her chosen strategy) she (and $A$) selected $I$ in the game. Compare the above constraint with the stronger one in the case of $E$ (i.e., $I$ describes how each player revises her beliefs given any evidence consistent with her current information (i.e., any $F$ such that $[w_i]_i \cap I \neq \emptyset$). However, we are primarily interested in how the players revise their beliefs given the actions that they observe in the game. Each state $w \in W$ is associated with a history $h \in H$ as follows. Let $h_w$ be the history corresponding to the play of game associated with $\{\beta_i(w)\}_{i \in N}$ (see the discussion above). Note that $h_w$ need not be a maximal history, so $h_w$ is the behavior that is observed at state $w$. For any $h \in H$, let $[h] = \{w \mid \beta_i(w) = beh(h) \forall i \in N \}$ be the set of all histories that belong to $h$ according to history $h$. Then, $P_{i,w}(E \mid [h_w])$ is $i$’s probability of $E$ given her most plausible explanation of the actions she observed at state $w$. Thus, the belief revision policy describes how the players’ beliefs change during a play of the game.

Putting everything together, a **game model** for a game $G$ is a tuple $\mathcal{M}_G = \langle W, \{\{\beta_i, \sigma_i\}_{i \in N}, \{\beta_i\}_{i \in N}, \{P_i\}_{i \in N}\rangle \in N$. In addition, we impose the following two constraints:

- For all $w \in W$ and $i \in N$, if $v \in [w]_i$, then $\sigma_i(w) = \sigma_i(v)$. That is, players know their own strategy. 
- For all $w \in W$ and $i \in N$, for each initial segment $h' \subseteq h_w$ (including the empty history), there is a $w' \in [w]_i$ such that $h_w = h'$.

The last constraint ensures that if a sequence of choices in the game is consistent with a player’s information, then all of its initial segments must be consistent with the player’s information. This is a consequence of assuming that the structure of the game is (commonly) known to all the players and that players cannot think it is possible to observe a history without observing the sequence of choices that generated the history. Compare the above constraint with the stronger assumption that for all $w \in W$, for all $h \in H$, there is a $w' \in [w]_i$ such that $h_{w'} = h$. This ensures that it is consistent with the players’ information that every possible history in the game could be realized. Of course, *ex ante*, the players do not rule out any histories. However, our models represent the players’ *ex iterim* beliefs. In such models, it may be
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For a set $X$, let $\Delta(X)$ be the set of all probability measures on $X$. In this paper, we assume that the set of states is finite, so we can assume that $P$ is defined on all subsets of $W$.

That is, the equivalence classes of $\approx_i$ are the different “types” for player $i$.

The players’ partial beliefs $P_{i,w}$ represent their beliefs about the possible choices, behaviors and beliefs of their opponents at state $w$. The belief revision policy describes how the players revise their beliefs given any evidence $F \subseteq W$:

$$ P_{i,w}(E \mid F) = P_{i}([E] \mid \max(F \cap [w]_i)) $$

Note that this conditional probability is well-defined for any set $F$ such that $F \cap [w]_i \neq \emptyset$. In particular, there may be a set $F$ such that $P_{i,w}(F) = 0$, yet $P_{i,w}(E \mid F)$ is well-defined. This is a very general model of belief revision for the players, since it describes how each player revises her beliefs given any evidence consistent with her current information (i.e., any $F$ such that $[w_i]_i \cap F \neq \emptyset$). However, we are primarily interested in how the players revise their beliefs given the actions that they observe in the game. Each state $w \in W$ is associated with a history $h \in H$ as follows. Let $h_w$ be the history corresponding to the play of game associated with $\{\beta_i(w)\}_{i \in N}$ (see the discussion above). Note that $h_w$ need not be a maximal history, so $h_w$ is the behavior that is observed at state $w$. For any $h \in H$, let $[h] = \{w \mid \beta_i(w) = beh(h) \forall i \in N \}$ be the set of all histories that belong to $h$ according to history $h$. Then, $P_{i,w}(E \mid [h_w])$ is $i$’s probability of $E$ given her most plausible explanation of the actions she observed at state $w$. Thus, the belief revision policy describes how the players’ beliefs change during a play of the game.

Putting everything together, a **game model** for a game $G$ is a tuple $\mathcal{M}_G = \langle W, \{\{\beta_i, \sigma_i\}_{i \in N}, \{\beta_i\}_{i \in N}, \{P_i\}_{i \in N}\rangle \in N$. In addition, we impose the following two constraints:

- For all $w \in W$ and $i \in N$, if $w \in [w]_i$, then $\sigma_i(w) = \sigma_i(v)$. That is, players know their own strategy. 
- For all $w \in W$ and $i \in N$, for each initial segment $h' \subseteq h_w$ (including the empty history), there is a $w' \in [w]_i$ such that $h_w = h'$.

The last constraint ensures that if a sequence of choices in the game is consistent with a player’s information, then all of its initial segments must be consistent with the player’s information. This is a consequence of assuming that the structure of the game is (commonly) known to all the players and that players cannot think it is possible to observe a history without observing the sequence of choices that generated the history. Compare the above constraint with the stronger assumption that for all $w \in W$, for all $h \in H$, there is a $w' \in [w]_i$ such that $h_{w'} = h$. This ensures that it is consistent with the players’ information that every possible history in the game could be realized. Of course, *ex ante*, the players do not rule out any histories. However, our models represent the players’ *ex iterim* beliefs. In such models, it may be
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For a set $X$, let $\Delta(X)$ be the set of all probability measures on $X$. In this paper, we assume that the set of states is finite, so we can assume that $P$ is defined on all subsets of $W$.

That is, the equivalence classes of $\approx_i$ are the different “types” for player $i$.

Our models of games are closely related to Bayesian extensive games with observable actions [26, Section 12.3]. However, there are important methodological and conceptual differences between Bayesian games and epistemic models of games (see [27, Section 1.4]). For this reason, we postpone a complete comparison between our game models and Bayesian extensive games with observable actions to the full version of the paper.

Thus, our models are related to the type spaces based on conditional probability systems from [7, Section 2.2]. Each player can be associated with a standard knowledge operator where for all $E$, $K_i(E) = \{w \mid \sigma_i(w) \subseteq E\}$.

Assuming that all the players are aware (in the sense of [22, 23]) of the structure of the game.
consistent with a player’s information (which includes her chosen strategy) that some history of the game will not be played (cf. the discussion of richness conditions on the model in Section 5).

2.3 Rationality

A player chooses rationally provided her strategy choice at a state maximizes the players subjective expected utility with respect to her beliefs about the past and expected moves of her opponents. We do not assess the rationality of the players’ moves themselves. Thus, a player may choose rationally at a state, though she may not carry out her plan because she made a mistake.

Suppose that $G$ is an extensive game with simultaneous moves and $M_2 = \langle W, \{\{\beta_i, \sigma_i\} \in N, \{\geq i\} \in N, \{P_i\} \in N\rangle$ is a game model for $G$. For each $w \in W$, the strategy realized at $w$ by player $i$ is $s_i(w) : V_i \rightarrow Act_i$ defined as follows:

$$s_i(w)(h) = \begin{cases} \beta_i(w)_h & \text{if } \beta_i(w)_h \text{ is defined} \\ \sigma_i(w)(h) & \text{otherwise} \end{cases}$$

Then, $s(w) = (s_1(w), \ldots, s_n(w))$ is a profile of strategies, and let $Out(s)$ be the (unique) terminal history generated by $s$.

Definition 2. For any strategy $s_i \in S_i$ for player $i$, the expected utility of $s_i$ at state $w$ is:

$$EU_{i,w}(s_i) = \sum_{w' \in W} P_{i,w}(\{w'\} | [w_h])u_i(Out(s_i, s_{-i}(w))).$$

A player chooses optimally at state $w$ provided her current strategy maximizes her subjective expected utility at $w$, given the actions that she observed. Let $S_i(w) \subseteq S_i$ be the set of strategies for player $i$ that conform to player $i$’s moves in state $w$. That is, $s_i \in S_i(w)$ implies that for all $h \in V_i$, if $\beta_i(w)_h$ is defined, then $s_i(h) = \beta_i(w)_h$. Then,

$$Opt_i = \{w \mid \sigma_i(w) \text{ maximizes expected utility with respect to } P_{i,w} \text{ and } S_i(w)\}.$$

If $w \in Opt_i$, then player $i$ is adopting the best possible strategy given $i$’s observations at $w$. Rationality is more demanding. There are two versions of rationality. The first requires that a player is rational at a state $w$ provided her strategy at $w$ is optimal given her beliefs at $w$ and was optimal at all previous decision nodes given her beliefs at the moment of decision. We say that a state $w' \in [w]$ is an earlier choice state provided $\beta_i(w')$ is an initial segment of $\beta_i(w)$.

Definition 3. Player $i$ is rational-1 at state $w$ provided $w' \in Opt_i$ for all earlier choice states $w'$. Let $Rat^1_i$ be the set of all states $w$ such that $i$ is rational-1 in $w$.

A player may be rational-1 even if she does not correctly implement her strategy. The second version of rationality requires that a player’s strategy is optimal even when the player learns that her beliefs are mistaken. That is, the strategy is optimal and remains optimal after any belief revision.

Definition 4. Player $i$ is rational-2 at state $w$ provided $w' \in Opt_i$ for all states $w' \in [w]$, i.e., $[w] \subseteq Opt_i$. Let $Rat^2_i$ be the set of all states $w$ such that $i$ is rational-2 in $w$.

Of course, $Rat^1_i \subseteq Rat^2_i$ (if a player is rational-1, then the player is rational-2). However, in general, the converse is not true (this is illustrated in an example in the next section).

2.4 Example

Figure 3 depicts models of the games from Figures 1 and 2. These models represent the players’ initial beliefs and dispositions to change their beliefs that we discussed in the introduction. The model on the left, $M_1$, represents one play of the game in Figure 1, and the model on the right, $M_2$, represents a play of the game in Figure 2. We draw an arrow from state $v$ to state $w$ when $w \preceq v$. The solid arrows represent Bob’s plausibility ordering $\geq a$ and the dashed arrows represent Ann’s plausibility ordering $\geq A$ (we only represents Bob’s beliefs in $M_2$). To keep down the clutter in the pictures, we assume that the remaining arrows can be inferred by transitivity and reflexivity. The strategies $\sigma_A(w)$ and $\sigma_B(w)$ are displayed in the top half of the circles and the histories $\beta_A(w)$ and $\beta_B(w)$ in the bottom half (empty histories are left blank). We think of the players’ strategies and moves as discrete random variables. Thus, $\{\text{Choose}_A = a\} = \{w \mid \sigma_A(w)(h) = a\}$ is the event that player $i$ chooses action $a$ at decision node $h$. Similarly, $\{\text{Move}_A = a\} = \{w \mid \beta_A(w)_h = a\}$ is the event that player $i$ played a at history $h$. The (common) prior probabilities are displayed next to the states.

Suppose that $w_4$ is the actual world in model $M_1$. Thus, Ann chose the strategy $Ou$, but made a mistake and played $I$ followed by $u$ (as originally planned). Bob chose strategy $A$ which he correctly implemented when given the chance to move. His (overall) most plausible worlds are $w_1$ and $w_2$. This means that he is certain that Ann plays $O$ at $h_0$ (i.e., $P_{B,w_4}(\{\text{Choose}_A = O\}) = 1$). Moreover, he (initially) thinks that Ann’s strategies $Ou$ and $Od$ are equally likely (i.e., $P_{B,w_4}(\{\text{Choose}_A = u\}) = P_{B,w_4}(\{\text{Choose}_A = d\}) = 0.5$). If Ann surprises Bob by playing $I$, he is disposed to interpret this as a mistake on her part, rather than as revealing that she is following a different strategy (i.e., $max_{A,B}(\{w_4\} | B) \land \{\text{Move}_A = I\} = \{w_3\}$, while $\sigma_A(w_3) = Ou$). Furthermore, after observing Ann play $I$, Bob is certain that her next move will be: $P_{B,w_4}(\{\text{Choose}_A = u\} | \{\text{Move}_A = I\}) = 1$. This model also illustrates what it means for a player to be rational-1. Note that Ann made a mistake in $w_4$, yet she is still rational-1 ($w_4 \in Rat^1_A$). Both $w_1$ and $w_3$ are earlier choice states for Ann (as is $w_4$), and she chooses optimally in all these states: $Opt_A = \{w_1, w_2, w_3\}$.

The model $M_2$ in Figure 3 represents Bob’s beliefs in the game from Figure 2 in which Ann has two opportunities to exit the game. Suppose that $w_6$ is the actual world. No mistakes are made with Ann playing $I_2$ at $h_2$ and Bob playing $u$. Initially, Bob believes that Ann is going to choose $O_1$ (max$_{A,B}([w_6] | B) = \{w_3, w_4\}$ with $\sigma_A(w_3)(h_0) = \sigma_A(w_4)(h_0) = Ou$). On the condition that Ann actually plays $I_1$, he is disposed to interpret her move as a mistake, predicting that she is going to go out at the next opportunity (max$_{A,B}([w_6] | B \cap \{\text{Move}_A = I_1\} = \{w_3, w_4\}$) $\sigma_A(w_3)(h_1) = \sigma_A(w_4)(h_1) = Ou$). If Ann surprises Bob the second time by playing $I_2$, he is disposed to conclude that it is very likely that Ann actually chose to play $I_1$ and $I_2$ (max$_{A,B}([w_6] | B \cap \{\text{Choose}_A = I_1\} \cap \{\text{Choose}_A = I_2\} = \{w_6\}$ $\sigma_A(w_6)(h_2) = \sigma_A(w_6)(h_3) = Ou$). Intuitively, if Ann surprises Bob, he is disposed to reason in the backward induction style (ignoring her mistake), but if she surprises him a second time, Bob switches to forward induction and conjectures that (it is highly probable that) Ann is going to play $d$. The model $M_2$ also illustrates the difference between rationality-1 and rationality-2. In $w_2$, Bob
is rational-1, since \( \{w_1, w_2\} \subseteq \text{Opt}_B \), but he is not rational-2, since \( w_6 \in [w_2]_B \), but \( w_6 \notin \text{Opt}_B \). That is, the strategy that Bob chooses at \( w_2 \) is not optimal with respect to the beliefs he would have after revising his initial beliefs with the information that Ann plays \( I_1 \) and \( I_2 \).

3. STALNAKER AND AUMANN

It is easy to see that our game model is a conservative extension of Stalnaker’s [34, 35, 36]. Since we extend his model by allowing states in which the players’ moves differ from what is prescribed by their chosen strategy, the players can know each other’s strategies and still be uncertain about the way the game is going to end. In spite of this, however, our models can accommodate the standard epistemic characterizations of backward induction found in the literature, and, in particular, Aumann’s classic characterization.

Aumann proved that if there is common knowledge that all of the players are rational, then the backward induction path will be realized [2]. Our models are richer than Aumann’s: We describe the players’ beliefs and belief revision policies in addition to the players’ knowledge. Recently, Samet extended Aumann’s result to doxastic models, which are much closer to the models we use. He proved that if there is common belief\(^{14}\) that all the players’ strategies are doxastically substantively rational, then the backward induction path is realized [31]. Since we allow for mistakes, we will have models in which there is common belief that the players choose optimally, but the backward induction path does not obtain. There is another difference between our models and Aumann’s and Samet’s. The behavior functions can be viewed as a temporal parameter. That is, our model includes states that describe the players’ beliefs at different moments during the play of the game (cf. [5, 12]). In general, the players’ beliefs may change even if the game unfolds according to their chosen strategies. We can recover Samet’s characterization of backward induction with an additional constraint:

For all \( i \in N \) and \( w, w’ \in W \), if \( w’ \in [w]_i \), then for each \( w'' \in \max_{\geq i} ([w]_i \cap [h_w]) \) there is a \( w'' \in \max_{\geq i} ([w]_i) \) such that \( \sigma_i (w'') = \sigma_i (w''') \) for all \( i \in N \).

This constraint says that the players cannot learn anything about their opponents’ strategies that they did not already know at the beginning of the game.

**Proposition 1.** Suppose that \( G \) is an extensive game (without simultaneous moves) in “general position” (see Appendix A) and \( M_G \) is a model for \( G \) satisfying the above constraint and that every possible mistake is considered: for all \( w \in W \), every possible mistake that \( i \) can make given \( i \)’s strategy at \( w \) is realized by the behavior at some state \( w’ \in [w]_i \). Suppose that \( w \in W \) is a state in which the histories \((\beta_1(w), \ldots, \beta_n(w))\) generate a maximal path through the game. If there are no mistakes in \( w \) and common belief at \( w \) that all the players are rational-1, then the path that is generated by the histories is the backward induction path.

There are many other epistemic characterizations of backward induction.\(^{15}\) What is more relevant for our purposes is Stalnaker’s criticism of Aumann’s epistemic characterization of backward induction [35, Section 5]. The problem lies with Aumann’s notion of rationality which is captured and refined by our rationality-1. A player is rational-1 provided her strategy is optimal (given a sequence of moves) and was optimal at all previous choices with respect to her beliefs at the moment of choice. Stalnaker argues that this notion of rationality is much too strong.\(^{16}\) His idea is that a strategy

\(^{14}\) We assume that the reader is familiar with the formal definition of common belief. See Appendix A for the formal definition in our framework.

\(^{15}\) It is beyond the scope of this article to survey all of the different approaches. See [29, Section 8.11] and [27] for a discussion and pointers to the literature.

\(^{16}\) We will not repeat Stalnaker’s argument here. The gist of it is that it is important not to conflate “action \( a \) would be optimal if node \( v \) were reached” and “if node \( v \) is reached, then action \( a \) is optimal”.

---

**Figure 3:** The models \( M_1 \) and \( M_2 \)
for player $i$ is optimal provided $i$ would choose optimally at node $v$ (according to his strategy) given $i$’s beliefs under the hypothesis that node $v$ is reached. To formalize this idea, Stalnaker introduces the notion of perfect rationality: “In cases where two or more [strategies] are [optimal], the agent should consider, in choosing between them, how he should act if he learned he was in error about something.” [34, pg. 148]. It is not hard to see that our definition of rationality-2 is equivalent to Stalnaker’s definition of perfect rationality. Thus, our models can accommodate both Stalnaker’s and Aumann’s analysis of backward induction. Of course, this, by itself, is not new (cf. [5] and [19]). However, our analysis also opens the door for further refinements of the notions of rationality they use.

For instance, perfect rationality (or rationality-2) requires that a player’s strategy is robustly optimal. That is, it is optimal even after the player learns that her beliefs are mistaken. Variants of rationality-2 can be defined by fixing the set of evidence that may induce a change of belief for a player. For instance, we can require that a player’s strategy must be robustly optimal with respect to evidence about her opponents’ moves (cf. [7, Section 2.2]), strategy choices, beliefs, or even evidence about the player’s own moves. A complete analysis of the different options will be left for the full version of the paper.

4. RELATED WORK

Our model allows for states in which the players’ moves differ from what is prescribed by their chosen strategy. This general idea (i.e., trembling hand mistakes) was used by Selten and others to characterize refinements of the Nash equilibrium (cf. [18, 32]). Within the equilibrium refinement program, Bicchieri’s work on forward and backward induction [9] comes closest to ours. In [9], the players respond to (hypothetical) surprising moves in an extensive game (that may be the result of a trembling-hand mistake) by revising their beliefs à la AGM [1]. Our models differ in both important technical details and the underlying motivations. Most importantly, we downplay the role that the Nash equilibrium (and its refinements) plays in the analysis of rational behavior in game situations (this is in line with much of the epistemic game theory literature, cf. [13]).

More recently, Cubitt and Sugden develop a model in which a player’s behavior may, in principle, differ from her (rational) choice [15]. They include a postulate stating that the players’ behavior must all conform to the same principles of rational choice. Among other things, they are interested in highlighting the role that this assumption plays in the players’ reasoning about what to do in a game situation (cf. also Bacharach’s discussion of the transparency of reason in [3, Section 4.2]). There are some intriguing connections between our work and theirs, but a complete discussion will be left for the full version of this paper.

5. CONCLUDING REMARKS

We have imposed only two minimal constraints on our models: every information cell must include the player’s beliefs at all previous choice points, and the players “know” their own strategy choice. The literature on forward induction, and, more generally, belief revision in games [5, 11, 35], contains other natural constraints that we may want to impose. One belief revision policy that has been extensively discussed in relation to forward induction reasoning is the so-called rationalizability principle [8]: “A player should always try to interpret her information about the behavior of her opponents assuming that they are not implementing ‘irrational’ strategies.” (cf. [6]). In order to represent this belief revision policy, Stalnaker includes a “richness” condition on his models [35, pg. 35, footnote 5] ensuring that the players have the conditional beliefs needed to rationalize any observed behavior. With such a richness condition, we can formally prove Stalnaker’s characterization of the belief revision policy in which the players apply the rationalizability principle at most once.

Another direction for future research is to compare our approach to belief revision with non-standard probabilities, lexicographic probability systems, and conditional probability systems [21, 25]. Once the relationship between these different models is understood, we can connect our work with Battigalli and Siniscalchi’s characterizations of common strong belief of rationality [7] and Halpern’s recent epistemic characterizations of trembling-hand equilibria using non-standard probabilities [20].

Finally, note that the games in Figures 1 and 2 have the same reduced normal form. However, our analysis in this paper suggests that there are strategically relevant differences between the two games (cf. [24]). In particular, the players may be able to learn about their opponents’ strategies during a play of the game. This suggests possible connections with models of learning in extensive games [17].

6. REFERENCES


APPENDIX

A. PROOF OF PROPOSITION 1

In this appendix, we restrict attention to extensive games $G = \langle N, Act, H, \tau, \{u_i\}_{i \in N} \rangle$ without simultaneous moves. So, for all decision nodes $v \in V$, $|\tau(v)| = 1$. In this case, we can view histories as sequences of actions rather than sequences of sequences of actions. Furthermore, following [2], we assume that the payoff for each of the players is different at different terminal nodes (the game is in “general position”). This implies that the result of applying the backward induction algorithm$^{19}$ is uniquely defined.

Belief operators: Suppose that $M_\mathcal{G} = \langle \{W, (\{\bar{P}_i\}, \{\bar{P}_i\}) \}_{i \in N}, \{\bar{P}_i\}_{i \in N}, \{P_i\}_{i \in N} \rangle$ is a game model. For each event $E \subseteq W$, we say that player $i$ believes $E$, $B_i(E)$, provided $E$ is implied by $i$’s full beliefs. That is, $B_i(E) = \{w | \max_{\bar{P}_i} (|w|) \subseteq E \}$.

Samet’s game model: Samet’s game model is a tuple $\langle W, \{\Pi_i, t_i\}_{i \in N}, s \rangle$, where $W$ is a non-empty set of states, for each $i \in N$, $\Pi_i$ is a partition on $W$, $t_i : W \rightarrow \Delta(W)$ is a type function assigning a probability measure to each state, and $s : W \rightarrow S$ (where $S = \Pi S_i$) assigns a strategy to each state. Let $[s_i(w) = s_i]$ be the set of states $w$ such that $s_i(w) = s_i$. The knowledge and belief operators are defined as usual: for all $E \subseteq W$, $K_i(E) = \{w | \Pi_i(w) \subseteq E \}$ and $B_i(E) = \{w | t_i(w) = 1 \}$. Samet includes the following constraints:

$^{19}$The terminal nodes are labeled with the payoffs for each player. For each non-terminal history $h$ with $\tau(h) = \{i\}$, label $h$ with the maximum of all the labels of the successors of $h$. This labeling is then used to identify the so-called backward induction path.
For all $w \in W$, if $v \in \Pi_i(w)$, then $t_i(w) = t_i(v)$

For all $w \in W$, $t_i(w)\Pi_i(w) = 1$

For all $w \in W$, if $v \in \Pi_i(w)$, then $\mathcal{B}_i([s_i(w) = s_i])$

**Rationality in Samet’s model:** Building on the notation introduced in Section 2, for a strategy profile $s$, let $Out_h(s)$ be the (unique) terminal history that is reached if the players follow their strategies in $s$ starting at $h$. Then, for a state $w \in W$ and strategy $s_i \in S$, $Out_h(s_i, s_{-i}(w))$ is the terminal node that is reached, starting at $h$, if player $i$ follows the strategy $s_i$ and the other players follow the strategies associated with state $w$. Then, let

$$\{Out_h(s_i, s_{-i}) > i, Out_h(s)\} = \{w \mid u_i(Out_h(s_i, s_{-i}(w))) > u_i(Out_h(s(w)))\}.$$  

Player $i$ is said to be doxastically substantively rational at all states when:

$$R^d_i = \bigcap_{h \in V_i} \bigcap_{s_i \in S_i} \neg \mathcal{B}_i([Out_h(s_i, s_{-i}) > i, Out_h(s)])$$

Let $R^d = \bigcap_{i \in N} R^d_i$.

**Common belief:** Given belief operators $B_i : \wp(W) \rightarrow \wp(W)$ for each player $i \in N$ (defined in Samet’s game model or our game model), we define a common belief operator $CB : \wp(W) \rightarrow \wp(W)$ in the usual way. First, define everyone believes for all $E \subseteq W$, $B(E) = \bigcap_{i \in N} B_i(E)$. Then define the $n$th power of $B, B^n$, as follows: for all $E \subseteq W$, $B^1(E) = B(E)$ and for $n > 1, B^n(E) = B(B^{n-1}(E))$. Finally, common belief of an event $E$ is $CB(E) = \bigcap_{n \geq 1} B^n(E)$

Samet’s Theorem 3 states that, in any of his models, $CB(R^d) \subseteq I$, where $I$ is the set of states in which the backward induction path is played.

Suppose that $\mathcal{M}_G = (W, \{\beta_i, \sigma_i\}_{i \in N}, \{\geq_i\}_{i \in N}, \{P_i\}_{i \in N})$ is a game model for our game $G$. The forgetful projection of $\mathcal{M}_G$, denoted $\mathcal{M}_G'$, is the tuple $(W, \Pi_i, t_i)_{i \in N, s}$, where for each $w \in W$, let $\Pi_i(w) = \{w\}_i$, $t_i(w) = P_i(w)$, and $s(w) = \sigma_i(w), \ldots, \sigma_n(w))$. It is not hard to see that $\mathcal{M}_G'$ satisfies the constraints imposed by Samet. For instance, we have, for all $w' \in W, t_i(w) = t_i(w')$, since if $w' \approx w$, then $\max_{\geq_i}([w_i]) = \max_{\leq_i}([w_i])$.

We first state and prove a simple Lemma that will be used to relate Samet’s notion of doxastic substantive rationality with our rationality-1.

**Lemma 1.** Suppose that the game $G$ and game model $\mathcal{M}_G$ and state in $w$ satisfy the assumption of Proposition 1. Then, for all players $i$, for all $w' \in W$, if $w \in \text{Rad}^1_i$, then $u_i(Out_h(s(w'))) > u_i(Out_h(s_i; s_{-i}(w)))$.

**Proof.** First of all, it is easy to see that if a strategy $s_i$ is optimal for player $i$ at state $w$, then for all strategies $t_i \neq s_i$, there must be at least one state $w' \in \max_{\leq_i}([w_i] \cap \text{Move}_i^w = \beta_i(w))$ such that $u_i(Out_h(s_i, s_{-i}(w))) > u_i(Out_h(t_i; s_{-i}(w)))$.

Suppose that $w \in \text{Rad}^1_i$. Then, for all $h \in V_i$, if $\beta_i(w)_h$ is defined (i.e., $h$ on the path generated by the behavior of the players in state $w$), then for all $s_i \in S_i(w)$, there is at least one state $w' \in \max_{\leq_i}([w_i] \cap [h])$ such that $u_i(Out_h(s(w'))) > u_i(Out_h(s_i; s_{-i}(w)))$. Note that we can move from $Out(h)$ to $Out_b(h)$ since we restrict attention to strategy profiles that conform to the behavior of the players at $w$. By the constraint stated before Proposition 1, this implies that there is a $w'' \in \max_{\leq_i}([w_i])$ such that $u_i(Out_b(s(w''))) > u_i(Out_b(s_i; s_{-i}(w'')))$. This, together with the assumption that all mistakes are realized by some state in $i$’s information cell, ensures that, for every decision node $h \in V_i$, there is some $w' \in \max_{\geq_i}([w_i])$ such that $u_i(Out_b(s(w'))) > u_i(Out_b(s_i; s_{-i}(w')))$. This completes the proof of the Lemma.

The proof of the proposition follows immediately:

**Proof of Proposition 1.** Suppose that $w \in W$ and $(\beta_1(w), \ldots, \beta_n(w))$ generate a maximal path through the game. If $w \in CB(\bigcap \text{Rad}^1_i)$ in $\mathcal{M}_G$, then Lemma 1 implies that $w \in CB(R^d)$ in the forgetful projection $\mathcal{M}_G'$. Since $\mathcal{M}_G'$ is a Samet model of a game, Samet’s Theorem 3 implies that $w \in I$. Since no mistakes are made in $w$, this implies that $(\beta_1(w), \ldots, \beta_n(w))$ is the backward induction path.
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ABSTRACT
The impossibility theorem of Dekel, Lipman and Rustichini [8] has been thought to demonstrate that standard state-space models cannot be used to represent unawareness. We first show that Dekel, Lipman and Rustichini do not establish this claim. We then distinguish three notions of awareness, and argue that although one of them may not be adequately modeled using standard state spaces, there is no reason to think that standard state spaces cannot provide models of the other two notions. In fact, standard space models of these forms of awareness are attractively simple. They allow us to prove completeness and decidability results with ease, to carry over standard techniques from decision theory, and to add propositional quantifiers straightforwardly.
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1. INTRODUCTION
Dekel, Lipman and Rustichini [8], hereafter, “DLR”, claim to show that “standard state space models preclude unawareness”. Their claim has achieved the status of orthodoxy.1 The first task of this paper is to clear the way for standard state space models of unawareness by showing that the formal result DLR present does not establish their headline conclusion. DLR informally motivate certain axioms concerning unawareness, but in their formal impossibility result, they rely on the claim that these axioms hold at all states in the model. As section 2 argues, the assumption that axioms hold at all states of the model is unwarranted; in fact, DLR themselves reject it. While DLR’s formal results are valid, they are not sufficiently general to rule out standard state space models of unawareness. As we show, the impossibility results do not hold if one assumes only that DLR’s explicit assumptions about unawareness hold at some “real” states, as opposed to at all states. Even strengthening those explicit assumptions considerably does not reinstate the results.

But this does not yet vindicate standard state space models of unawareness. Section 3 presents a novel impossibility result which uses widely shared assumptions about awareness. The new impossibility theorem relies on the assumption that an agent who is aware of a conjunction is aware of its conjuncts. If awareness satisfies this assumption, then standard state space models do in fact preclude unawareness. We then distinguish three notions of awareness, and suggest that two important ones do not satisfy this assumption, leaving open the possibility that they could be adequately modeled by standard state space models.

The remainder of the paper continues in a more positive vein. We describe a simple class of standard state space models which represent key features of awareness. In section 4, we establish completeness and decidability for the logic of these models. We also show that adding propositional quantifiers, a topic which has presented major difficulties for existing approaches to awareness, is straightforward in our standard state space models. In section 5, we present one way of implementing a choice-based approach to decision theory within these models, and show how non-trivial unawareness is consistent with speculative trade. Section 6 concludes.

2. DLR’S TRIVIALITY RESULT
2.1 Standard State Space Models
Standard state space models for the knowledge and awareness of a single agent can be understood as certain tuples \(\langle\Omega, k, a\rangle\). \(\Omega\) is required to be a set, called the set of states, from which a set of events is derived by taking an event to be a set of states. \(k\) and \(a\) are functions on events, which represent the agent’s knowledge and awareness, respectively. \(k\) maps each event \(E\) to the event \(k(E)\) of the agent knowing \(E\); \(a\) similarly takes each \(E\) to the event \(a(E)\) of the agent being aware of \(E\).

Such models are straightforwardly used to interpret a formal language in which one can talk about knowledge and awareness. Let \(L\) be such a language built up from proposition letters \(p, q, \ldots\), using a unary negation operator \(\neg\), a binary conjunction connective \(\land\) and two unary operators \(K\) and \(A\), respectively ascribing knowledge and awareness to the agent. Formulas of this language are interpreted relative to a model \(M = \langle\Omega, k, a\rangle\) and a valuation function \(v\) which maps each proposition letter \(p\) to the event \(v(p)\). The interpretation uses a function \([\cdot]_{M,v}\) which maps each formula \(\phi\) of \(L\) to the event expressed by \(\phi\) in \(M\), which can be understood as the set of states in which \(\phi\) is true in \(M\). To state the constraints on such a function let \(-E = \Omega \setminus E\).

\[
[p]_{M,v} = v(p) \\
[\neg \phi]_{M,v} = -[\phi]_{M,v} \\
[\phi \land \psi]_{M,v} = [\phi]_{M,v} \cap [\psi]_{M,v}
\]

1 A draft of the full version of this paper is available at http://users.ox.ac.uk/~hert2388/.

*See, e.g., [53, p. 2], [54], [24, p. 78], [25, p. 305], [26, p. 101], [40, p. 220], [31, p. 2790], [39, pp. 977–978], [27, p. 2454], [28, p. 257], [15, p. 42], [58, p. 516], and [57].
\[ [K\varphi]_{M,v} = k([\varphi]_{M,v}) \]
\[ [A\varphi]_{M,v} = a([\varphi]_{M,v}) \]

The agent being unaware of something can of course be understood as it not being the case that she is aware of it. We therefore syntactically use \( U\varphi \) as an abbreviation for \( \sim A\varphi \). Similarly, we introduce the other connectives of classical propositional logic as abbreviations, using \( \lor \) for disjunction, \( \rightarrow \) for material implication, \( \leftrightarrow \) for bi-implication, and \( \top \) and \( \bot \) for an arbitrary tautology and contradiction, respectively. On the semantic side, we adopt the convention of writing \( fg \) for the composition of functions \( f \) and \( g \), which allows us two write, e.g., \( k - a(E) \) instead of \( k(-(a(E))) \).

In order to express general constraints on these models, we say that a formula \( \varphi \) is valid on \( M \) if \( [\varphi]_{M,v} = \Omega \) for each valuation function \( v \); this can be understood as requiring \( \varphi \) to be true in every state of \( M \) according to every valuation function. In order to limit this constraint to a particular state \( \omega \in \Omega \), we say that \( \varphi \) is valid in \( \omega \) if \( \omega \in [\varphi]_{M,v} \) for each valuation function \( v \).

These models count as “standard” in the sense of DLR. First, the events expressed by \( A\varphi \) and \( K\varphi \) are each a function of the event expressed by \( \varphi \). (DLR call this “event-sufficiency.”) Second, negation is interpreted as set-complementation and conjunction as intersection, so that all tautologies of classical propositional logic, such as \( p \lor \sim p \), are interpreted as the set of all states in every model. (DLR call this assumption “real states”.)

### 2.2 DLR on Standard State Space Models

DLR introduce three constraints on awareness, which can be stated using the following three axioms:

- **Plausibility**: \( Up \rightarrow (\sim Kp \land \sim K\sim p) \)
- **KU-Introspection**: \( \sim KUp \)
- **AU-Introspection**: \( Up \rightarrow UUp \)

Their constraints on knowledge can be stated using the following three axioms:

- **Necessitation**: \( K\top \)
- **Monotonicity**: \( K(p \land q) \rightarrow (Kp \land Kq) \)
- **Weak Necessitation**: \( Kp \rightarrow K\top \)

Their main results are then:

**Theorem 1** (DLR). Let \( M = (\Omega, k, a) \) be a model on which Plausibility, KU-Introspection and AU-Introspection are valid.

1. **(i)** If Necessitation is valid on \( M \), then \( Ap \) is valid on \( M \).
1. **(ii)** If Monotonicity is valid on \( M \), then \( Kp \rightarrow Aq \) is valid on \( M \).
2. If Weak Necessitation is valid on \( M \), then \( Kp \rightarrow Aq \) and \( Ap \leftrightarrow Aq \) are valid on \( M \).

Our presentation of DLR’s result differs in superficial respects from their original presentation. DLR do not present their constraints in terms of the validity of certain axioms. Thus, for example, instead of requiring KU-Introspection to be valid on \( M \), they require \( k - a(E) = 0 \) for all events \( E \). However, it is a routine exercise to show that this condition is equivalent to the validity of our corresponding axiom. The same point holds for the other axioms. In short, our later models will not be escaping their triviality result by a sleight of hand which depends on this presentation.

One reason for the variant presentation is that it will facilitate the later exposition. It also serves to demonstrate that standard state space models as discussed here are equivalent to what are now commonly known as neighborhood or Scott-Montague frames (see [55] and [44]). It is well known that given certain restrictions on the function interpreting knowledge, this function can be turned into a binary relation among states along the lines of those used by [37] and [29]. This representation as a binary relation is, in turn, formally interchangeable with the “possibility correspondences” introduced by [2] (see also [3]) and used throughout economic theory (see, e.g., [11]).

### 2.3 Two Kinds of States

In response to their triviality results, DLR suggest distinguishing informally between “real” states and “subjective” states. As we understand it, this distinction can be explained as follows. An epistemic model makes predictions about how an agent or group of agents will or would behave in particular situations. The model makes predictions about these situations by including states which represent them. The real states in a model are the states which represent situations the model is intended to describe. The model predicts an agent will behave a certain way in a particular situation just in case the agent behaves that way in the real state which represents that situation. The predictions of a single model are given by what holds at all its real states; the behavioral theory of a class of models is given by what holds at all real states in all its models.

A state in an epistemic model is subjective if it figures in the specification of what the agent knows or is aware of at some real state. According to this way of understanding real and subjective states, states may be both real and subjective. Suppose we wish to represent an agent who knows that a particular coin will be flipped, but who will not learn the outcome of this coin flip. If our model is intended to make predictions no matter how the coin lands, the subjective states needed to specify the agent’s knowledge (heads and ignorant, tails and ignorant) will be exactly the real states: every state will be both real and subjective. But as DLR recognize, there is no reason to require all states to play both roles. In the earlier example, if we only wanted to make predictions about the situation in which the coin comes up heads, we would not count one of the states (tails and ignorant) as a real state; even so, to represent the agent’s ignorance given heads, a state where the coin comes up tails would still have to be included as a subjective state. The point can also be illustrated with a less artificial example. Consider an analyst who wishes to model the interactions of agents who are rational, but who do not believe each other to be rational. To represent the beliefs of these agents, the analyst must include subjective states in which the agents are irrational. But although she includes these subjective states, the analyst has no intention of eliminating the claim that the agents are rational from the predictions of her theory. Rather, it is understood informally that these subjective states are not real; they do not represent situations the analyst aims to describe.
Put in the terms of our presentation, DLR’s proposal is to allow subjective states in which the law of excluded middle, \( p \lor \neg p \), may not be true. DLR have no intention of eliminating the law of excluded middle from the predictions of their theory. Rather, they introduce these subjective states to specify the agent’s knowledge and unawareness at real states where classical logic holds. The theory of DLR’s models is given by what holds at these classical real states, not by what holds at all states whatsoever. Still, since classical tautologies may fail in DLR’s subjective states, their models violate the “real states” assumption, and so are not standard state space models.

But once we acknowledge that some states may not be intended to represent situations the analyst wishes to describe, a question arises: Why should one require DLR’s three axioms on unawareness to be valid in all states? DLR do not argue for this assumption. At best, their arguments in favor of their axioms only motivate imposing these axioms at real states. These arguments provide no motivation for imposing the axioms on subjective states that are not real, since these states are merely included in the model to specify the agent’s knowledge and unawareness at real states.

There is a general methodological principle in epistemic modeling that axioms are to be imposed at all states. But in the literature on awareness, following DLR, this methodological principle has long been abandoned. DLR’s own non-standard models violate this requirement, as do the current leading proposals for representing awareness, for example that of [24]. The subjective states in DLR’s models include states in which logical axioms, including the law of excluded middle, do not hold. In DLR’s models, as in the ones we will propose, even logical axioms are allowed to fail at some states. The only difference between our proposal and theirs concerns which axioms are allowed to fail. DLR preserve their own axioms at all states, and move to non-standard models in which classical propositional logic may fail at subjective states. We will preserve classical propositional logic at all states, and work with standard models in which DLR’s axioms may fail at subjective states.

Still, one might ask: How should we understand a state where DLR’s axioms are false? DLR interpret their own subjective states as “descriptions of possibilities as perceived by the agent” (p. 171). This interpretation does not seem appropriate for our models, in which DLR’s axioms may fail at subjective states. But such metaphorical interpretations of these states are unnecessary. Subjective states where the axioms of awareness are invalid are simply to be understood in terms of the agent’s knowledge and awareness at real states where the axioms are valid.

In fact, we can give a direct argument for not imposing DLR’s axioms at all states, and in particular, for including states where \( KU\)-Introspection is invalid. First, by \( AU\)-Introspection, if an agent is unaware of \( p \), then she must be unaware of being unaware of \( p \). But then, by Plausibility, the agent does not know that she does not know that she is unaware of \( p \). (Essentially, DLR already give this argument on p. 169.) In epistemic models, we generally represent an agent’s not knowing \( q \) by including a state in which \( q \) is false. So, to allow for real states in which the agent does not know that she does not know that she is unaware of \( p \), we must include subjective states in which the agent knows that she is unaware of \( p \), and so violates \( KU\)-Introspection.\(^2\)

To sum up: after rejecting standard state space models, DLR propose that we should use models in which the laws of logic fail at subjective states. They implement this proposal by countenancing states where propositional logic fails, so that their models are non-standard. But if we allow models in which the law of excluded middle may fail at subjective states, we must also consider models in which other axioms, including DLR’s, may fail at subjective states. DLR’s formal results only apply to standard state space models in which their axioms are imposed at all states; the results do not concern standard state space models in which the axioms are imposed only at real states. As a consequence, these formal results cannot provide a basis for the conclusion DLR draw: that standard state space models preclude unawareness.

### 2.4 Non-Triviality

We have not argued against the validity of DLR’s three axioms in real states – states representing the situations to be modeled. In our setting, we can formalize the distinction between real states and subjective states which are not real, by only assuming the validity of the axioms in some subset of the states in a model. We can then ask: is assuming the validity of the three axioms in such distinguished real states enough to lead to triviality? The following example shows that it is not:

**Theorem 2.** There is a model \( M = (\Omega, k, a) \), state \( \alpha \in \Omega \) and event \( E \subseteq \Omega \) such that Necessitation is valid on \( M \), \( AU\)-Introspection and \( KU\)-Introspection are valid in \( \alpha \), and \( \alpha \notin a(E) \).

**Proof.** Let \( \Omega = \{ \omega_1, \omega_2 \} \). Define a binary (accessibility) relation \( R \) on \( \Omega \) as follows:

\[
R = \begin{cases} \omega_1 \rightarrow \omega_2, & \text{if } \omega_1 \in F \text{ and } \omega_2 \notin F, \\ \Omega \setminus \{ \omega_1, \omega_2 \}, & \text{otherwise} \end{cases}
\]

\( R \) induces a possibility correspondence \( P \) such that \( P(\sigma) = \{ \tau : \tau R \sigma \} \). With \( P \), define \( k \) and \( a \) such that for all \( F \subseteq \Omega \):

\[
k(F) = \{ \sigma \in \Omega : P(\sigma) \subseteq F \}
\]

\[
a(F) = \begin{cases} \{ \omega_2 \} & \text{if } \omega_1 \in F \text{ and } \omega_2 \notin F, \\ \Omega \setminus \{ \omega_1, \omega_2 \} & \text{otherwise} \end{cases}
\]

It is routine to check that \( M = (\Omega, k, a), \alpha \) and \( E = \{ \alpha, \omega_1 \} \) witness the claim to be proven.\(^3\)

This shows that DLR’s Theorem 1(i) cannot be extended to standard state space models in which DLR’s three axioms are only required to be valid in real states. In fact, the model used in the above proof of Theorem 2 can also be used to:

\( \text{This argument differs from DLR’s main proof of triviality, since it only assumes that the axioms hold at the real state.} \)

\( \text{As suggested in [43], one might consider an extension of Plausibility along the following lines: For each natural number } n, \text{ let } n\text{-Plausibility be } Up \rightarrow (\neg K)^n p, \text{ where } (\neg K)^n p \text{ is defined inductively by the two clauses } (\neg K)^1 p = \neg K \varphi \text{ and } (\neg K)^{n+1} p = \neg K((\neg K)^n p). \text{ For each natural number } n, \text{ } n\text{-Plausibility is valid in } \alpha. \)
show that DLR’s other two results cannot be extended either. For 1(ii), note that Monotonicity is valid on $M$, and that $\alpha \in k(\Omega)$ although $\alpha \notin a(E)$. For 2, note first that Weak Necessitation is valid on $M$, and that $\alpha \in a(\Omega)$ but as before $\alpha \in k(\Omega)$ and $\alpha \notin a(E)$. More generally, any state in any model which satisfies both Necessitation and Monotonicity, in addition to DLR’s three axioms, will be a counterexample not just to extensions of DLR’s Theorem 1(i), but also to extensions of their Theorems 1(ii) and 2.

We conclude that none of DLR’s three triviality results show that standard state space models preclude unawareness. One might wonder whether plausible strengthenings of the axioms on knowledge and unawareness allow us to reinstate the triviality results. In the full paper, we argue first that this cannot be achieved by strengthening their axioms governing knowledge, and, second, that it cannot be achieved by a particular strengthening of the axioms governing unawareness. The theorems and proofs may be found in Appendix A.

3. THREE KINDS OF AWARENESS

3.1 A New Triviality Result

DLR’s result had limited implications for state space models because it depended on the validity of their axioms at all states. Is there a triviality result which only uses the validity of axioms on awareness in real states, rather than their validity in all states? In fact, as we now show, widely accepted axioms on awareness do lead to triviality even if they are imposed only at real states. The result uses the following two axioms:

$$\text{AS: } A \neg p \rightarrow Ap$$
$$\text{AC: } A(p \land q) \rightarrow (Ap \land Aq)$$

Awareness is widely assumed to satisfy both of these axioms; see, e.g., [43, pp. 274–275], [18, p. 331] (axioms A1 and A2) and [25, p. 309] (axioms 1 and 2).

As the next theorem shows, these axioms lead straightforwardly to triviality.

**Theorem 3.** Let $M = (\Omega, k, a)$ be a model and $\alpha \in \Omega$ such that AS and AC are valid in $\alpha$. Then $Ap \rightarrow Aq$ is valid in $\alpha$.

**Proof.** Consider any events $E$ and $F$, and assume $\alpha \in a(\Omega)$. Since $E = E \cap \Omega$, $\alpha \in a(E \cap \Omega)$, and so by AC, $\alpha \in a(\Omega)$. By AS, $\alpha \in a(\emptyset)$. Since $\emptyset = \emptyset \cap F$, $\alpha \in a(\emptyset \cap F)$, and so by AC, $\alpha \in a(F)$. □

The crucial difference between this and DLR’s triviality result is that AS and AC are only assumed to be valid in a distinguished state, for which it is shown that non-trivial unawareness in it is ruled out.

But does awareness really satisfy both AS and AC? In the following, we will focus in particular on AC, arguing that for some important notions of unawareness, being aware of a conjunction does not entail being aware of its conjuncts.

3.2 Attending vs. Conceiving vs. Processing

In the literature on awareness, it is uncontroversial that there is no single attitude of awareness; what is expressed by “aware” is a loose cluster of notions. This was noted at the very start of the literature, as witnessed by the lengthy discussions in [10]; another detailed discussion can be found in [54]. We will argue that at least some important notions of awareness do not satisfy AC (for others, as we will see, the situation is more complex). In order to do so, we roughly distinguish the following three ways of understanding a claim of the form “The agent is aware of . . .”:

(i) The agent is attending to . . .
(ii) The agent has the conceptual resources required to conceive of . . .
(iii) The agent is able to process . . .

We will introduce these notions – and distinguish between them – using various examples found in the literature.

Consider first attention. An influential example, which first appeared in [16], and which is discussed at length by DLR and numerous places in the subsequent literature, is based on the following quote from one of Arthur Conan Doyle’s Sherlock Holmes stories [9]:

“Is there any other point to which you would wish to draw my attention?”
‘To the incident of the dog in the night-time.’
‘The dog did nothing in the night-time.’
‘That was the curious incident’ remarked Sherlock Holmes.”

Holmes’s interlocutor is Inspector Gregory, a Scotland Yard detective. Before Holmes pointed out to Gregory that the dog did nothing in the night-time, Gregory was unaware of the dog doing nothing in the night-time. Gregory’s state of unawareness is naturally understood as one of inattention – Holmes makes Gregory aware of the dog doing nothing in the night time in the sense of bringing this fact to his attention.

Gregory’s failing to attend to the dog doing nothing in the night-time must be sharply distinguished from Gregory’s not being able to conceive of the the dog doing nothing in the night-time. Before Holmes alerted Gregory to the dog doing nothing in the night-time, Gregory possessed the concepts required to entertain thoughts about the dog doing nothing in the night time. Contrast this with the following example for unawareness from [10, p. 40]:

“How can someone say that he knows or doesn’t know about $p$ if $p$ is a concept he is completely unaware of? One can imagine the puzzled frown of a Bantu tribesman’s face when asked if he knows that personal computer prices are going down!”

The relevant state of unawareness in this example is not merely a matter of the agent failing to attend to the relevant event or subject matter. For example, if one is unaware in the sense of being unable to conceive of an event, it must be that one does not understand the words for those notions in any language. Contrast this with the case of Inspector Gregory. Gregory understands what Holmes says: he can conceive of the dog’s doing nothing. But the purported example of inconceivability does not have this structure: the tribesman is supposed to be unable to think about computers using any of his conceptual resources, no matter what he attends to.

The two notions of awareness – attending to versus being able to conceive of – are therefore clearly distinct.
The third notion of unawareness we want to single out is one which [10] (see also [19] and [20]) focus on; it can be understood as an attempt to deal with what is known as the “problem of logical omniscience” in epistemic logic. In standard state spaces, if two sentences \( \varphi \) and \( \psi \) are equivalent in classical propositional logic, then \( K\varphi \) and \( K\psi \) will be true in the same states. In particular, if \( K(p \lor \neg p) = \text{true} \) in a given state, then so is \( K\tau \) for any propositional tautology \( \tau \). One of Fagin and Halpern’s reasons for developing a logic of awareness is to obtain logics which do not have this property. They write:

“The notion of awareness we use in this approach is open to a number of interpretations. One of them is that an agent is aware of a formula if he can compute whether or not it is true in a given situation within a certain time or space bound.

This interpretation of awareness gives us a way of capturing resource-bounded reasoning in our model.”

Being unaware of \( \varphi \) in the sense of not being able to process \( \varphi \) is clearly distinct from failing to attend to \( \varphi \): although Gregory did not attend to the dog doing nothing in the night-time, he had no difficulties processing the claim that the dog did nothing in the night-time. Not being able to process \( \varphi \) is also clearly distinct from not being able to conceive of \( \varphi \): Gregory might not have been able to process an extremely complicated propositional tautology using only negation, conjunction and the sentence “the dog did nothing in the night-time”, but he clearly possessed all the concepts required to entertain it.

3.3 Awareness of Conjunctions

Let’s return to the new triviality result introduced at the start of this section. As already advertised, we believe that the principle AC, which says that an agent who is aware of a conjunction is aware of its conjuncts, may be plausible for one notion of awareness, but it is not for the other two.

Consider first awareness as the ability to process. This is plausibly a relation of agents to sentences, as part of what it takes to process \( \varphi \) is to be able to find out what the sentence “...” means. AC may hold if awareness is understood as the ability to process: It is natural to assume that an agent who is able to process a conjunction “... and —” is also able to process “...” and “—”. As noted already in [10, p. 54], even this may fail: an agent might be able to recognize that a very long sentence has the form \( \varphi \land \neg \varphi \), and so be able to process it, although she is unable to process the complex \( \varphi \) on its own. Resolving this controversy may require distinguishing further among different notions of processing, and the appropriate resolution may depend on the intended application.

The relations of attention and conceivability are different from the ability to process. In particular, they are plausibly relations agents have not to sentences but to what sentences express. We might call these entities contents or propositions, but in keeping with the terminology employed above, we call them events. In the full paper, we discuss the difference between sentences and events in more detail, and motivate the assumption of a coarse-grained theory of events, according to which events form a complete atomic Boolean algebra. A consequence of this assumption – which is implicit in all standard state-space based modeling techniques – is that sentences which are equivalent in propositional logic have identical contents.

With this understanding of attention and conceivability as relations of agents to coarse-grained events, consider first attention. Assume that after the conversation with Holmes quoted above, Gregory is alone thinking about the case, and attending to the event of the dog barking in the night (\( p \)). He is not, however, attending to event of Holmes at that moment smoking a pipe (\( q \)). It is then natural to say that Gregory is also not attending to the conditional event that if Holmes is currently smoking a pipe then the dog barked in the night (\( q \rightarrow p \)). But notice that according to the coarse-grained Boolean theory of events, the event that the dog barked in the night (\( p \)) is identical to the event that if Holmes is smoking a pipe then the dog barked in the night, and the dog barked in the night (\( (q \rightarrow p) \land p \)). So if AC were valid, then since Gregory is attending to the event of the dog barking in the night, he would be attending to the event that if Holmes is smoking a pipe then the dog barked in the night. But by assumption Gregory is not attending to this last event. Thus it follows from the coarse-grained theory of events that AC must be rejected.

A similar example can be given if we understand awareness as conceivability. Assume our agent does not have the conceptual resources to entertain the event of there being a black hole. According to the assumed coarse-grained theory of content, the event of there being a black hole and there being no black hole is identical to any event expressed by a propositional contradiction, such as the event of there being a sheep and there being no sheep. The agent might well have the conceptual resources to entertain the event of there being a sheep and there being no sheep, without having the conceptual resources to entertain the event of there being a black hole.

If we adopt, as usual, a theory of events which identifies the event expressed by sentences which are equivalent in propositional logic, AC appears to be inappropriate. Thus the new triviality result with which we started this section also does not establish that standard state space models preclude unawareness understood as inattention or inability to conceive.

4. PARTITIONAL MODELS

So far, we have shown that standard state-space models escape certain putative impossibility results for models of attention and conceivability. But this does not establish that standard space models can provide fertile models of these notions. In the remainder of the paper, we define, motivate, and examine a class of standard state space models for representing attention and the ability to conceive.

To show that our models generalize smoothly to the multiagent case, from now on we use a language \( L_1 \) parametrized to an arbitrary set of agent-indices \( I \) which is defined as the language \( L \) above, except that the operators \( A_i \) and \( K_i \) are indexed to \( i \in I \). Models are consequently tuples of the form \( \langle \Omega, K^i, a^i \rangle_{i \in I} \).

The models we will be working with are defined as follows:

**Definition 1.** \( \langle \Omega, R^i, \approx^i \rangle_{i \in I} \) is a partitional model if \( \Omega \) is a set and for each \( i \in I \), \( R^i \) is a binary relation on \( \Omega \) which is reflexive and transitive, and \( \approx^i \) a function which maps each \( \omega \in \Omega \) to an equivalence relation \( \approx^i_\omega \) on \( \Omega \).

Here and in what follows, we make use of the fact that each
equivalence relation corresponds to a unique partition, and vice versa; accordingly, we treat them as interchangeable.

Partitional models can be used to generate standard models in the following way: $R'$ specifies states of knowledge just as in Theorem 2. The idea behind $\approx'$ is that the events the agent is aware of at $\omega$ are the events which are unions of sets of equivalence classes of $\approx'_\omega$ (equivalently: unions of sets of cells of the induced partition). So for each $i \in I$, let $R'$ and $\approx'$ determine functions $k^i$ and $a^i$ on events on $\Omega$ as follows:

\[
k^i(E) = \{ \sigma \in \Omega : P^i(\sigma) \subseteq E \}, \quad \text{where} \quad P^i(\sigma) = \{ \tau : R' \sigma \tau \}
\]

\[
a^i(E) = \{ \sigma \in \Omega : \text{for all } \rho \text{ and } \tau \text{ such that } \rho \approx'_n \tau, \rho \in E \text{ iff } \tau \in E \}
\]

Let the standard model determined by a partitional model $\langle \Omega, R', \approx' \rangle_{i \in I}$ be $\langle \Omega, k^i, a^i \rangle_{i \in I}$, with $k^i$ and $a^i$ as just defined. On such a standard model, $L_I$ can be interpreted as above; obviously, this induces a way of interpreting $L_I$ directly on partitional models.

### 4.1 The Attitude of Attention

In order to motivate partitional models as models of limited attention, we suggest that attention in the sense we have been using the term should primarily be understood as an attitude towards questions. There are many available formal approaches to modeling questions (for an overview, see [35]). For concreteness, we’ll adopt a standard approach, representing questions as partitions of the state space (see [17], building on [23] and [32]). Although we think the attitude to questions is primary, we will follow the literature on attention, in axiomatizing a notion of attention which has events as its objects. The relationship between this attitude to events and the attitude toward questions will be as follows: an agent attends to the question $Q$ if and only if the agent attends to every partial answer to $Q$. Using partitions to model questions, partial answers are unions of sets of cells, corresponding to how standard models are derived from partitional models.\(^4\)

### 4.2 Partitions for Conceivability

To motivate the use of partitional models of conceivability, assume that the agents to be modeled have the concept of negation and (infinitary) conjunction, so that the set of events they can conceive of are closed under complement and arbitrary intersection. This is mathematically equivalent to requiring that this set is derived from an equivalence relation as above.

### 4.3 An Example

It will be useful to have a concrete partitional model before us, as a running example. The following model shows that there are non-trivial partitional models; for simplicity, a single-agent case is specified. Let $M = (\Omega, R, \approx)$, with $\omega R \nu$ if $\omega = 1$ or $\omega = \nu$, and $\approx$ given by the following equivalence classes:

\[
\approx_1: \{1\}, \{2, 3, 4\}
\]

\[
\approx_2: \{1\}, \{2\}, \{3, 4\}
\]

\[
\approx_3: \{1\}, \{3\}, \{2, 4\}
\]

\(^4\)Section 5 discusses related models developed in [33, 34].

Thus, at 1, the strongest event known by the agent is $\Omega$, and at each other state $n$, it is $\{n\}$. At each state $n$, the events the agent is aware of are the events which don’t distinguish between any states in $\Omega \setminus \{1, n\}$.

Drawing the four states in a circle, starting with 1 at the top and going clockwise, we can draw each equivalence relation in a similar smaller circle, connecting two states by a sequence of lines if they are related by the relevant equivalence relation:

\[
\text{This is a partitional model in which there is non-trivial unawareness at each state. We will appeal to it below in order to show the consistency of various constraints.}
\]

### 4.4 Axioms

Given a class of models $\mathcal{C}$, a set of sentences $\Sigma \subseteq L_I$ is the logic of $\mathcal{C}$ if and only if $\Sigma$ contains exactly those sentences which are valid on $\mathcal{C}$. Characterizing the logic of a class of models gives us a formal perspective from which to assess what assumptions our models encode about agents knowledge and awareness.

Thus we may ask: What is the logic of partitional models? Standard techniques on completeness results in modal logic are easily adapted to obtain the following result.

**Theorem 4.** A formula is valid on all partitional models if and only if it is derivable in the calculus with the following axiom schemas and rules:

- **PL:** Any substitution instance of a theorem of propositional logic.
- **K-K:** $K_i(\phi \rightarrow \psi) \rightarrow (K_i \phi \rightarrow K_i \psi)$
- **K-T:** $K_i \phi \rightarrow \phi$
- **K-4:** $K_i \phi \rightarrow K_i K_i \phi$
- **A-Neg:** $A_i \phi \rightarrow A_i \neg \phi$
- **A-M:** $(A_i \phi \land A_i \psi) \rightarrow A_i (\phi \land \psi)$
- **A-N:** $A_i \top$
- **K-RN:** From $\vdash \phi$ infer $\vdash K_i \phi$
- **A-RE:** From $\vdash \phi \leftrightarrow \psi$ infer $\vdash A_i \phi \leftrightarrow A_i \psi$

Moreover, the logic is decidable.

A proof is given in Appendix B.

### 4.5 DLR Once More

Consider again DLR’s three axioms. Given our discussion above, it is natural to consider partitional models where DLR’s axioms are required to be valid in some distinguished state:
Definition 2. \( \langle \Omega, \alpha, R^{i}, \approx^{i} \rangle_{i \in I} \) is a partitional DLR model if \( \langle \Omega, R^{i}, \approx^{i} \rangle_{i \in I} \) is a partitional model and Plausibility, KU-Intro-\(-s\)ection and AU-Intro-\(-s\)ection (for each \( i \in I \)) are valid in \( \alpha \).

We now show that DLR’s triviality result cannot be revived in partitional models:

Theorem 5. There is a partitional DLR model \( \langle \Omega, \alpha, R^{i}, \approx^{i} \rangle_{i \in I} \) and an event \( E \subseteq \Omega \) such that \( \alpha \in U(E) \).

Proof. Simply distinguish state 1 in the model presented in section 4.3. \( \square \)

We conjecture that the logic of partitional DLR models can be axiomatized as follows:

Conjecture 1. Add the following axioms to the theorems of the axiom system in Theorem 4 and close under modus ponens:

\[
P: U_{i} \varphi \rightarrow (\neg K_{i} \varphi \land \neg K_{i} \neg \varphi)
\]

\[
AU: U_{i} \varphi \rightarrow U_{i} U_{i} \varphi
\]

A formula is derivable in this calculus if and only if it is valid in every distinguished state of every partitional DLR model.

Note that \( \neg KU \varphi \) can be derived using P, AU and K-T.

The present result shows that we can impose the DLR axioms without trivializing partitional models. But we confess to doubts about whether these axioms are appropriate. Just as with AC, once we understand more clearly the character of attention and conceivability, as well as the distinction between sentences and what they express, DLR’s axioms become much less compelling. The clearest case concerns Plausibility and attention. A consequence of the contrapositive of Plausibility is \( K \varphi \rightarrow A \varphi \). But this principle is false for attention. You know that there are more than four stars in the universe, but we doubt that you were attending to the question of how many stars there are prior to reading the previous clause. As we discuss in more detail in the full paper, the coarse-grained conception of content together with clarity about the notion of awareness to be modeled cast doubt on DLR’s axioms.

4.6 Propositional Quantification

A challenge to some approaches to unawareness is to represent propositionally quantified statements. E.g., earlier models by Halpern made the claim that the agent knew she was unaware of something unsatisfiable (cf. [21] and [22]). In standard state space models such as ours, it is trivial to add propositional quantifiers without any such consequences. To do so, we write \( v[E/p] \) for the valuation function which maps \( p \) to \( E \) and every other proposition letter \( q \) to \( v(q) \):

\[
[\forall p \varphi]_{M,v} = \bigcap_{E \subseteq \Omega} [\varphi]_{M,v[E/p]}
\]

To illustrate that these quantifiers behave just as one would expect, note that in state 1 of the example described in section 4.3, the agent knows that she is unaware of something without there being something that she knows to be unaware of: \( K \exists p U/p \land \neg \exists p KU/p \) is true in this state.

4.7 Closure and Automorphisms

In partitional models, what agents are aware of (attend to/can conceive) is closed under negation and conjunction. One might wonder whether we can also impose the constraints that what agents are aware of must be closed under awareness and knowledge. In other words, whether there are models on which the following axioms are valid:

A-4ij \( A_{i}p \rightarrow A_{i}A_{j}p \)

AK-4 \( A_{i}p \rightarrow A_{i}K_{j}p \)

To provide models which validate these principles we adapt the coherence constraint of [14].\(^6\) The idea behind it is most easily described for awareness as conceivability, taking the equivalence relations of partitional models to represent a relation of indistinguishability using conceptual resources available to the relevant agent at the relevant state. Coherence requires that if two states are indistinguishable in this way, then there must be a way of permuting the state space in a way which preserves all structural facts about knowledge and awareness, as well as all the events which the relevant agent is aware of at the relevant state.

Let \( M = \langle \Omega, R^{i}, \approx^{i} \rangle_{i \in I} \) be a partitional model. A permutation \( f \) of \( \Omega \) is an automorphism of \( M \) if for all \( i \in I \),

(i) for all \( x, y, z \in \Omega \), \( y \approx_{i} z \) iff \( f(y) \approx_{f(x)} f(z) \), and

(ii) for all \( x, y \in \Omega \), \( R^{i}xy \iff R^{if(x)}f(y) \).

A state \( x \in \Omega \) coheres if for all \( i \in I \) and \( y, z \in \Omega \) such that \( y \approx_{i} z \) there is an automorphism \( f \) of \( M \) such that \( f(y) = z \) and \( f \subseteq \approx_{i} \) (i.e., \( \omega \approx_{i} \omega \) for all \( \omega \in \Omega \)). It’s routine to verify that A-4ij and AK-4 are valid in any coherent state of a partitional model.

Once again, the model presented in section 4.3 demonstrates the satisfiability of this constraint: every state in this model is coherent. Since the model also satisfies the DLR axioms at state 1, it shows that even if we were to uphold the DLR axioms, imposing them together with coherence would not trivialize state space models of awareness.

5. DECISION THEORY

In section 4.5 the example of the number of stars illustrated how one may believe and know things to which one is not attending; clearly this kind of inattention may also affect choice-behavior. One advantage of standard state spaces is that we can use the usual decision-theoretic framework to represent the effects of inattention on choice-behavior.\(^7\)

The usual decision theoretic representation of an agent’s beliefs is given by a measure-space \( (S, B, \mu) \).\(^8\) To generate a partitional model, we enrich this description of the agent by selecting \( B^{C} \), a complete atomic subalgebra of \( B \), to generate a representation of what the agent attends to in the context of choice: \( (S, B, \mu, B^{C}) \). The atoms of \( B^{C} \) are a partition of \( S \), so this structure gives rise to a partitional model of unawareness. The distribution the agent “uses” in a choice

\(^{6}\)The following notion of coherence differs importantly from that of [14] in that \( \approx_{i} \) here need not relate \( x \) only to \( x \).

\(^{7}\)We do not here attempt to back-form what the agent is aware of from her choice-dispositions, as [46, 47] do for belief, and [51, 52] do for awareness.

\(^{8}\)This can be derived in any of the standard ways: e.g. [50], [59], [1], [5], [30], [6].
context is given by letting $\mu^C(E) = \mu(E)$ for all $E \in \mathcal{B}^C$ and undefined otherwise. The events the agent “explicitly believes” in the context can then be defined as the events of which the agent is certain in $\mu^C$. The algebra $\mathcal{B}^C$ can also be used to parametrize “expanding” and more generally “changing” awareness, represented as transitions between different complete atomic sub-algebras of $\mathcal{B}$. Since different algebras will determine different explicit beliefs in different contexts, this changing awareness can also represent effects of limited attention such as framing effects or failures of recall.

An approach along these lines has already proven fruitful in epistemic game theory. [33] and [34] develop Harsanyi type spaces in which players’ beliefs may be defined on different $\sigma$-algebras. If the algebras are taken as the events the agent is attending to, one may interpret these models as examples of agents who fail to attend to questions about the higher-order beliefs of others, and thus do not have explicit beliefs over events which can be defined only by the level-$n$ beliefs of others for large enough $n$.

### 5.1 Speculative Trade

An important test of approaches to unawareness has been how they fare with speculative trade ([26]). Building on the work of [2], [41] proved their famous “no-trade” theorem, illustrating the extreme strength of ST knowledge together with a common prior. One aim of representing “bounded” agents such as those with limited attention is to escape such paradoxes (for this perspective, see [45], [38]). Accordingly, we now provide a partitional DLR model with a common prior in which speculative trade is possible.

As is well known (see [16], [49], [48]), the “no-trade” theorem does not hold in general if agents’ accessibility relations $R^i$ are merely transitive and reflexive, but are not required to form an equivalence relation. Plausibility is incompatible with the $R^i$ forming an equivalence relation ([42]). Still, the DLR axioms together with partitional awareness models impose substantial further constraints, which might be thought to rule out speculative trade. We now construct a partitional DLR model to show that speculative trade can still occur in the presence of DLR’s axioms and nontrivial unawareness.

Let the states be $W = \{1, 2, 3, 4, 5\}$ and the agents be Alice, $A$, and Bob, $B$. The accessibility relations are defined so that: $1 R^A 2$ if $x \leq 3$; $5 R^A 2$ if $x \geq 3$ and otherwise $w R^A x$ if $w = x$, while $R^B = W \times W$. The partitions of the agents are induced by $\approx_1^A = \approx_2^A = \{(1, 2), (3, 4), (5)\}$; $\approx_3^A = \approx_4^A = \approx_5^A = \{(1, 2), (3, 4), (5)\}$; and for all $w, \approx_2^A = \approx_3^A = \{(1, 2), (3, 4), (5)\}$. The agents’ common prior is the uniform one, and two acts $f$ and $g$ have utility as follows: $f(1) = f(5) = 1, f(2) = f(4) = 5, f(3) = 7; g(w) = 4$ for all $w \in W$. If the agents update by conditionalization on their implicit knowledge, then Alice will invariably maximize utility by choosing $f$ (since in states 2, 3, 4 she is certain it does better, and in states 1 and 5 she expects to gain $1/3 \cdot 1 + 1/3 \cdot 5 + 1/3 \cdot 7 > 4$). Bob meanwhile does not update at all, so that he strictly prefers $g$ (since $4 > 2/5 \cdot 1 + 2/5 \cdot 5 + 1/5 \cdot 7$).

### 6. CONCLUSION

Standard state space models of attention and conceivability are at least as successful as current non-standard state space models. The non-standard models are, however, more complicated, and it is unclear that this complexity affords any advantages in predictive strength or accuracy. Standard state space models of these phenomena promise to lead to a rich and rewarding theory, posing technical and conceptual challenges, and offering connections to related work by linguists, philosophers and logicians – as well as work on bounded reasoning elsewhere in economic theory.
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A. MATERIAL SUPPORTING SECTION 2
A.1 Stronger Assumptions about Knowledge

The model used in Theorem 2 already validates a number of attractive axioms on knowledge, suggesting that strengthening DLR’s constraints on knowledge is unlikely to yield an interesting triviality result. In particular, the following axioms are valid on the model:

- Distribution: \((Kp \land Kq) \rightarrow K(p \land q)\)
- Anti-Necessitation: \(\neg K\bot\)
- Reflexivity: \(Kp \rightarrow p\)
- Positive Introspection: \(Kp \rightarrow KKp\)

We can show more systematically that any strengthening of the axioms of knowledge which rules out unawareness does so trivially in the same way as Negative Introspection does. On the very mild assumption that the agent doesn’t know the contradiction \(\bot\), we can characterize the conditions under which a given model for the knowledge of an agent can be extended to an unawareness model in which the agent is unaware of a given \(p\) at a given point \(a\) in which DLR’s three axioms are valid. Let a model \(M'\) extend a knowledge model \(M = (\Omega, k, a)\) just in case \(M' = (\Omega, k, a)\) for some function \(a: 2^\Omega \rightarrow 2^\Omega\).

**Theorem 6.** Let \(M = (\Omega, k, a)\) be a knowledge model, \(a \in \Omega\) and \(E \subseteq \Omega\) such that Anti-Necessitation is valid in \(a\). \(M\) has an extension such that Plausibility, \(KU\)-Introspection and \(AU\)-Introspection are valid in \(a\) and \(a \notin a(E)\) if and only if

(i) \(a \in -k(E) \cap -k - k(E)\), and
(ii) there is an event \(F\) such that \(a \in F \cap -k(F) \cap -k - k(F)\).

**Proof.** Assume first that (i) and (ii). Let \(a : 2^\Omega \rightarrow 2^\Omega\) be defined so that \(a(E) = a(F) = -F\), and \(a(G) = \Omega\) for all other events \(G\), and consider the model \(M' = (\Omega, k, a)\). It is routine to verify that Plausibility, \(KU\)-Introspection and \(AU\)-Introspection are valid in \(a\), and \(a \notin a(E)\), appealing to Anti-Necessitation in the proof for \(KU\)-Introspection.

For the converse, note that (i) follows the validity of Plausibility in \(a\). For (ii), let \(F = -a(E)\). Then \(a \in F\), by \(AU\)-Introspection, \(a \notin a(F)\), and so by Plausibility, \(a \in -k(F) \cap -k - k(F)\).

In particular, as long as the constraints on knowledge allow for there to be an event \(E\) and a state \(a \in E\) such that \(a \in -k(E) \cap -k - k(E)\), standard state space models and DLR’s three axioms will not preclude non-trivial unawareness.

A.2 Stronger Assumptions about Awareness

These results demonstrate that no plausible strengthening of the axioms governing knowledge will re-instate triviality. But what if we strengthen the axioms on awareness themselves?

To investigate this issue formally, extend the language \(L\) by a unary operator \(CK\) for common knowledge. To define its interpretation on a model \(M = (\Omega, k, a)\), derive the following functions on events: \(k^1(E) = k(E)\), \(k^{n+1}(E) = kk^n(E)\), and \(ck(E) = \bigcap_{1 \leq n < \omega} k^n(E)\).

\[
[CK\varphi]_{M,a} = ck([\varphi]_{M,a})
\]

With this, we consider the following additional axioms on awareness:

- **CK-Plausibility:** \(Ap \rightarrow CK(Up \rightarrow (\neg Kp \land \neg K\neg Kp))\)
- **CK-KU-Introspection:** \(Ap \rightarrow CK(\neg KUp)\)
- **CK-AU-Introspection:** \(Ap \rightarrow CK(Up \rightarrow UUp)\)

These additional axioms are also compatible with non-trivial unawareness. In fact, they are valid in state \(a\) of the example in the proof of Theorem 2. More generally, Theorem 6 can be extended straightforwardly to these three additional axioms, given the weak assumption that Necessitation and Anti-Necessitation are valid:

**Theorem 7.** Let \(M = (\Omega, k, a)\) be a knowledge model in which Necessitation and Anti-Necessitation are valid, \(a \in \Omega\) and \(E \subseteq \Omega\). \(M\) has an extension such that Plausibility, \(KU\)-Introspection, \(AU\)-Introspection, \(CK\)-Plausibility, \(CK-KU\)-Introspection and \(CK-AU\)-Introspection are valid in \(a\) and \(a \notin a(E)\) if and only if

(i) \(a \in -k(E) \cap -k - k(E)\), and
(ii) there is an event \(F\) such that \(a \in F \cap -k(F) \cap -k - k(F)\).

**Proof.** We establish (i) and (ii) as in the proof of Theorem 6. Assuming (i) and (ii), we define \(a\) as in the proof of Theorem 6, where it is noted that Plausibility, \(KU\)-Introspection and \(AU\)-Introspection are valid in \(a\), and \(a \notin a(E)\). For the \(CK\)-conditions, consider any event \(G\) such that \(a \in a(G)\). Then by construction of \(a\), \(a(G) = \Omega\). Therefore \(a(G) \cap H = \Omega\) for any event \(H\), and so \(a \in ck(a(G) \cap H)\) by Necessitation, which establishes the validity of \(CK\)-Plausibility and \(CK-AU\)-Introspection in \(a\). For \(CK-KU\)-Introspection, note that by Anti-Necessitation, \(k - a(G) = \emptyset\), so \(-k - a(G) = \Omega\), from which \(a \in ck(-k - a(G))\) follows again by Necessitation.\[\square\]

B. PROOF OF THEOREM 4

**Proof.** Since the formulas derivable in this calculus form a classical model logic in the sense of [56], we can apply the standard canonical model construction technique; in particular, consider the smallest canonical model (see [7, chapter 9], especially p. 254). Consider any formula \(\varphi\) not provable in the above calculus, and let \(\Gamma\) be the set of subformulas of \(\varphi\) closed under Boolean combinations. A standard filtration of the canonical model through \(\Gamma\) produces a finite model in which \(\varphi\) is false. It is routine to prove that the neighborhood function for \(A_i\) associates with each state a field of sets; since the model is finite this field is generated by an equivalence relation, as required. The above filtration can be chosen in such a way as to preserve the transitivity of the relation for \(K_i\); reflexivity is preserved by any filtration (see, e.g., [7, chapter 3], especially p. 106, or [4] p. 80).

The above argument also establishes that the logic thus axiomatized has the finite model property and so is decidable.\[\square\]
 ABSTRACT

Information delivery in a network of agents is a key issue for large, complex systems that need to do so in a predictable, efficient manner. The delivery of information in such multi-agent systems is typically implemented through routing protocols that determine how information flows through the network. Different routing protocols exist each with its own benefits, but it is generally unclear which properties can be successfully combined within a given algorithm. We approach this problem from the axiomatic point of view, i.e., we try to establish what are the properties we would seek to see in such a system, and examine the different properties which uniquely define common routing algorithms used today.

We examine several desirable properties, such as robustness, which ensures adding nodes and edges does not change the routing in a radical, unpredictable ways; and properties that depend on the operating environment, such as an "economic model", where nodes choose their paths based on the cost they are charged to pass information to the next node. We proceed to fully characterize minimal spanning tree, shortest path, and weakest link routing algorithms, showing a tight set of axioms for each.
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1. INTRODUCTION

The proper way to distribute power, disseminate information, or establish hierarchies in organizations is an issue encountered whenever there is a large enough network of agents that needs to interact in an orderly manner. For example, when trying to establish efficient lines of communications between agents which all need to reach a central hub, there are various properties we may desire in our system. We might want the system to be able to handle small changes in connections without causing disruptions throughout the network; we may want it to be flexible when we change its parameters so that various routing options are possible, and more. Indeed, the search for the right communication structure has played a role in early work on the foundations of the area of multi-agent systems [7, 15, 5], based on classical work in organization theory [8, 16].

More concretely, examining networking, one of the most important aspects of the design of a communication network is the way it routes information through its physical links. Routing protocols, such as those used in packet switching networks, circuit switching, or ad-hoc networks are designed with many goals in mind. They must adapt to changing network conditions, withstand failures, and operate in a distributed fashion while constructing a "good" routing scheme. Nodes in the network are, in fact, autonomous agents that can control the flow of information through them and can choose to forward it according to their own considerations. Agents may be controlled by different economic entities (such as in the internet, where different internet service providers control some of the routers), and may route according to complex preferences that are derived from economic relations [9, 14]. Even in the cooperative local-network setting where all routers are controlled by a single network operator, different considerations such as bandwidth utilization, latency, and the risks of link failures come into play.

The multitude of previous treatments of the problem suggest a myriad of routing protocols, each with their own benefits and shortcomings. In contrast, this work examines the routing problem through the lens of the axiomatic approach, which seeks to formulate different elementary properties that are desirable in this context. One approach to an axiomatic treatment, which we take in this work, is that of characterization: a set of elementary properties is shown to uniquely determine some routing algorithm, and hence the routing outcome on any specific graph. From the designer's perspective, such a result implies a great deal — any additional property that is not already achieved by the protocol cannot be added to it without giving up on another basic property. The approach thus provably bounds the design space of algorithms and makes explicit the choices made when selecting one over the other.

As we are not aware of any previous axiomatic treatment of routing, we focus our attention on a domain that most closely resembles the internet as it is built today, and fo-
cus our efforts within this domain on what one may consider classic, or natural routing schemes. In particular, we assume that routing choices are independent of the congestion on links (such as the case in the internet, where routing protocols such as BGP first establish paths, and congestion control protocols such as the one embedded into TCP manage the load on each flow’s path and ensures that rates are throttled to match the bottleneck of the flow). Furthermore, as with internet routing where routers decide on the next hop of each packet using a routing table that maps its destination to the next hop, routing choices made to different destinations are done independently. Finally, packets addressed to the same destination are not split between different paths, and are routed in the same manner regardless of their source. These choices, which greatly restrict the power of any routing algorithm may seem arbitrary, but are in fact derived from real-world design considerations. For example, the need to quickly forward packets towards their destination at each router mandated that most routing be done in specialized hardware. No complex computation is performed (only a lookup into a routing table) and no deep inspection of the packet is performed. Keeping routing simple has made it fast and robust.

More advanced routing schemes that have been proposed in the literature may split traffic, allow routing choices to depend on the source of the packet or its previous hops, or may even change the routes in response to link congestion. These are notoriously difficult to coordinate and to implement. We leave treatment of these more advanced schemes to future work.

Our set of axioms or “desirable properties” are also motivated by similar considerations. For example, one of the fundamental features we desire in our algorithms is one of robustness, which is the ability of a system to endure changes in the network without creating disruption in parts of the network that have not undergone changes.

A different feature, which might be desirable only in certain cases, is “first hop”, which is particularly relevant for diffuse networks with independent nodes. It means, broadly, that network nodes care only about their immediate surroundings, or the “next step” in the network data transfer. Such a property might be relevant when nodes pursue an “economic model”, paying for transferring information, and hence only caring about the cost they need to pay to move their information to the next node, and following that, they have no preference on the route the information should pass en route to its destination. Other properties, desirable only in some cases include an indifference between two parallel paths, as long as they change their weights by the same amount concurrently.

Ultimately, after devising our axioms we successfully fully characterized 3 natural routing algorithms:

- **Minimum spanning tree**: A tree with the smallest overall weight is a result, among others, of the “first hop” axiom (the “economic model”).

- **Shortest path**: A tree where each node has the shortest possible path to its destination is a result, among other axioms, of viewing as immaterial to the routing decision any parallel paths which change their weight by the same amount.

- **Weakest link tree**: A tree where each node takes the path with the maximal “lightest” weight available to it. This results from considering higher edge-weights as beneficial (e.g., representing bandwidth which one wishes to increase in contrast to delay that one wishes to decrease), and from considering designers that choose between parallel paths in a slightly different manner.

We proceed to review relevant previous research and then continue to define our model and expand on the axioms, which are motivated with a brief explanation and presented formally. Following that we show (and prove) our characterization of the minimal spanning tree, the shortest path tree, and the weakest link tree.

## 2. RELATED WORK

In the past decade, as routers became more flexible, research on routing (particularly inter-domain) and its techniques has been rekindled and extended beyond the technical issues dealt with in the past. The harbinger for much of this research was [10], which was further expanded by several researchers (see updating report here: [http://www.cl.cam.ac.uk/~tgg22/metarouting/](http://www.cl.cam.ac.uk/~tgg22/metarouting/). However, this line of research, while introducing many interesting mathematical and theoretical concepts to the field of routing, has refrained from phrasing its models as requirements by users, to be filled by various routing algorithms.

The axiomatic approach, which does approach problems with this outlook, has been first introduced in CS contexts as extensions to the classical theory of choice [4], and has been applied to ranking systems [1, 2] and trust systems [3], as well as to other multi-agent setups such as multi-level marketing [6].

In relation to networking, usage of the axiomatic approach has generally been concentrated in two main areas: applying to general graph theory (e.g., [18]) or in more technical approaches to networks: papers such as [13] which deal with particular wireless models and implementations, and, somewhat closer to our line of work, [12], whose basic axioms are basic enough to be covered through our models, while the routing related axioms involve various assumptions on how routers work (tables, etc.), which we refrain from approaching in our more abstract considerations.

Further work connecting networking and the axiomatic approach has focused on particular instances of problems: [11] try to use the axiomatic approach to extract the costs of multicast routing and decide who is to pay them. Trust networks and social networks (e.g., recommendation systems) have been analysed many times using the axiomatic approach to understand their desirable features and better understand desirable algorithms in these cases [17, 3]. However, none of these papers deal with the basic routing mechanism by which messages and information arrive at each node.

## 3. SETUP

Before introducing our axioms, we begin by setting up our routing model. It is, naturally, only a simplification of routing as it is done in large, complex networks such as the internet, but we believe it is robust enough to display many networking characteristics.

Our world will be a weighted graph $G(V,E,W)$ and a destination $d$, where $V$ is a set of nodes, $E$ is a set of edges, and $W$ is a function assigning weights to edges, and $d \in V$. A routing solution is a tree $T$ over that graph, as defined
below (we do not concern ourselves with non-tree routing, as passing through the same node several times does not serve any purpose).

**Definition 1.** A routing function \( f_d : G \rightarrow T \) is a function from connected weighted graph \( G(V,E,W) \) in which \( d \in V \), to a tree \( T(V,E,W) \in T \) such that \( T \subseteq G \).

We can look at the graph as one with directed edges if we consider each edge’s direction to be the one pointing at the vertex from which there is a path to \( d \) (without going through the same edge again).

We discuss 3 different routing options:

- **Minimum spanning tree (MST):** a tree connecting all nodes in the graph with the minimal weight, i.e., for every tree \( T' \subseteq G \) that encompasses all of \( G \)’s nodes, \( \sum_{e \in f_d(G)} W(e) \leq \sum_{e \in T'} W(e) \).

- **Shortest path:** each node is connected to \( d \) using a shortest length path in the graph. For every node \( v \in V \), let \( (e_1, \ldots, e_s) \) be a path without cycles from \( v \) to \( d \) such that \( e_i \in T \), and let \( (e'_1, \ldots, e'_s) \) a different path from \( v \) to \( d \), then \( \sum_{i=1}^s W(e_i) \leq \sum_{i=1}^s W(e'_i) \).

- **Weakest link:** looking at each potential path from each node to \( d \), we give each path the value of its smallest valued edge. The routing tree will contain, for each node the path to \( d \) with the maximal value. So for every node \( v \in V \), let \( (e_1, \ldots, e_s) \) be a path without cycles from \( v \) to \( d \) such that \( e_i \in T \), and let \( (e'_1, \ldots, e'_s) \) a different path from \( v \) to \( d \), then \( \min_{1 \leq i \leq s} W(e_i) \geq \min_{1 \leq i \leq s} W(e'_i) \).

Notice that while for the minimal spanning tree and shortest path routing options weights are interpreted as costs (e.g., payments, delays), so these algorithms seek to minimize them, the weakest link views weights as measure for capability such as bandwidth, so seeks to maximize the weight.

4. **Axioms**

Having introduced our framework, we introduce our axioms, which are, basically, desirable properties of the function \( f_d \) (in the axioms below we use \( f \), as these are properties which do not depend on a specific \( d \) destination).

**Robustness** indicates the routing being quite unsuscptible to changes – only if a path in the routing is destroyed, will it require any change. As indicated in Figure 1, the path from node \( a \) changes, but not from node \( b \).

**Axiom 1 (Robustness).** \( f \) is robust if removing an edge \( e \in E \) from \( G(V,E,W) \), yielding \( G' \), then for every vertex \( v \in V \) if the cycle-less path from \( v \) to \( d \) in \( f_d(G) \) did not contain \( e \), then this is still the selected path according to \( f_d(G') \) (see example Figure 1).

The following axioms deal with global changes to the graph weights, additive or multiplicative:

**Axiom 2 (Scale Invariance).** \( f \) is scale invariant if for a graph \( G(V,E,W) \), for any positive scalar \( \alpha \in \mathbb{R}^+ \), defining \( G'(V,E,\alpha W) \), for every \( d \in V \), \( f_d(G) = f_d(G') \).

**Axiom 3 (Shift Invariance).** \( f \) is shift-invariant if for a graph \( G(V,E,W) \), for any \( \alpha \in \mathbb{R} \), defining \( G'(V,E,\alpha + W) \), for every \( d \in V \), \( f_d(G) = f_d(G') \).

![Figure 1: An edge is removed, but only a, whose path used that edge changes its path (the left side is the graph, the right side is the routing algorithm’s output)](image)

The monotonicity axiom below seeks to establish that if an edge does not have to be in every tree, if its weight increases enough, it will not be a part of the routing tree:

**Axiom 4 (Monotonicity).** \( f \) is monotone if for a graph \( G(V,E,W) \) and \( d \in V \), for \( e \in E \), if \( e' \notin f_d(G) \), then for every \( G'(V,E,W') \), there is a value \( M_{W'} \) such that for \( W'' \) such that \( W''(e) = W''(e') \) for all \( e \in E \setminus \{e'\} \) and \( W''(e) \geq M_{W'} \), \( e' \notin f_d(G'(V,E,W'')) \). Similarly, we can define the opposite direction, an edge in \( f_d(G) \) will not be in the routing tree if it has a small enough value; we will refer to it as inverse monotonicity.

While the phrasing of the following axiom is somewhat technical, the first hop axiom below simply means that if a vertex has several potential edges to connect to a path to \( d \), the routing only depends on the weights of the edges connecting it to these potential paths, and unrelated to weights of other edges in the graph.

**Axiom 5 (First Hop).** Let \( G(V,E,W) \) be a weighted graph and let \( v,d \in V \) and \( v \neq d \). Suppose \( C = \{c_1, \ldots, c_s\} \) are the vertices such that \( (v,c_i) \in E \) and there is a path from \( c_i \) to \( d \) in \( f_d(G) \) which does not pass through \( v \). W.l.o.g., let \( (v,c_1) \) be the first step in the path from \( v \) to \( d \) in \( f_d(G) \). We say that \( f \) satisfies first hop if for any \( W' \) such that \( W'(v,c_1) = W(v,c_1) \) and if for all \( c_i \in C \), \( f_d(G'(V,E,W')) \) contains paths to \( d \) from \( c_i \) that do not pass through \( v \), and there is no \( c' \notin C \) such that \( (v,c') \in E \) and there is a path from \( c' \) to \( d \) in \( f_d(G') \), then the cycle-less path from \( v \) to \( d \) in \( f_d(G'(V,E,W')) \) starts with \( (v,c_i) \).

The rational for the first hop axiom is to capture a common economic model, in which edge weights indicate the cost of passing information. In distributed networks, such as the internet, each agent only minds the amount it needs to pay to transfer its data to the next node, not caring about the path the data will take from there.
Path cardinal/ordinal invariance intends to see the planner’s considerations when multiple paths exist. As there might be many potential behaviours, we only limit ourselves to examining the narrow case of what the planner considers important when there is only one cycle in the graph (i.e., the axiom does not strongly enforce a general behaviour on the planner). Cardinal invariance deals with adding the same weight to potential paths, and how it does not effect the routing. Ordinal invariance similarly does not change the routing if all that has changed are the weights of the competing paths, as long as edges in each path maintain their relative position.

Axiom 6 (Path Cardinal Invariance). Let \( G(V,E,W) \) be a graph which contains a single cycle, \( d \in V \), and let \( d \neq v \in V \) be a part of this cycle. Hence there are two alternative paths from \( v \) to \( d - p_1 \subset E \) and \( p_2 \subset E \) (one of them is actually a part of \( f_d(G) \)). \( f \) is path cardinal invariant if it treats those paths as such: Choosing an edge \( e' \in p_1 \) and \( e'' \in p_2 \), for any \( \alpha \in \mathbb{R} \), we define \( W' \) as \( W(e) = W'(e) \) for \( e \in E \setminus \{e' \cup e''\} \) and \( W'(e') = W(e') + \alpha \) and \( W'(e'') = W(e'') + \alpha \), the path from \( v \) to \( d \) will not change in \( f_d(G,V,E,W') \) (see example Figure 2).

Axiom 7 (Path Ordinal Invariance). Let \( G(V,E,W) \) be a graph which contains a single cycle, \( d \in V \), and let \( d \neq v \in V \) be a part of this cycle. Hence there are two alternative paths from \( v \) to \( d - p_1 \subset E \) and \( p_2 \subset E \) (one of them is actually a part of \( f_d(G) \)). \( f \) is path ordinal invariant if it treats those paths as such: Taking an edge \( e' \in p_1 \) or \( e'' \in p_2 \), we define \( W' \) as \( W(e) = W'(e) \) for \( e \in (E \setminus \{e' \cup e''\}) \) and allow \( W'(e') \) to be any value it chooses as long as for edge \( e'' \in p_1 \), if \( W(e') \geq W(e'') \) then \( W'(e') \geq W'(e'') \), and the path from \( v \) to \( d \) will not change in \( f_d(G,V,E,W') \) (see example Figure 3).

5. MINIMAL SPANNING TREE

Theorem 1. A robust, scale invariant, shift invariant, monotone, first-hop (axioms 1-5) routing function \( f \), for any graph \( G(V,E,W) \) and \( d \in V \), \( f_d(G) \) will always be a minimal spanning tree of \( G \).

Reminder 1. As our minimal spanning tree proof relies on the Kruskal algorithm, we will briefly describe it:

1. Order edges according to weights

2. Define a set \( S \), initialized to the empty set.

3. Going over edges from lightest to heaviest, if the set \( S \cup \{e\} \) has no cycles, \( S = S \cup \{e\} \).

Proof Proof of Theorem 1. We shall prove the theorem using complete induction on the number of non-cycle lightest edges in the tree \( f_d(G) \). Hence, we shall begin by proving that the lightest edge in the graph \( G \) is in the routing tree \( T = f_d(G) \). Assuming we are mistaken, let us consider the lightest edge in \( G - e = (u,v) \in E \) and assume \( e \notin T \). We create \( G' \) \( (V,E',W) = f_d(G) \cup \{e\} \), and thanks to the robustness axiom, we know \( f_d(G) = f_d(G') \).

If \( v \)’s path to \( d \) in \( f_d(G') \) goes through \( u \), we shall switch the nodes’ names, so that \( v \)’s path to \( d \) does not pass through \( u \). As \( e \) is not in \( f_d(G') \), there is an edge \( e' = (u,s) \) that is the first step from \( u \) towards \( d \). We now define \( x = W(e) \) and \( y = W(e') \), and due to our minimality assumption, we know \( x < y \).

Using the monotonicity axiom, we change graph weights to \( W' \) that is identical to \( W \) except that \( e' \) weight is large enough so that we create a tree \( T' \) in which there is a path from \( s \) to \( d \) that does not pass through \( u \) (e.g., the same path that is in \( f_d(G') \)), and \( v \) passes through \( u \) towards \( d \) (i.e., \( e \in T' \)). We define \( y' = W'(e') \).

Using scale invariance we now multiply all edges by \( \frac{W}{W_1} \), and using shift invariance, we add to all edges \( y = y - \frac{y_1}{y' - x'} \).

This means the weight of edge \( e \) is now

\[
\frac{x y - x}{y' - x} + \frac{y - y - x}{y' - x} y' = \frac{(x - y') y - x}{y' - x} + y = x
\]

While the weight of edge \( e' \) is now

\[
y' \frac{y - x}{y' - x} + \frac{y - y - x}{y' - x} y' = y
\]

However, the routing tree contains \( e \) and not \( e' \), and a path from both \( v \) and \( s \) to \( d \), contradicting the “first hop” axiom, which should have caused \( e' \) to be chosen over \( e \), as the edge weights for \( e \) and \( e' \) have not changed.

We now turn to the induction step – we assume all bottom weighted \( k-1 \) edges that do not create a cycle are included in the tree \( T = f_d(G) \), and we now seek to include the \( k \)-lightest edge that does not create a cycle. We pursue a similar path as we did as previously, and we shall mark the edge as \( e = (u,v) \), and assume it is not included in \( T = f_d(G) \), and instead \( e' = (u,s) \) is included, and there is a path to \( d \) from \( v \) and \( s \). Again, we create \( G' \) \( (V,E',W) = f_d(G) \cup \{e\} \), and thanks to the robustness axiom, we know \( f_d(G) = f_d(G') \). Using monotonicity we create weights \( W' \) that just increase \( e' \) weight, so that \( G'' = (V,E',W') \) has \( T = f_d(G'') \) which include the same bottom \( k \) which do not create cycles (from...
the induction hypothesis), and \( u \) reaches \( d \) via the edge \( e \). Recall that we know the bottom \( k-1 \) edges will definitely be in \( f_d(G') \), and we wish to ensure that there will still be a path from \( v \) to \( d \) and from \( s \) to \( d \). The same arguments used in the initial step of the induction ensure that, as well as returning the weights of \( e \) and \( e' \) to their values in \( G \), while routing \( u \) through \( e \) and not \( e' \) in the routing tree, reaching a contradiction with our initial assumption due to the “first hop” axiom.

What is left is to show MST indeed follows our axioms:

Robustness (axiom 1) Trivial thanks to the Kruskal algorithm – if the removed edge (\( e' \)) was not in the routing tree, it means it was not selected in the first place, and hence the same routing tree will be chosen. If it was, then any edge added after its removal (\( e'' \)) closed a cycle with it, and hence, if affecting the edges in any path that did not include \( e' \), it means \( e'' \) closes a cycle with them, hence \( e' \) would have closed a cycle as well.

Scale invariance (axiom 2) Multiplying all edges by a fixed amount does not change their order in relation to others, hence Kruskal will choose the same routing tree.

Shift invariance (axiom 3) Adding a fixed amount to all edges does not change their order in relation to others, hence Kruskal will choose the same routing tree.

Monotonicity (axiom 4) Giving an edge the maximal possible edge value ensures it will only be selected if no other edge can replace it – and if there exists a tree without some edge, we know it will be chosen before.

“First hop” (axiom 5) Kruskal ensures that if there are the same possible options of connecting a node to the tree, only the lightest edge will be chosen.

\[ \Box \]

6. SHORTEST PATH

Theorem 2. A robust, scale invariant, monotone, and path cardinal invariant (axioms 1-2, 4, 6) routing function \( f \), for any graph \( G(V,E,W) \) and \( d \in V \), \( f_d(G) \) will always be a shortest path graph to \( d \) of \( G \).

Proof. Suppose \( T = f_d(G) \) is not a shortest path routing tree. Let \( u \) be the closest node to \( d \) that is not connected to \( d \) with a shortest path. Hence, there is an edge \( e = (u,v) \) which will make \( u \)'s path a shortest path one \( (v, \text{being closer to } d, \text{is already connected to } d \text{ with a shortest path}, \text{but } e \notin T, \text{and instead } e' = (u,s) \) is included in \( T \). Using robustness, we create \( G'(V,E',W) = T \cup e \). \( G' \) contains two alternate paths from \( u \) to \( d \), and \( f_d(G) = f_d(G') \).

Using path cardinal invariant, we “move” all the value of the edges on each path to it’s “source”, i.e., (to \( u \) or \( u, s \)) (we do this by adding to the weight of \( u \) and \( u, s \) the value of \( \sum e \in (p_1 \cup p_2 \setminus \{p_1 \cap p_2\}) W(e) - W'((u,v)) - W((u,s)) \), and reduce from \( W'((u,s)) \) the weight of all edges of the path from \( u \) to \( d \) through \( u, v \) and vice versa. We shall refer to \( W'(e) = x \) and \( W'(e') = y \). We now use monotonicity to create a new tree, with \( e \) but without \( e' \), with the graph’s weight now \( W' \) (identical to \( W \) except for increase in \( e' \) weight). Once again, we transfer all value of the paths from \( u \) to \( d \) and \( e' \) respectively, with everything else being 0.

Now, using monotonicity, we increase the weight of \( e' \) above that of \( e \), with the weight of \( (u,v) \) being \( x \) (its path weights have not changed) and \( (u,s) \) being \( y' \).

Finally, we multiply all edges by \( \frac{x}{y'-x} \) (using scale invariance), and using path cardinal invariant, we add to \( e \) and \( e' \) the amount \( y - \frac{x}{y'-x}y' \). The weight of \( e \) is now:

\[ x\frac{y-x}{y'-x} + y - \frac{y-x}{y'-x}y' = (x - y')\frac{y-x}{y'-x} + y = x \]

While the weight of edge \( e' \) is now

\[ y\frac{y-x}{y'-x} + y - \frac{y-x}{y'-x}y' = y \]

As all edges are the same weight as before, therefore we reached a contradiction regarding the inclusion of \( e' \) instead of \( e \) (whose weights are the same as well).

We will now show shortest path follows our axioms:

Robustness (axiom 1) Removing an edge, at most, eliminates a potential path from a node to the destination \( d \). If the path was not on the shortest path, the previous shortest path remains so.

Scale invariance (axiom 2) Multiplying by a fixed amount all edges means the value of each path is multiplied by the same amount, maintaining their relative ordering, hence what was shortest remains so.

Monotonicity (axiom 4) Giving an edge the value of the sum of all other edges ensures it will only be selected if no other path can replace it — and if there exists a tree without some edge, we know there is such a path.

Path cardinal invariance (axiom 6) Having multiple paths from a node, adding the same amount to each path doesn’t change the ordering of the paths (i.e., which path is “shorter” than another), hence selection of shortest path will be identical.

\[ \Box \]

7. WEAKEST LINK

Theorem 3. A robust, scale invariant, shift invariant, inverse monotone, and path ordinal invariant (axioms 1-4, 7) routing function \( f \), for any graph \( G(V,E,W) \) and \( d \in V \), \( f_d(G) \) will always be a weakest link graph to \( d \) of \( G \).

Proof. Suppose \( T = f_d(G) \) is not a weakest link routing tree. Let \( u \) be a node that requires just one edge missing from \( T \) that is not connected to \( d \) with a weakest link, and we mark this edge as \( e = (u,v) \). Since \( e \notin T \), there is an edge instead \( e' = (u,s) \) that is included in \( T \). Using robustness, we create \( G'(V,E',W) = T \cup e \). \( G' \) contains two alternate paths from \( u \) to \( d \), and \( f_d(G) = f_d(G') \).

Using path ordinal invariant, we change the value of all edges on each alternate path from \( u \) to \( d \) to its weakest link value (we do this by taking the 2nd smallest edge in the path and changing its value to that of the weakest link, which by such a node exists as there is a node not connected by some edge, hence what was second shortest remains so.

\[ \Box \]
the axiom does not change the path chosen, and we proceed doing so to all edges on the path). We shall refer to $W(e) = x$ and $W(e') = y$ (from assuming $u$ is not in a weakest link path we know $x > y$). Using inverse monotonicity, we create $W'$ identical to $W$ except for $e'$ weight, that is low enough that it is not included in $f_d(G(V, E, W'))$. Once again, we change the values of the paths from $u$ to $d$ to their weakest link value (this is only relevant for the path through $e'$, as the other path has not changed). We term the the new value for $e' - y'$, and we know $x > y'$.

Finally, we multiply all edges by $\frac{y - x}{y' - x}$ (using scale invariance), and using shift invariance, we add to all edges $y - \frac{y - x}{y' - x} y'$. Edge $e$ now has the weight:

$$x \frac{y - x}{y' - x} + y - \frac{y - x}{y' - x} y' = (x - y') \frac{y - x}{y' - x} + y = x$$

While the weight of edge $e'$ is now

$$y' \frac{y - x}{y' - x} + y - \frac{y - x}{y' - x} y' = y$$

As all edges are the same weight as before, hence we reached a contradiction regarding the inclusion of $e'$ instead of $e$.

We shall now show weakest link also follows our axioms:

**Robustness (axiom 1)** Removing an edge, at most, eliminates a potential path from a node to the destination $d$. If the path was not a weakest link, the previous weakest link remains so.

**Scale invariance (axiom 2)** Multiplying by a fixed amount all edges means the value of each path (its smallest edge) is multiplied by the same amount, maintaining their relative ordering, hence what was weakest link remains so.

**Shift invariance (axiom 3)** Adding a fixed amount all edges means the value of each path (its smallest edge) is added the same amount, maintaining their relative ordering, hence what was weakest link remains so.

**Monotonicity (axiom 4)** Giving an edge the value of the minimum of all other edges ensures it will only be selected if no other path can replace it — and if there exists a tree without some edge, we know there is such a path.

**Path ordinal invariance (axiom 7)** Having multiple paths from a node, the weakest link edge (the one with smallest value) of the selected path can’t become lower than the weakest link of the non-selected path, hence weakest link choice does not change.

8. **TIGHTNESS OF AXIOMS**

We will now show that the above characterizations are tight, and that without each axiom, other routing algorithms become possible.

**Theorem 4.** All MST axioms (1-5) are necessary, and without even one of them, other routing algorithms are possible.

**Theorem 5.** All shortest path axioms (1-2, 4, 6) are necessary, and without even one of them, other routing algorithms are possible.
**Shift invariance** See example in Figure 6. Taking the bottom example and for the group that includes all graphs for which it is a subgraph and those that can be formed by scale invariance and only for them do not apply weakest link but rather the example (it won’t trample on the top example, as it can’t be reached by shift invariance, and as the edge weights are all minimal/maximal, they change change by ordinal invariance).

**Monotonicity** A strongest link tree implements all axioms but monotonicity.

**Path ordinal invariant** Minimal spanning tree implements all other axioms.

---

9. DISCUSSION

In this paper we explore the basic issue of routing – how should information flow through a network and what properties might this process have. In the process of considering this issue we developed several properties we believe might be desirable by system planners. For example, robustness, or the ability of a routing protocol to keep small changes from disrupting the whole routing process, is a property especially required in fast, changing networks.

Naturally, creating a structure from possible interactions between agents defined by a connections’ graph is not limited just to information routing in networks such as the internet. Looking at organizations, where workers are connected according to their ability to work with other workers, and instead of routing messages between them we seek to construct an organizational hierarchy, we face a similar challenge. Again, robustness is a desirable property, as it means that if some workers have a worsening relationship with others, if they’re not very senior in the organization, it has little effect on many others. In this case, we may consider the “economic model” (“first hop” axiom) appropriate as well – if workers only interact with their boss, we only care about the edge from each worker to his/her boss, and each worker does not care what happens further up in the hierarchy.$^2$

Beyond setting up the axioms, we also examined common routing algorithms – minimal spanning tree, shortest path and weakest link, and fully characterized them. Obviously, this is only the beginning of the road for this line of research – further steps will entail developing more axioms and using them to characterize more algorithms, with the aim of giving a set of tools for system designers, allowing them to choose desirable properties which would dictate appropriate routing protocols.
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$^2$Similarly, in a highly centralized organization, a path cardinal invariance is probably a sensible axiom.
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ABSTRACT

We consider decision-making and game scenarios in which an agent is limited by his/her computational ability to foresee all the available moves towards the future – that is, we study scenarios with short sight. We focus on how short sight affects the logical properties of decision making in multi-agent settings. We start with single-agent sequential decision making (SSDM) processes, modeling them by a new structure of ‘preference-sight trees’. Using this model, we first explore the relation between a new natural solution concept of Sight-Compatible Backward Induction (SCBI) and the histories produced by classical Backward Induction (BI). In particular, we find necessary and sufficient conditions for the two analyses to be equivalent. Next, we study how computational complexity changes when short-sight is involved, and also, whether computationally costly larger sight always contributes to better outcomes. Then we develop a simple logical special-purpose language to formally express some key properties of our preference-sight models. Lastly, we show how short-sight SSDM scenarios call for substantial enrichments of existing fixed-point logics that have been developed for the classical BI solution concept. We also discuss changes in earlier modal logics expressing ‘surface reasoning’ about best actions in the presence of short sight. Our analysis may point the way to logical and computational analysis of more realistic game models.

1. INTRODUCTION

There is a growing interest in the logical foundations, computational implementations, and practical applications of single-agent sequential decision-making (SSDM) problems [13; 18; 9; 16; 14] in such diverse areas as Artificial Intelligence, Control, Logic, Economics, Mathematics, Politics, Psychology, Philosophy, and Medicine. Making decisions is central to agents’ routine and usually, they need to make multiple decisions over time. Indeed, a current situation is a result of past sequentially linked decisions, each impacted by the preceding choices.

It is quite natural in sequential decision-making scenarios, particularly, in large systems, that agents may have some uncertainties and limitations on their precise view of the environment. The current literature [18] has studied uncertainty which an agent faces in recognizing possible outcomes after taking an action and the probabilities associated with these outcomes, as well as the partial observability of what the actual state is like. In addition to these, a realistic aspect that affects a SSDM process is the short-sightedness of the agent, which blocks a full view of all the available actions. Short sight plays a critical role in such a situation, since, while making a choice, the ability to foresee a variety of alternatives and predict future decision sequences for each of them, may make a significant difference. Nonetheless, such restrictions have not been discussed systematically yet in decision theory or game theory.

In [6], a game-theoretic framework called games with short sight was proposed. This framework explicitly models players’ limited foresight in extensive games and calls for a new solution termed as Sight-Compatible Backward Induction (SCBI). However, many essential issues related to sight remain unclear, such as: What is the exact role of sight? Will the outcome be better when sight is larger? What is the relation between SCBI and classical backward induction (BI)? There are also unexplored issues pertaining to logical aspects. Which minimal logic is needed for formally characterizing a short-sight framework? Are existing logics for BI still applicable, or can they be extended to fit short-sight scenarios? How different are the logical properties of the game frames for SCBI and for BI? Without such a logical analysis, the framework of [6] does not suffice for disclosing the general features of short sight and the changes it brings about in thinking about decisions and games. Additionally, in multi-player games, short sight has to interact with many other factors, such as agents’ mutual knowledge and interactive decisions and moves.

Having said this, we still start by focusing on short sight in single-agent sequential decision-making process. For this, we propose a model of ‘preference-sight trees’ (P-S trees). As the term says, a P-S tree combines the agent’s preference and its sight, as both are essential to decision problems [21]. We will study how the two are correlated, and cooperate to act on decision-making processes and their final outcomes.

As a preliminary illustration, consider the connection between larger sight and better outcome. A first impression might be that an agent will always perform better with larger sight. Surprisingly, this is not always true. Sometimes, one can see much further into the future but receive a small payoff, while having one’s vision restricted to a limited set of future alternatives yields a better payoff.

Example 1.1. Alice has to make sequential decisions at two stages (shown in Figure 1). For each stage, she can choose either L or R. Assume that the preference order (from most preferable to least preferable) among the four outcomes is RR, LL, RL, LR. Now consider two cases:

Case 1. At the start, Alice sees two paths, LR and RL. She chooses R since it initiates RL which is preferable to LR. At the second-stage, Alice then foresees RR and RL.
She happily makes the best decision RR.

Case 2. Alice sees more, e.g., LL, LR, and RL, immediately at the first stage. Therefore she thinks that L is a better initial choice than R. Consequently, at the second-stage, she can only choose from LL and LR.

Conclusion: Even though Alice could see more in Case 2, she ultimately obtains a less preferable outcome.

Figure 1: Two-stage decision-making

This example demonstrates some of the crucial features that govern SSDM situations:

1. What an agent can foresee plays a crucial role in the decision-making process, since her sight determines the set of available choices.

2. Sight also updates her preferences over the options, and thereby the outcomes obtained in rational play.

3. Although in Case 2, Alice does not get the best result, we can say that, given her sight, she plays optimally in a local sense. In other words, this is a rational plan for her, even though it is not equivalent to the rational outcome of classical decision theory or game theory [19].

In this paper, we address all three challenges, but first we clarify our approach. To focus on sight, we ignore other factors such as the probability of moves by Nature. Also, we model the outcome of a decision as completely determined, or in other words, possible outcomes for each alternative factors. In model, we then clarify the role that sight plays by discussing a series of changes it produces in agent’s preferences, decision-making procedures and their outcomes, as well as computational complexity.

2. Modeling Single-Agent Sequential Decision-Making

We begin by defining a structure called preference-sight tree for modelling single-agent sequential decision-making (SSDM) processes. Using this model, we then clarify the role that sight plays by discussing a series of changes it produces in agent’s preferences, decision-making procedures and their outcomes, as well as computational complexity.

2.1 Models

There are two kinds of models for decision-making scenarios corresponding to two perspectives. One is an explicit model from the perspective of Nature, or an outsider/designer; the other is the implicit model from the perspective of the agent involved, or an insider/decider. The former is complete and perfect in the sense that the outsider holds a full view of all the options together with the objective quality of these options, and thus can explicitly specify the reward of each situation for the decision-maker. In contrast with this, the latter’s views are possibly limited to a near future, especially in large-scale surroundings. Moreover, owing to limited foresight, the agent may also reason mistakenly about the quality of different choices, leading to what we call subjective preference.

Both the above perspectives are essential: the former offers a whole picture of the environment, the latter shows the actual play of the decider. In this section, we first introduce an explicit model of preference trees. After this, by endowing such trees with the agent’s view of the process and his/her subjective preference in this view, we formulate an integrated model of preference-sight trees which allows us to model both perspectives together.

2.1.1 Preference Trees (P trees)

A preference tree is a decision tree with only two elements: histories and preferences. Each history corresponds to a situation resulting from previous decision actions, and a preference represents the objective quality of each of these situations. To ensure the existence of backward induction solutions, we confine ourselves to finite histories.

Definition 2.1. (Preference tree) A preference tree is a tuple $T = (H, \succeq)$ where $H$ is a non-empty set of finite sequences of actions, called histories; $\succeq$ is a total order over $H$. The empty sequence $\varepsilon$ is a member of $H$. If $(a^k)_{k=1}^n \in H$ and $L < K$ then $(a^k)_{k=1}^n \in H$.

Let $A$ denote the set of all actions. Any history $h$ can be written as a sequence of actions: $(a^k)_{k=1}^n$, where each $a^k \in A$. If there is no $a^{k+1}$ s.t. $(a^k)_{k=1}^n \in H$, then history $(a^k)_{k=1}^n$ is a terminal one. The set of terminal histories is denoted $T$. The set of actions that are available at $h$ is denoted $A(h) \subseteq A$. For any histories $h, h'$, if $h$ is a prefix of $h'$ we write $h < h'$. The strict part of $\succeq$ is $\succ$, with $h_1 \succ h_2$ if $h_1 \succeq h_2$ and not $h_2 \succeq h_1$ for any two histories $h_1$ and $h_2$. Accordingly, $h_1 \sim h_2$ if $h_1 \succeq h_2$ and $h_2 \succeq h_1$.

Several remarks need to be made on the role of preference relations in the above definition:

1. Instead of defining preference merely over terminal histories, we have defined it over all histories, an idea going back to [11]. Here preference over intermediate histories is necessary for our aim of modelling an agent’s decision-making under limited foresight, which usually consists of intermediate histories.

2. For convenience, we do not strictly differentiate the two main views of preference: qualitative and quantitative. Although we use qualitative order generally, we sometimes switch to numerical payoff when it is advantageous.

2.1.2 Preference-Sight Trees (P-S trees)

P tree is an explicit model for decision-making scenarios which is independent of an agent. However, for an agent, the tree may appear differently in his/her limited view. [6] proposes the idea of short sight, where the authors use a sight function to denote the set of states that players can actually see at every position in an extensive game. Let us start by adapting their technique to preference trees.

Definition 2.2. Let $T = (H, \succeq)$ be a preference tree. A sight function for $T$ is a function $s : H \rightarrow 2^H \setminus \{\emptyset\}$ satisfying $s(h) \subseteq H|_h$ and $|s(h)| < \omega$, where $H|_h$ represents the set of histories extending $h$. As a special case, $h \in H|_h$.

In words, the function $s$ assigns to each history $h$ a finite subset of all available histories extending $h$.

The first effect that sight produces is that given a P tree, for any history $h$, it always gives us a restricted tree.

$^1$There is a debate on whether preference and utilities are the same [9; 2]. Here we adopt the operational understanding of utility and do not distinguish it from preference.
Definition 2.3. Let $T = (H, \succeq)$ be a P tree. Given any history $h$ of $T$, a visible tree $T_h$ of $T$ at $h$ is a tuple $(H_h, \succeq_h)$, where $H_h = s(h)$, i.e., $H_h$ captures the decision maker’s view of the decision tree; $\succeq_h$ represents the subjective preference over $H_h$.

A visible tree is actually an implicit model in our earlier terms. $H_h$ also contains a set of terminal histories $Z_h$, which are those without successors in $s(h)$. Note that typically, the $Z_h$ are non-terminal for $T$.

Further, the preference order $\succeq_h$ is different from the objective preference $\succeq$. In fact, the formation of $\succeq_h$ is an update via a bottom-to-top process in terms of an agent’s sight. This updating process involves leaving the payoffs of $Z_h$ as the same as their objective payoffs, then updating the payoffs of other histories in $H_h$ backwards, starting from the leaf nodes and proceeding towards the root of the tree.

The reason why we employ such an updating process is that, while the objective payoffs reflect the goodness of these situations, they are not the actual reward that an agent can get if he/she chooses this option. At each decision point, the subjective payoff of one available option is inherited from the best reachable terminal histories of the current visible tree. Therefore, the preference relation $\succeq_h$ in $T_h$ is not always consistent with the preference relation $\succeq$ in $T$.

This updating process is described by Algorithm 1, which essentially involves a backward computation and update of the preference over intermediate nodes within the sight:

* For convenience, here we use payoffs $P$ to represent rewards.

**Algorithm 1: Preference updating in visible trees**

1. **Input:** A P tree $T = (H, \succeq)$ (or $T = (H, P)$), current history $h$, and a sight function $s$

2. **Output:** A visible tree $T_h = (H_h, \succeq_h)$ or $(T_h = (H_h, P_h))$

3. \[ H \cap s(h) \rightarrow H_h; \]
4. \[ \text{for any } z \in Z_h \text{ /* Keep the payoffs of terminal histories unchanged */ do} \]
5. \[ P(z) \rightarrow P_h(z); \quad 1 \rightarrow flag[z]; \]
6. \[ \text{while } \text{flag}[h] == 0 \text{ do} \]
7. \[ \text{for any } h' \in H_h \text{ do} \]
8. \[ \text{if (for all (h'a) \in H_h, flag[h'a] == 1)} \]
9. \[ /\text{ If all of its children have been visited, reset its payoff as the highest one among them */ then} \]
10. \[ \max(P_h(h'a)) \rightarrow P_h(h'); \quad 1 \rightarrow flag[h']; \]
11. **Return** $T_h$;

**Fact 2.1.** Let $T = (H, \succeq)$ be a P tree. Each visible tree $T_h = (H_h, \succeq_h)$ is a P tree.

Correspondingly, we denote the prefix relation in $T_h$ by $\prec_h$, and the actions that are available at $h$ by $A_h(h)$.

Finally we proceed to define our model of preference-sight trees. A preference-sight tree allows us not only to represent the outsider’s view, i.e., $(H, \succeq)$, but also to derive a series of implicit models, i.e., $(H_h, \succeq_h)$, one for each $h$.

Definition 2.4. (Preference-sight tree) A preference-sight tree ($P$-S tree) is a tuple $(T, s)$, where $T = (H, \succeq)$ is a preference tree and $s$ a sight function for $T$.

In P trees, an agent’s sight should satisfy the following properties: First, if an agent can see a given future history, then he/she can also see any intermediate history up to that point. Second, if the agent can see a history two steps forward, then after moving one step ahead, he/she can still see it. These features are formally stated as follows:

**Fact 2.2.** (Properties of sight function) Let $(T, s)$ be a P-S tree. For all $h, h', h'' \in H$, with $h \triangleleft h' \triangleleft h''$, $s$ satisfies:

**DC** (Downward-Closed): if $h'' \in s(h)$, then $h' \in s(h)$.

**NF** (Non-Forgetting): if $h'' \in s(h)$, then $h'' \in s(h')$.

### 2.2 Solution concepts

Solution concepts are at the center of all choice problems. In what follows, we define two solution concepts for P-S trees, adapted from [20; 6]. After this, we investigate the conditions for their equivalence, followed by providing procedures for calculating the number of them.

#### 2.2.1 BI history and SCBI history

Backward Induction (BI) is a well-known process running like this. First, one determines the optimal strategy of the player who makes the last move of the game. Using this information, one can then determine the optimal action of the next-to-last moving player. The process continues backwards in this way until all players’ actions have been determined in the whole game. Its adaptation to single-agent decision-making process becomes a maximality problem for the agent involved.

In a P-S tree, we say that one history $h$ is $\max_\Gamma$ in a set of histories $\Gamma \subseteq H$, if $h \in \Gamma$ and for any other history $h'$ in $\Gamma$, it holds that $h \succeq h'$, and we write this as $h \in \max_\Gamma \Gamma$. The strict part for $\max_\Gamma$ is $\max_\Gamma$.

**Definition 2.5.** (BI history) Let $(T, s)$ be a P-S tree. A history $h^* \in Z$ is a BI history of $T$, iff $h^* \in \max_\Gamma Z$. Also, we use $\text{BI}$ to denote the set of BI histories in $T$.

A BI history of a P-S tree is a terminal history that is most preferable or equivalently, that has a maximal payoff. Backward induction precludes short-sight, while in practice it is impossible for an agent to foresee all final outcomes all the time. In [6], a new solution concept was proposed to capture optimal play of short-sighted players: sight-compatible subgame perfect equilibrium. The main idea is that at each decision point, the current player chooses a locally optimal move by a local BI analysis within the visible part. Here, we adapt this notion to P-S trees, yielding the sight-compatible backward induction history.

**Definition 2.6.** (SCBI history) Let $(T, s)$ be a P-S tree. A history $h^* \in Z$ is a Sight-Compatible Backward Induction history (SCBI history) of $T$, iff for each history $h$ with $h \triangleleft h^*$, and the action a following $h$, i.e., $(h(a) \prec h^*$, we have that $\exists z \in \max Z_h$ such that $(h(a) \prec z$. Also, we use $\text{SCBI}$ to denote the set of SCBI histories in $T$.

The difference between SCBI and BI histories is obvious. A BI history is one with highest payoff among the set of terminal histories in the P-S tree, while for a SCBI history
every restriction of it should be a local BI history for the visible tree. Thus, BI histories are the BI outcomes for the objective model \((H, \succeq)\), while SCBI histories are a combination of best responses to all subjective models \((H_a, \succeq_h)\). Typically it is the case that \(\text{SCBI} \neq \text{BI}\).

Example 2.1. Consider the P-S tree \((T, s)\) in Figure 2, where \(s(c) = \{L\}\), and \(s(L) = \{LR\}\). It is easy to check that \(\text{BI} \neq \text{SCBI}, \) since \(\text{BI} = \{LL\}\), while \(\text{SCBI} = \{LR\}\).

![Figure 2: BI \neq SCBI](image)

However, sometimes the two notions can be equivalent.

Example 2.2. Consider a P-S tree, with \(T\) and \(s\) shown by Figure 3 (a), and Figure 3 (b) respectively. In (b) the three dotted circles represent \(s(c)\), \(s(L)\) and \(s(R)\). For histories \(L\) and \(R\), their objective payoffs in (a) are 1 and 2, respectively. However, in \(T_h\), the subjective payoff of \(L\) is updated to 3 and \(R\) to 2. Obviously, \(\text{BI} = \text{SCBI} = \{LL\}\).

![Figure 3: (BI = SCBI)](image)

2.2.2 Equivalence condition

Then an interesting question on BI and SCBI histories arises: are there conditions under which the two will be equivalent? To get a feeling for this, a first attempt at an answer looks for a condition related to consistency between subjective and objective preferences.

Two histories are said to be ‘preference-sight consistent’ if the subjective preference in each sight-restricted tree is consistent with the objective preference over them:

**Definition 2.7.** (Preference-sight consistency) Let \((T, s)\) be a P-S tree, and \(T_h\) be the visible tree at an arbitrary history \(h\). Then for any two histories \(h_1, h_2\) of \(T_h\), we say \((h_1, h_2)\) satisfies preference-sight consistency at \(h\) iff

\[ h_1 \succeq h_2 \text{ if and only if } h_1 \succeq_h h_2 \]

If for any history \(h \in T\), the pair of arbitrary two histories \((h_1, h_2)\) in \(T_h\) is preference-sight consistent (at \(h\)), then we say \((T, s)\) is preference-sight consistent.

Is preference-sight consistency an appropriate condition for \(\text{BI} = \text{SCBI}\)? We have the following observation:

**Fact 2.3.** Preference-sight consistency does not guarantee that \(\text{BI} = \text{SCBI}\).

Proof. Consider Figure 2. Suppose that \(s(R)\) contains only one successor. Then it is easy to see that \((T, s)\) is preference-sight consistent. However, \(\text{BI} \neq \text{SCBI}.\)

Next, does the other direction hold?

**Fact 2.4.** Preference-sight consistency does not follow from \(\text{BI} = \text{SCBI}\).

Proof. The situation in Figure 3 is a counterexample, in which \(\text{BI} = \text{SCBI} = \{LL\}\), but \((T, s)\) is not preference-sight consistent, since \(R \succeq L\) and \(L \succeq R\).

What is the exact condition for \(\text{BI} = \text{SCBI}\)? From the failure of preference-sight consistency, we can draw a lesson. In Figure 2, the main reason for \((T, s)\) being inconsistent is that at history \(L\), the branch \(LL\), which in fact forms a BI history, is non-observable to the agent. This tells us that the one with maximal payoff should always be visible. Consider then the example in Figure 3. Here all the options are within agent’s sight, but we notice that although the path \(L\) following \(L\) finally turns out to be better than that following \(R\), which makes subjectively \(L \succeq R\), the objective payoff of \(L\) itself is lower than \(R\). Thus, it fails to imply the consistency between preference and sight.

Based on the above analysis, we now isolate necessary and sufficient conditions for \(\text{BI} = \text{SCBI}\). First, we define an auxiliary property of sight-reachability, which intuitively reflects whether each restriction of a history is visible.

**Definition 2.8.** (Sight-reachability) A BI history \(h^*\) is sight-reachable if, for all \((ha) \prec h^*\), we have \((ha) \in H_h\), where \(h, h'\) are histories, and \(a\) is an action following \(h\).

**Theorem 2.5.** (Equivalence Theorem) For any P-S tree \((T, s)\), \(\text{SCBI} = \text{BI}\) if and only if the following conditions are satisfied:

I. Any history \(h^* \in \text{BI}\) is sight-reachable.

II. Any history \(h^* \in \text{BI}\) is locally optimal: For any history \((hh') \prec h^*, \) if \((hh') \in Z_h\), then \((hh') = \max_{Z_h} Z_h\) and for any other \((hh'') \in Z_h\), \((hh') \sim (hh'') \iff \exists z \in \text{BI}\) such that \((hh'') \prec z\).

Proof. \((\Rightarrow I)\). We show that every \(h^* \in \text{BI}\) is sight-reachable. That is, for all \((hh') \prec h^*, \) it holds that \((ha) \in H_h\). By \(\text{SCBI} = \text{BI}\), we know that any history \(h^*\) in \(\text{BI}\) is also in \(\text{SCBI}\). By Definition 2.6, for each of its prefix \(h, h^*_h\) is \(\max_{Z_h}\) in \(Z_h\). So \(h^*_h\) is in \(Z_h\). In addition, by non-emptiness of \(Z_h\), \(h^*_h\) is not an empty sequence. Thus, for all \((ha) \prec h^*\), it holds that \((ha) \in H_h\). So \(h^* \in \text{BI}\) is sight-reachable.

To show condition II), take any \(h^* \in \text{BI}\), we have that it is in \(\text{SCBI}\). Thus, for all \((hh') \prec h^*, \) if \((hh') \in Z_h\), then \((hh') = \max_{Z_h} Z_h\). Moreover, for any \((ha) \in Z_h\) such that \((hh') \sim (ha)\), we have \((ha)\) is a prefix of a BI history, i.e., \((ha) \in \text{BI}\). For suppose not, then \((ha)\) is not a prefix of SCBI history. Then it must be \((hh') \sim (ha)\). Contradict.

\((\Leftarrow)\) Suppose conditions I) and II) are satisfied. It suffices to show (a)”every BI history is SCBI history of \(T^*\), and (b) “every SCBI history is BI history of \(T^*\).

For (a), take any BI history \(h^*\). By I), all BI histories are sight reachable. Further by II), for all \((hh') \prec h^*, \) if \((hh') \in Z_h\), then \((hh') = \max_{Z_h} Z_h\). This is to say that for each of its prefix \(h, h^*_h\) is \(\max_{Z_h}\) in \(Z_h\). By definition 2.6, \(h^*\) is a SCBI history.

For (b), take any SCBI history \(h^*\). We can show it is a BI history, i.e., \(h^*\) is \(\max_{Z_h}\) in \(Z\). For suppose not, then there exists a BI history \(h'\) such that \(h' \succ h^*\).
Notice that there must be some history \( u \) which is the common prefix of \( h^* \) and \( h' \). Since \( h' \) is a BI history, by condition I) and II), we know that \( h^*_u \succ h^*_u \). Then \( h^*_u \) is not a prefix of a SCBI history. Thus, \( h^* \) is not a SCBI history. Contradiction. □  

2.2.3 More sight, better outcome?

We have seen earlier on that, SCBI may lose global optimality. The BI history definitely has a maximal payoff, while it might not be the case for SCBI, since each action is chosen with a limited sight. So \( BI \succeq SCBI \) holds without exception, in the sense that any BI history is no worse than any SCBI history. One might conjecture that more sight always contributes to better outcomes. Yet, the fact below falsifies this.

**FACT 2.6.** Let \( T \) be a P tree. Also, let \( s_1 \) and \( s_2 \) be two sight functions for \( T \) satisfying \( s_1(h) \subseteq s_2(h) \) for any history \( h \) in \( T \). Take any two SCBI histories \( z_1 \) and \( z_2 \) of \( (T, s_1) \) and \( (T, s_2) \) respectively. Then the following three cases are all possible: a) \( z_1 \succeq z_2 \); b) \( z_2 \succeq z_1 \); c) \( z_1 \sim z_2 \).

**Proof.** Case (a) has been shown in Example 1.1. Case (b): Obviously, Figure 2 offers an instance for this. Case (c): The scenario depicted in Figure 3 is an example. □

In conclusion, full sight guarantees a maximal payoff. However, with short sight, increase of sight does not always improve the outcome. The added sight may bring misleading information, e.g., a branch which is temporarily nicer but actually unpromising, and finally gives rise to an even worse outcome. Still, this does not mean that SCBI is deficient: rather, these observations seem realistic for real agents. These issues will be discussed further in Section 4.

3. A LOGICAL ANALYSIS

After modelling decision-making with short sight by preference tree models, it is instructive to see what a logical language looks like for reasoning about these models, especially the role of sight in a SSDM process. So far, no such logic has been proposed, though logics of game-theoretic structures have been extensively studied — see [27; 10] — while there are a few preliminary logical analyses of sight on its own, [4; 17]. In this section, we design a minimal and natural logical system that supports reasoning about sight in the context of single-agent decision-making processes, characterizing basic properties of preference-sight trees, and formally capturing the results in the previous section.

3.1 Syntax and Semantics

To reason about the key ingredients (i.e., histories, preferences, and sights) of a P-S tree, we take \( P(T,s) \) as a set of propositional letters, which at least contains the following ²:

- \( \overline{h} \) for each history \( h \).
- \( h_1 \succeq h_2 \) encoding the preference relation of the agent over all histories, and the strict part of which is \( h_1 \succ h_2 \).
- \( \overline{s(h)} \) encoding the sight at each history \( h \) in \( T \).

Based on \( P(T,s) \), we give a language \( L \) for reasoning about P-S trees. In \( L \), we have a key dynamic operator \( [!p] \) for restricting to the worlds satisfying \( \varphi \), and a universal modality with \( A \varphi \) saying that \( \varphi \) is true in every world.

²The idea of defining \( \overline{h} \) is motivated by [1], where the authors define an atomic sentence \( \overline{s} \) for each leaf in a game tree.

**DEFINITION 3.1.** (Preference-sight language) Take any set of atomic letters \( P(T,s) \). The preference-sight language \( L \) is given by the following BNF, where \( p \in P(T,s) \):

\[
\varphi ::= p \mid \neg \varphi \mid \varphi \land \psi \mid [!p] \psi \mid A \varphi.
\]

We write \( \langle !p \rangle \varphi \) to abbreviate \( \neg [!p] \neg \varphi \).

**DEFINITION 3.2.** (Preference-sight models) For a P-S tree \( (T, s) \), a **preference-sight model** \( M(T,s) \) is a tuple \( (H, \prec, \prec_X) \) where the following holds:

- \( H \) is the set of possible worlds, one for each history,
- \( \prec \) is the reachability (prefix) relation among worlds,
- \( \prec_X : P_T \rightarrow \rho(H) \) is an evaluation function satisfying:
  1. \( \forall h \in H, \overline{\prec(h)} = \{ h' | h' \prec h \} \).
  2. \( \forall (h_1 \prec h_2) = \begin{cases} (H, & \text{if } h_1 \succeq h_2, \\
\emptyset, & \text{otherwise}. \end{cases} \)
  3. \( \forall h \in H, \overline{\prec_X(h)} = \bigcup_{h' \in \prec(h)} \overline{\prec(h')} \).

\( \overline{\prec_X(h)} \) is true at all the worlds leading to \( h \), \( \overline{h_1 \succeq h_2} \) is true everywhere if \( h_1 \succeq h_2 \), and nowhere otherwise. Finally, \( \overline{\prec_X(s(h))} \) is a union of the worlds that make the given atom true for at least one element of \( s(h) \).

There seems to be nothing striking in this syntax. However, given the special role of atoms, the natural model update differs from the usual one in dynamic-epistemic logic.

**DEFINITION 3.3.** (Model update) Given a preference-sight model \( M(T,s) = (H, \prec, \prec_X) \) and a set \( X \subset H \), the **updated model** \( M_X(T,s) \) produced by the restriction of \( X \) is defined as a tuple \( (X, \prec \cap X^2, \prec_X|_X) \), where

\[
\forall_X(p) = \begin{cases} \forall_X(h_1 \succeq h_2), & \text{if } p \text{ is of the form } h_1 \succeq h_2 \\
\forall(p) \cap X, & \text{otherwise.} \end{cases}
\]

\[
\forall_X(h_1 \succeq h_2) = \begin{cases} X, & \text{if } \forall_X(z \succeq z_2) = H, \text{ where } z_1 \in \max_X(z \in X | h_1 \prec z), \\
z_2 \in \max_X(z \in X | h_2 \prec z), & \emptyset, \text{ otherwise.} \end{cases}
\]

\( M_X(T,s) \) is the update of the model \( M(T,s) \) restricting the set of states to \( X \), and the valuation function accordingly. But crucially, the valuation for preference atoms in the new model reflects the updating process in the visible tree of Algorithm 1. In the following, we omit superscripts \( (T,s) \).

The semantics for this language is basically standard, [3], so we only mention the truth condition of \( [!p] \psi \):

Let \( M \) be a preference-sight model. For any state \( h \) in \( M \),

\[
M, h \models [!p] \psi \iff M, h \models \varphi \Rightarrow M_{[!p]} h \models \psi,
\]

where \( [!p] \varphi = \{ h' \in H | M, h' \models \varphi \} \).

Validity of formulas is defined as usual, cf. [3].

³In this definition, \( Z_X \) denotes the terminal histories in \( X \), i.e., the set of histories that have no successors in \( X \).
3.2 Main characterization results

Despite its simplicity, \(\mathcal{L}\) can express our results in previous sections concerning \(\mathcal{L}\) and \(\mathcal{J}\). We introduce some helpful syntactic abbreviations, and then state our main characterization results.

- \(\mathcal{Z}_h = \{ z \mid z \in \mathcal{Z}_h \}\).
- \(\max_{\preceq} X = \{ h \mid h \in X, \text{ and } h \preceq h' \text{ for all } h' \in X \}\).
- \(\mathcal{BI} = \{ z \mid z \in \mathcal{BI} \} \) (\(\mathcal{BI}\) holds at \(T\)'s \(\mathcal{BI}\) histories).
- \(\mathcal{SCBI} = \{ z \mid z \in \mathcal{SCBI} \} \), that is, the formula \(\mathcal{SCBI}\) holds at the \(\mathcal{SCBI}\) histories of \(T\).

**Proposition 3.1.** Let \((T, s)\) be a \(P-S\) tree and \(M\) be a \(\mathcal{L}\)-model for it. Then, \((T, s)\) is preference-sight consistent if and only if the following formula is valid in \(M\):

\[
\bigwedge_{h \in A(h)} (A((\forall h \in h)) \rightarrow (A((\forall h \in s) \rightarrow s))).
\]

**Proof.** (\(\Rightarrow\)) Suppose that \(\mathcal{BI}\) history \(h^*\) is sight-reachable. By Definition 2.8, we have that, for all \(h, h' \in h^*\), it holds that \((\forall h \in s(h), h, h'\) are histories, and \(a\) is an action following \(h\). More formally, \((h, h' \in h^*\) can be defined by the formula \(A((\forall h \in h)) \rightarrow (\forall h \in s(h))\) in the sense that, in \(T\), for all \(h, a \in A(h), (h, h' < h)\) if \(M = \langle A((\forall h \in h)) \rightarrow (\forall h \in s(h))\). And similarly \((h \in s(h)\) is defined by \(A((\forall h \in h)) \rightarrow (\forall h \in s(h))\). Thus if a \(\mathcal{BI}\) history is sight-reachable, then \(M = \bigwedge_{h \in A(h) \cup \langle A((\forall h \in h)) \rightarrow (\forall h \in s(h))\} \). The other direction can be proved in a similar way.

**Lemma 3.2.** For any \(P-S\) tree \((T, s)\) and model \(M\) for it, a \(\mathcal{BI}\) history \(h^*\) is sight-reachable if and only if the following formula holds in \(M\):

\[
(SR) : \bigwedge_{h \in A(h)} (A((\forall h \in h)) \rightarrow (A((\forall h \in s(h)))).
\]

**Proof.** (\(\Rightarrow\)) Suppose that \(\mathcal{BI}\) history \(h^*\) is sight-reachable. Then \((\forall h \in s(h), h \preceq h' \in h^*\) holds at the \(\mathcal{BI}\) histories of \(T, s\). And similarly \((\forall h \in s(h)\) is defined by \(A((\forall h \in h)) \rightarrow (\forall h \in s(h))\). Then it directly follows that \(z^*\) is a \(\mathcal{SCBI}\) history. Contradiction.

If \((b)\), then take any \(z \in \mathcal{BI}\), which shares a prefix \(u\) with \(z^*\), i.e., \(u \preceq u \in z^*\). By the antecedent, we have \(z-u \in max_{\preceq} Z_h\). Since \(z^* \notin \mathcal{BI}\), it follows that \(z_u > z_u^*\). Then \(z^* \notin \mathcal{SCBI}\). Once more, we have a contradiction.

3.3 Valid principles

The operator \([\varphi]\) makes \(\mathcal{L}\) a PAL-like language. However, the special model-update makes it different from standard PAL [28]. This suggests a close look at what is and what is not valid in preference-sight models.

First, some axioms in standard PAL do not hold in preference-sight models. For example, the \(\text{ATOM}\) axiom, \(\text{ATOM}\) \(\varphi\) \(\rightarrow\) (\(\varphi\) \(\rightarrow\) \(p\)), is not valid when it is of the form below.

**Proposition 3.5.** The following is not valid in preference-sight models, where \(h, h_1, h_2\) represent arbitrary histories.

\(\text{Sight-Preference: } [\forall h](\forall h) \cdot (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h) \cdot \rightarrow (\forall h)\).

This proposition says that subjective preference in visible trees is not necessarily consistent with objective preference.

Now let us see some interesting valid principles and their intuitive interpretations.

**Lemma 3.6.** The formulas shown in Table 1 are valid, where \(h, h_1, h_2, h_3\) are arbitrary histories.

**Proof.** We only prove some cases, proofs for the others are trivial or standard.

For \(T_s\). Take any state \(u\) with \(M, u \in \mathcal{Z}\). Then \(u \in \mathcal{Z}(h)\). As the sight function is reflexive, i.e., \(h \in s(h)\), it holds that \(\mathcal{Z}(h) \subseteq \mathcal{Z}(s(h))\). So \(u \in \mathcal{Z}(s(h))\). Thus, \(M, u \in \mathcal{Z}(h)\).

For \(T_M\). Take any state \(u\), any history \(h\) and any \(z \in Z\), and suppose \(M, u \in \mathcal{Z}(z) \rightarrow \mathcal{Z}(\overline{z})\). Then for any \(u' \in \mathcal{Z}(\overline{z})\) implies that \(u' \in \mathcal{Z}(h)\). Thus, \(\mathcal{Z}(\overline{z}) \subseteq \mathcal{Z}(h)\). It follows that \(z \in \mathcal{Z}(h)\). Given that \(z\) is terminal, by the definition of \(\mathcal{Z}(h)\), it must be that \(h = z\). Thus, \(M, u \in \mathcal{Z}(h) \rightarrow \mathcal{Z}(\overline{z})\).

For \(DC\). Take any state \(u, s\), suppose for some \(h_1 < h_2 \leq h_3\), \(M, u \in A(h_3) \rightarrow s(h_1)\). Then we know \(\mathcal{Z}(h_3) \subseteq \mathcal{Z}(s(h_1))\). It follows that \(h_3 \in s(h_1)\). As the sight function is downward closed, we have \(h_2 \in s(h_1)\). Thus, \(M, u \in A(h_2) \rightarrow s(h_1)\).

For \(\text{ATOM}\). Take any state \(u\), and let \(M, u \in [\varphi]\) where \(\varphi\) is not of the form \(\mathcal{Z}(h)\) and \(p\) is not of the form \(h \leq h_2\). It holds that \(M, u \equiv \varphi\) implies that \(M, p \equiv p\). By Definition 3.6, \(M, u \equiv p\) if \(M, u \equiv p\). Therefore, \(M, u \equiv \varphi\) implies \(M, u \equiv p\). Equivalently, then, \(M, u \equiv \varphi \rightarrow p\).
there exists a formula \( \varphi_M \) which depends on \( M \), such that any model \( M \) has the property \( \pi \) iff \( M \models \varphi_M \). However, in this case, the defining formula can be trivial. For example, one might define \( \varphi_M \) simply as follows.

\[
\varphi_M = \begin{cases} 
\top, & \text{if } M \text{ satisfies } \pi \\
\bot, & \text{Otherwise}
\end{cases}
\]

In this subsection, using a well-known Rationality property as an example, we discuss how model-dependent our earlier language \( L \) is, and then show how it can be formulated in a generic way. We first recall the results on classical BI. Given that we have been dealing with single-agent cases until now, in this Section, we will adapt the results from the literature on multi-player games to the single-player case.

The BI strategy [22; 23] is the largest subrelation of the total move relation that has at least one successor at each node, while satisfying the rationality (RAT) property:

**RAT** No alternative move for the player yields an outcome via further play with \( \sigma \) that is strictly better than all the outcomes resulting from starting at the current move and then playing \( \sigma \) all the way down the tree.

As argued in [22; 23], this rationality assumption is a confluence property for action and preference:

\[
\text{CF} \quad \forall x \forall y (\sigma(x \rightarrow y \rightarrow z) \rightarrow \exists u (end(u) \land y \sigma^* u \land \forall v ((end(v) \land z \sigma^* v) \rightarrow u \geq v))).
\]

We can observe that there is also a corresponding rationality property for the local BI strategies that constitute an SCBI, which should however now express a confluence property for action, preference and sight. Specifically, for a P-S tree, each local BI strategy for the visible tree \( T_h \) at \( h \) is the largest subrelation \( \sigma_h \) of the total move relation in \( T_h \), satisfying 1) \( \sigma_h \) has at least one successor at each \( h' \in T_h \), and 2) the following rationality property holds:

**RATS** In the visible tree, there is one outcome obtained by playing \( \sigma_h \) from the start to the end, that is no worse than all the outcomes yielded from any alternative first move followed by further play with \( \sigma_h \).

This confluence property involving sight is expressible as follows in our language \( \mathcal{L} \):

**Proposition 4.4.** Let \((T, s)\) be a P-S tree, and let \( M \) be any model for it. \( M \) satisfies RATS iff \( M \) validates the following \( \mathcal{L} \)-formula, where \( \sigma_h \) is the BI strategy for visible tree at \( h \) and \( \varphi(h) = \{ \}

### 4. BACKGROUND IN GAME LOGICS

In this section, we relate our logic \( L \) to existing logics for classical game theory, showing how ideas can be combined where useful. Since so far we have been working with BI and SCBI histories, we first define strategies for P-S trees:

A strategy for a P-S tree \((T, s)\) is a function \( \sigma : H \rightarrow A \) such that \( \sigma(h) \in A(h) \). That is, \( \sigma \) assigns each history \( h \) an action that follows \( h \). In particular, for a visible tree \( T_h \), a ‘local strategy’ \( \sigma_h \) is a restriction of \( \sigma \) to \( T_h \), such that \( \sigma_h(h') = \sigma(h') \) for any \( h' \in T_h \).

#### 4.1 Generic formulation of \( \mathcal{L} \)

In applied logic for structure analysis, there exist two extremes, viz. model-dependent ‘local languages’ and ‘generic languages’ that work across models. For a generic logic, a definition of a property \( \pi \) is a formula \( \varphi \) such that for all models \( M, M \) has property \( \pi \) iff \( M \models \varphi \). For a local language, such a formula can depend on a given model \( M \):

<table>
<thead>
<tr>
<th>Taut</th>
<th>all propositional tautologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T \geq )</td>
<td>( h \geq h )</td>
</tr>
<tr>
<td>( 4 \geq )</td>
<td>( h_1 \geq h_2 \land h_2 \geq h_3 \rightarrow h_1 \geq h_3 )</td>
</tr>
<tr>
<td>to&gt;</td>
<td>( h_1 \geq h_2 \lor h_1 \geq h_2 )</td>
</tr>
</tbody>
</table>

| T0 | \( \overline{h} \rightarrow \overline{s(h)} \) |
| TM | \( \bigwedge_{z \in h} (A(z \rightarrow \overline{h}) \rightarrow A(\overline{h} \rightarrow z)) \) |
| DC | \( \bigwedge_{h_3 \leq h_2 \leq h_1} (A(\overline{h_1}) \rightarrow s(h_1)) \rightarrow A(\overline{h_2} \rightarrow s(h_1)) \) |
| NF | \( \bigwedge_{h_3 \leq h_2 \leq h_1} (A(\overline{h_3} \rightarrow s(h_3)) \rightarrow A(\overline{h_1} \rightarrow s(h_2))) \) |

**Table 1: Valid principles of \( \mathcal{L} \)**

Interpretation of valid principles. Each of these axioms has some intuitive appeal. \( T \geq, 4 \geq \) and to> show the reflxivity, transitivity and totality of the preference relation, respectively. Likewise, \( T0 \) says that sight is reflxive. DC characterizes the (downward-closure) property of sight. NF encodes the non-forgetting property of sight. TM guarantees that terminal histories of the P-S tree are actually terminal. One further interesting point is that there is no correspondence of TM for terminal histories of visible trees.

FACT 3.7. The following formula is not valid in preference-sight models:

\[ \bigwedge_{u} \bigwedge_{z \in Z_u} \bigwedge_{h} (A(z \rightarrow \overline{h}) \rightarrow A(\overline{h} \rightarrow z)) \]

Other validities in the table are axioms for standard PAL. We postpone the study of a complete axiomatization of the logic \( \mathcal{L} \) until future work.

To conclude this section, in \( \mathcal{L} \), the ingredients including histories, preferences and sights are encoded as primitive propositions. Various earlier phenomena in P-S trees can thus be captured in a simple, direct and intuitive manner. This special-purpose logic, as we will see soon, is model-dependent, but it can also be formulated generically.
However, compared with the generic logic in [24; 23; 22],
the given definition in our logic is local. It is obvious
that CF, the formula defining the property RAT, is insensitive
to models – while our CFSₜ relies on a given model for
its ranges of big disjunctions and conjunctions, and in its
model-dependent notations like s(h) and h₁ ≥ h₂. Still, it
is also clearly true that our definition is not as trivial as
the earlier local trick. Therefore, our logic L seems somewhere
between the two extremes of locality and genericity. This
feeling can be made precise by moving to a closely related
truly generic first-order logic of preference-sight trees.

The relevant modified formula involves some natural
auxiliary predicates. x ≺ y says that x is a prefix of y; x ≼ y
means that x can see y. Corresponding to the BI relation
σ, σ(x)z says that from y, z is a local backward induction
move in the visible tree at x; σₜ describes σ being composed
for k times with k ∈ N⁺; move and ≥ are still the move
relation and preference relation, respectively, of the game.

Proposition 4.2. Any model M satisfies RATS if it
validates the following formula.

\[
\forall x \left( \exists y (x \approx y) \rightarrow \forall u \left( \left( x \text{ move } t \land x \lessdot t \right) \rightarrow \exists z \left( \left( x \lessdot z \land \neg \exists z' \left( z < z' \land x \lessdot z' \right) \land \exists k (u(\sigma(x))^k z) \right) \land \forall v \left( \left( x \lessdot v \land \neg \exists v' \left( v < v' \land x \lessdot v' \right) \land \exists l (t(\sigma(x))^l v) \right) \land z \geq v \right) \right) \right) \right).
\]

Proof. It is easy to show that

\[ M \models \text{CFS}(FO) \iff M \models \text{CFS}_M. \]

In summary, incorporating basic elements of P-S trees
directly into first-order syntax makes L intuitive and natural.

Even so, other logics exist for dealing with further aspects
of game trees and solution procedures, and we will discuss
a few examples in what follows with a view to how they
behave in the presence of sight.

4.2 Solution procedures and fixed-point logics

Recursive solution procedures naturally correspond to
definitions in existing fixed-point logics, such as the widely
used system LFP(FO). An LFP(FO) formula mirroring the
recursive nature of BI is constructed in [24; 26] to define
the classical BI relation, based on the above property RAT.
Now, we have shown that sight-restricted SCBI too, is a
recursive game solution procedure. Can LFP(FO) be used
to define SCBI as well – and if so, how?

The answer is yes, but we need an extension. Rather than
a binary relation bi as in [24; 26], characterizing SCBI needs
a ternary relation. First, we define the local BI relation
in visible trees, which will be denoted by bisight. For any states
x, y, z, bisight(x, y, z) means that in the visible tree at x, the
local BI strategy is bisight, which chooses z when the current
state is y. It is then obvious that bisight should satisfy the
following simple first-order definable property, requiring the
relevant states to be visible and reachable:

\[ \text{bisight}(x, y, z) \rightarrow \text{see}(x, y) \land \text{see}(x, z) \land \text{move}(y, z). \]

The intuition of bisight(x, y, z) is then captured as follows:

Here xσₜy is the abbreviation of \( \exists y₁ \exists y₂ \cdots \exists yₖ (σ₁ σ₂ \cdots \land yₖ = yₖ) \).

∀xₜyₜz (bisight(x, y, z) → ∀t((sec(t, x) \land move(y, t))
→ (∃u(endsight(x, u) \land bisight(x, u, u) \land \forall v((endsight(x, v) \land
bisight(x, v, v)) \rightarrow u \geq v))))).

Notice that all occurrences of bisight in the above formulas
are still syntactically positive. This allows us to define local
BI strategy bisight with LFP(FO).

Proposition 4.3. The strategy bisight can be defined
as the relation R in the following LFP(FO) formula.

\[ \nu R, xyz \cdot \forall x \forall y \forall z (R(x, y, z) \rightarrow ∀t((\text{see}(x, t) \land move(y, t))
→ (∃u(endsight(x, u) \land R^*(x, z, u) \land \forall v((endsight(x, v) \land
R^*(x, t, v)) \rightarrow u \geq v))). \]

It can be proved formally that bisight is a greatest-fixed
point of the above formula. Based on bisight, we now proceed
to show that the SCBI relation is LFP(FO) definable.

Corollary 4.4. The SCBI relation scbi for a P-S tree
in the presence of sight can be represented in the following formula:

\[ \forall x \forall y \forall z (\text{scbi}(x, y, z) \leftrightarrow \text{bisight}(x, x, y)). \]

As in the original classical case, this LFP(FO) definability
of scbi exposes an intersection between the logical foun
dation of computation and the recursive nature of sight-
compatible backward induction solutions for P-S trees.

4.3 Modal surface logic of best action

In contrast with detailed formalism of solutions with
LFP(FO), there is the modal surface logic of [25], which
enables direct and natural reasoning about best actions
without considering the underlying details of recursive com-
putation. First of all, we list its modalities for classical BI.
[bi] and [BI] encode the BI move and BI paths respectively.
[best]φ says that φ is true in some successor of the current
node that can be reached in one step via the bi move.

M, h \models \text{end if h} \in Z.
M, h \models \text{[move]φ if} \forall h' = (ha) \in A(h), M, h' \models \varphi.
M, h \models \text{[best]φ if all h'} or h' \in bi(h), M, h' \models \varphi.
M, h \models \text{[bi]φ if all h'} or h' \in bi(h), M, h' \models \varphi.
M, h \models \text{[bi*]φ if M, u} \models \varphi \text{ for all u} \in (bi*) (h).
M, h \models \text{[BI]φ if all z with z \in BI, M, z} \models \varphi.

The above logic is still applicable in our setting, but it
requires substantial extension for sight-related concepts. In
accordance with [bi] and [BI], we use [scbi] and [SCBI] as
operators for the SCBI strategy and SCBI path, respectively.
For the local BI strategy and path in visible trees, the
modalities are [bi] and [BI]. Moreover, recall that Mₜ(hₜ) is
the updated model obtained in the way of Definition 3.3.

M, h \models \text{[scbi]φ if all h'} or h' \in scbi(h), M, h' \models \varphi.
M, h \models \text{[SCBI]φ if for all h'} or z \in SCBI, M, z \models \varphi.
M, h \models \text{[sight]φ if Mₜ(hₜ), h} \models \varphi.
Mₜ(hₜ), u \models \text{end if u} \in Zₜ.
Mₜ(hₜ), u \models \text{[move]φ if for all u'} = (ua) \in Aₜ(u), Mₜ(hₜ), u' \models \varphi.
Mₜ(hₜ), u \models \text{[best]φ if Mₜ(hₜ), u} \models \varphi \text{ for all u'} \in biₜ(hₜ).
Mₜ(hₜ), u \models \text{[bi*]φ if M, u} \models \varphi \text{ for all u'} \in biₜ(hₜ).
Mₜ(hₜ), u \models \text{[bi]φ if Mₜ(hₜ), u} \models \varphi \text{ for all u'}.
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Capturing the SCBI strategy For a start, we are now able to characterize the SCBI strategy, in a similar vein as the frame correspondence for the classical BI strategy in [25].

**Proposition 4.5.** The BI strategy is the unique relation \( bi \) satisfying this modal axiom for all propositions \( p \):

\[
((bi^*)(\text{end} \land p)) \rightarrow [(\text{move}[\sigma^*](\text{end} \land (\leq)p)).
\]

Along the same lines, we can express the SCBI strategy in P-S trees based on the idea that each \( scci \) move coincides with a local BI move within the current visible tree.

**Proposition 4.6.** The SCBI strategy is the relation \( scci \) satisfying the following axioms for all propositions \( p \):

1. \( (scci)p \leftrightarrow [\text{sight}(bi_{sight})p). \)
2. \( [\text{sight}((bi_{sight})^*)(\text{end}_{sight} \land p)) \rightarrow [\text{move}_{sight}((bi_{sight})^*)(\text{end}_{sight} \land (\leq)p)). \)

**Best action and preference-consistency** Turning to properties of frames for the extended modal logic of best action with sight, there are interesting differences when comparing SCBI and classical BI. To see this, we employ operators \( (\text{best}), (bi^*), (scci^*), (\text{best}_{sight}) \) and \( ((\text{sight})^*) \). Now we can make some interesting comparisons.

**Proposition 4.7.** For classical backward induction, the axioms \((\text{best})(bi^*)\varphi \leftrightarrow (bi^*)\varphi \) holds.

However, the new frames do not have the corresponding axiom for the SCBI strategy, since the actions it recommends are not necessarily the actual best actions according to BI. Even in visible trees, this is also not true.

**Proposition 4.8.** The following formulas are not valid:

1. \((\text{best})(scci^*)\varphi \leftrightarrow (scci^*)\varphi \).
2. \((\text{sight})(\text{best})(scci^*)\varphi \leftrightarrow ((bi^*)^*)\varphi \).

Nevertheless, there is a certain coherence between the local BI strategy and local best actions returned by it.

**Proposition 4.9.** The following formula is valid:

\([\text{sight}((\text{best}_{sight}))(\text{better})(\text{better}^*)\varphi \leftrightarrow ((\text{bi}_{sight})^*)\varphi \).

As for the preference relation, SCBI has a property that classical BI lacks: local BI moves never conflict with the preferences in submodels. In other words, within a visible tree, the initial move determined by the local BI strategy is more preferable for the agent than any other first move.

**Proposition 4.10.** For SCBI, it holds that

\([\text{sight}((\text{best}_{sight}))\varphi \rightarrow [\text{move}_{sight}](\leq)\varphi \).

For BI, although it returns a final optimal path, there is no guarantee that its intermediate histories be preferable.

**Proposition 4.11.** For BI, the following does not hold:

\((\text{best})\varphi \rightarrow [\text{move}](\leq)\varphi \).

**Path terminality and optimality** Using a similar style of modal analysis, we can make the following observations concerning the obvious operators \([BI], [SCBI] \) and \([BI]_{sight} \).

**Proposition 4.12.** We have the following three facts:

(a) The formula \([BI]_{sight}\varphi \rightarrow [BI]_{sight}[BI]_{sight}\varphi \) is valid.

(b) For SCBI, the following formula does not hold:

\([BI]_{sight}\varphi \rightarrow [BI]_{sight}[BI]_{sight}\varphi \).

(c) The formula \([SCBI]_{sight}\varphi \rightarrow [SCBI]_{sight}[SCBI]_{sight}\varphi \) is valid.

Here (a) says that from a BI outcome only a terminal history can be reached; (b) shows that the local BI history may not be a terminal history of the whole tree, and (c) says the SCBI history for the whole tree is always terminal.

Another phenomenon regarding these operators is the local optimality of SCBI at the cost of being more realistic than BI. We have mentioned this point already in Section 2.2.4: now we can present a precise formal version.

**Proposition 4.13.** Let \( \sigma \) be any strategy profile,

(a) For BI, the following is valid:

\([BI]_{sight}\varphi \rightarrow [\sigma](\leq)\varphi \).

(b) The following does not hold:

\([SCBI]_{sight}\varphi \rightarrow [\sigma](\leq)\varphi \).

(c) For SCBI, it holds that

\([\text{sight}][\text{BI}_{sight}][\text{sight}][\text{sigma}_{sight}](\leq)\varphi \).

Here (a) shows the global optimality of the BI path. (b) and (c) together say the SCBI path is not globally optimal, but each move on this path leads to a locally optimal path.

Altogether, this section has shown the broad logical foundations of our framework, embedding our local language in existing broader generic formalisms, but also enriching and extending these frameworks with aspects of short sight.

5. TOWARD MULTI-PLAYER GAMES

While our models and results are about single-agent sequential decision-making processes, we believe they are applicable well beyond that. They can be naturally extended to multi-player extensive game-escenarios with short sight. For such a game model, we can build on [6], which makes an assumption that the current player only knows his own sight, and that he believes other players can see as much as he can see and will play according to this belief. That is, this model precludes more complex forms of interactive knowledge and reasoning. But using this same assumption, our model in this paper can be extended to multi-player cases directly. The only thing we have to do is add agent-labling to SSDM: even though players can change with time, everything including sight, preference, and actions can be modeled from the current player’s perspective.

We will not state any results for the extended multi-player model since they are quite similar to what we have shown already. The case where we drop the above assumption and allow a more free modeling of players’ mutual knowledge and beliefs about sight and preference would be more interesting. We will leave this for future work.
6. DISCUSSION AND CONCLUSION
Though motivated by single-agent decision-making process, we have gone towards a much more general goal. In the process, our analysis significantly adds to current connections between logic, computation, and game solutions.

In many recent game-theoretic papers centering on bounded rationality, a model has been used of games with awareness, [7; 12; 5; 8]. This approach generalizes the classical representation of extensive games by modeling players who may not be aware of all the paths. While [6] shows that games with short sight are a well-behaved subclass of games with awareness, there exists a fundamental difference in focus. Players in the latter approach may be unaware of some branches but they can always see some terminal histories, while in the former, players’ sight may only include intermediate histories, ruling out all terminal ones. Moreover, we have shown how short-sight games allow for a natural co-existence of two views of a game, that of insiders and that of outsiders. Having said this, it is clearly an interesting issue to see if our approach in this paper can be extended to cover awareness.

Another obvious interface for our logics are heuristic evaluation approaches for intermediate nodes used by the AI community for computational game-solving, [15; 21]. This, too, is a connection that deserves further exploration.

There are many additional topics to pursue. For instance, we already mentioned multi-player scenarios with non-trivial interactive reasoning about other agents’ preferences, sights, and strategies. This has also been identified as a key task for epistemic game theory.
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1. INTRODUCTION

Suppose that agents, rather than forming a separate preference judgment for each pair of alternatives, make decisions using criteria. A criterion orders a small number of categories, each of which consists of many alternatives. The potential of a criterion to order alternatives within another criterion’s categories allows sets of criteria to generate large numbers of choice distinctions. If an agent has objective preferences that can be inferred from a large set of sufficiently discriminating criteria, the agent will then be able to determine the optimal allocation from more choice sets. The uncovering of more criterion discriminations is costly, however, and we therefore consider efficient points where the cost of making a given number of choice distinctions is minimized.

This optimization problem seems to lead to a trade-off. Given a number of choice distinctions, an agent could either use a large set of coarse criteria (criteria with only a small number of categories) or a small set of finer, more discriminating criteria. We show under mild conditions that large sets of coarse criteria always lead to reductions in decision-making costs. Binary criteria with only two categories per criterion therefore provide the only efficient arrangement. Under mild restrictions on how criteria are aggregated into decisions, binary criteria lead to rational choice functions, where decisions are determined by a complete and transitive binary relation.

We apply our model to the problem of determining the optimal number of digits in an information storage device. We show that, even if the marginal cost of additional digits declines rapidly to 0, binary digits (bits) offer the efficient solution.

In this short paper, we pay particular attention to the symmetry conditions that are entailed when sets of criteria are efficient. A full working paper [2] is available on-line.

2. AN OUTLINE OF THE MODEL

A criterion \( C_i \) is an asymmetric binary relation on a domain of alternatives \( X \) and a set of criteria is denoted \( \mathcal{C} = \{C_1, ..., C_N\} \). Two alternatives \( x \) and \( y \) are deemed \( C_i \)-equivalent if \( x \) and \( y \) share the same set of \( C_i \)-superior alternatives and the same set of \( C_i \)-inferior alternatives (see [1]). A \( C_i \)-category is a maximal set of \( C_i \)-equivalent alternatives and \( e(C_i) \) denotes the number of \( C_i \)-categories. The discrimination vector of \( \mathcal{C} \) is \( (e(C_1), ..., e(C_N)) \). A \( C_i \) is coarser than \( C'_i \) if \( e(C_i) < e(C'_i) \).

Let \( c \) be a choice function on a domain of finite subsets of \( X \). Two alternatives \( x \) and \( y \) are in the same choice class of \( c \) if \( c \) treats them interchangeably: first, when \( x \) is chosen and \( y \) is available then \( y \) is chosen too, and second, if \( x \) but not \( y \) is available then \( x \) is chosen if and only if, when \( y \) is available and not \( x \), \( y \) is chosen.

A choice function \( c \) uses \( \mathcal{C} \), denoted \( (\mathcal{C}, c) \), if \( c \) does not make distinctions that are not already present in the criteria: for each set of alternatives \( A \) that contains only alternatives that are in the same \( C_i \)-category, \( i = 1, ..., N \), there is a choice class of \( c \) that contains \( A \).

Let \( \kappa(C_i) \) denote the cost of criterion \( C_i \). We assume \( \kappa(C_1) \) is determined by the number of \( C_i \)-categories and therefore also write \( \kappa(c) \) to denote the cost of a \( C_i \) with \( c \) categories. We assume that the cost of a set of criteria, \( \kappa[\mathcal{C}] \), equals the sum of the costs of the criteria in \( \mathcal{C} \). Letting \( n(c) \) be the number of choice classes in \( c \), a pair \( (\mathcal{C}, c) \) is more efficient than the pair \( (\mathcal{C}', c') \) if \( n(c) \geq n(c') \) and \( \kappa[\mathcal{C}] \leq \kappa[\mathcal{C}'] \), with at least one strict inequality, and \( (\mathcal{C}, c) \) is efficient if there does not exist a \( (\mathcal{C}', c') \) that is more efficient than \( (\mathcal{C}, c) \).

The fundamental advantage of criteria is that each criterion can discriminate within the categories of other criteria. Given constraints that specify that criterion \( C_i \) can have no more than \( e_i \) categories (and assuming that \( |X| \) is sufficiently large), we can find a \( (\mathcal{C}, c) \) such that (i) there is a partition of \( X \) with \( \prod_{i=1}^{n} e_i \) cells such that \( x \) and \( y \) are in distinct cells if and only if they lie in different \( C_i \)-categories for at least one \( i \) and (ii) each cell of this partition forms a choice class of \( c \). Subject to the \( e_i \) constraints, this \( (\mathcal{C}, c) \) maximizes \( n(c) \) and accordingly we define \( (\mathcal{C}, c) \) to maximally discriminate if \( n(c) = \min \left[ \prod_{i=1}^{N} e(C_i), |X| \right] \).

3. MAIN RESULTS

(1) Since criteria with only one category make no discriminations and require no decisions, we assume they are costless. To compare a \( (\mathcal{C}, c) \) and \( (\mathcal{C}', c') \) that have the same number of costly categories, suppose that \( \sum_{i=1}^{N} (e(C_i) - 1) = \sum_{i=1}^{N} (e(C'_i) - 1) \). Assume also that either (i) the marginal cost of categories is increasing and the smaller of \( n(c) \) and \( n(c') \) is less than the cardinality of \( X \) or (ii) the marginal costs of categories are strictly increasing. We show that if \( \mathcal{C} \) has greater proportions of coarser criteria than does \( \mathcal{C}' \) and if \( (\mathcal{C}, c) \) maximally discriminates, then \( (\mathcal{C}, c) \) is more efficient than \( (\mathcal{C}', c') \).

(2) Fix a set of domains that, for each finite \( m \), contains a \( X \) with \( m \) elements and call a domain admissible if it is drawn from this set. Then, every efficient \( (\mathcal{C}, c) \) where
the domain is admissible has a $C$ that contains only binary criteria if and only if $\kappa(e) > \kappa(2) \log_2 e$ for all integers $e > 2$.

Thus the cost of $e$ categories can rise as slowly as $\log_2 e$ – in which case the marginal cost of categories descends to 0 – and still the only efficient arrangement is for all criteria to be binary.

(3) We apply the result in (2) to information storage. Suppose we wish to store some integer between 1 and $n$ using $N$ $k$-ary digits and that the cost of storage equals $\kappa(k)N$. We show that, for all positive integers $n$, binary digits are the minimum-cost storage method if and only if $\kappa(k) > \kappa(2) \log_2 k$ for all integers $k > 2$.

(4) We specify axioms for how to aggregate sets of criteria into choice functions that generalize weighted voting. Suppose that the choice function $c$ in the pair $(C, e)$ satisfies these axioms, that $C$ contains only binary criteria, and that $c$ satisfies the following Condorcet rule: if there is a $x$ in a choice set $A$ that is chosen by $c$ from all $\{x, y\}$ with $y \in A$ then $x$ is chosen from $A$ too. Then $c$ makes selections that maximize a complete and transitive binary relation. Given (2), we conclude that in a broad range of cases, efficient decision-making is rational.

4. SYMMETRY AND MAXIMAL CATEGORIZATION

Maximal discrimination is necessary for decision-making efficiency since otherwise $n(c)$ could be increased without an increase in costs. The key feature required for a $(C, e)$ to maximally discriminate is that the following property of $C$, called maximal categorization, is satisfied: the discrimination partition $P$ of $X$ that places $x$ and $y$ in distinct cells if and only if $x$ and $y$ lie in different $C$-categories for at least one $i$ must have $\prod_{i=1}^N e(C_i)$ cells.

We will now see that if $X$ is a product of attributes and each criterion orders a distinct attribute, then maximal categorization is satisfied and conversely if maximal categorization is satisfied then we can label alternatives so that $X$ becomes a product of attributes. By joining this conclusion to result (2), that only binary criteria are efficient, we can describe efficient decision-making concisely: to be efficient agents must be able to describe the alternatives in $X$ so that they form a product of attributes and each criterion must divide a distinct attribute into exactly two categories.

The simplest way to achieve maximal categorization is for $X$ to be formed by a product of attributes and for each $C_i$ to divide $X_i$ into categories based only on attribute $i$. The domain $X$ might be a set of cars, and the attributes might be colors, top speeds, and prices. A ‘speed’ $C_i$ would then order cars based on the ranges of top speeds that $C_i$ deems to be equivalent.

Formally, an attribute is a set $X_i$ and $N$ attributes define the domain of alternatives $X = \prod_{i=1}^N X_i$. We will say that a set of criteria $C$ is based on a product of attributes if for each $C_i$ there is a set $X_i$ and a partition of $\{X_i^1, ..., X_i^{e(C_i)}\}$ of $X_i$ such that the categories of $C_i$ are the sets $X_i^j \times (\prod_{k \neq i} X_k)$, $j = 1, ..., e(C_i)$. So, if $C_i$ is an ordering of cars by color then each $X_i^j$ would represent a color and $x$ and $y$ would be placed into distinct $C_i$-categories if and only if the $ith$ coordinates of $x$ and $y$ indicate different colors: $x_i \in X_i^j$ and $y_i \in X_i^k$ where $j \neq k$. The cells of the discrimination partition $P$ would then be the $\prod_{i=1}^N e(C_i)$ sets $X_i^1 \times \cdots \times X_i^{N}$ where, for each $i, j_i$ is an integer between 1 and $e(C_i)$. Maximal categorization thus obtains.

This treatment assumes that $X$ is a product space: for each possible combination of attributes (each possible color-speed-price combination), there is a corresponding element of $X$. But for maximal categorization it is enough that there is some alternative in $X$ for each combination of attribute ranges specified by the criteria, that is, it is sufficient for $X$ to be a subset of $\prod_{i=1}^N X_i$ such that each $X_i^1 \times \cdots \times X_i^{N}$ intersects $X$.

A set of criteria $C$ that is based on a product of attributes enjoys a wide-ranging symmetry property. Fix some $C_i$ in $C$, and consider a set $E_{-i}$ formed by an arbitrary union of the categories of the remaining criteria $C_j$, $j \neq i$. Given the product structure of $C$, any such $E_{-i}$ must intersect each of the $C_i$-categories. To continue the car example, the set of cars $E_{-i}$ defined by a certain range of top speeds and prices can be partitioned into all the possible color subsets, say blue, red, and yellow. If we use $C_i$ to order the cells of the color partition of the cars in $E_{-i}$, the ordering will have the same ‘shape’ as be order isomorphic to – the original color ordering $C_i$ of X. If, for example, $C_i$ on $X$ is a cycle – blue is better than red which is better than yellow which is better than blue – then the $C_i$ ordering of any set of cars defined by a range of speeds and prices will also form a cycle. We conclude that any two sets of cars $Y$ and $Z$ defined by selections of non-color attributes will be order isomorphic to each other when each is endowed with the color ordering $C_i$ (or rather the restrictions of $C_i$ to $Y$ and $Z$).

This symmetry property may seem to be of limited value since it appears to apply only to products of attributes. But in fact the symmetry property characterizes any $C$ that maximally categorizes. If for an arbitrary (possibly nonproduct) $C$, we apply $C_i$ to some $E_{-i}$ and it defines fewer than $e(C_i)$ $C_i$-category subsets then the discrimination partition $P$ would have to contain fewer than $\prod_{i=1}^N e(C_i)$ cells. And the only way that $E_{-i}$ and $E_{-i}$ can each define $e(C_i)$ $C_i$-category subsets is for the $C_i$ ordering of these subsets to be order isomorphic.

Moreover, if an arbitrary (possibly nonproduct) $C$ enjoys the symmetry property we can relabel the elements of the domain $X$ so that $C$ is then based on a product of attributes. To do this, we associate each $C_i$ with an attribute (e.g., color) and identify each $C_i$-category with an arbitrary value $X_i^j$ for that attribute (e.g., blue): each cell of $P$ is thus identified with a vector of attribute values. So, although a product of attributes looks special, it provides a model for any set of criteria that maximally categorizes.

The following definitions and theorem make these claims precise. We use $E_i^1, ..., E_i^{e(C_i)}$ to denote the categories of criterion $C_i$.

Given the set of criteria $(C_1, ..., C_N)$, $E_{-i}$ is a union of $C_{-i}$-categories if $E_{-i} = \bigcup_j E_j$ for some collection of criterion categories $\{E_j\}$ such that $k \neq i$ for each $j$. Let $C_i^{\leq j}$ denote the binary relation defined by $E_i^{\leq j} \times E_i^{\leq j}$ if and only if there are $C_i$-categories $E_i$ and $E_i'$ such that $E = E_i \cap E_{-i}$, $E' = E_i' \cap E_{-i}$ and $x C_i y$ for $x \in E$ and $y \in E'$. We then say $C$ satisfies the order-isomorphism property if for any $i$ and any two unions of $C_{-i}$-categories, $E_{-i}$ and $E'_{-i}$, the binary relations $C_i^{\leq j}$ and $C_i^{\leq j}$ are order-isomorphic.

The set of criteria $C$ has a product representation if (i) for each $i$, there is a nonempty set $Y_i$ and a partition $\{Y_i^1, ..., Y_i^{N} \}$...
there is a set of criteria $\hat{C} = \{\hat{C}_1, ..., \hat{C}_N\}$ defined on $Y = \prod_{i=1}^{N} Y_i$ where the categories of each $\hat{C}_i$ are the sets $Y_i \times \left( \prod_{k \neq i} Y_k \right)$, and (iii) for each $i$, there is an order-preserving bijection $f$ between the categories of $C_i$ and $\hat{C}_i$, that is, $E_i' \in C_i E_i' \in \hat{C}_i$ if and only if $f(E_i') \in \hat{C}_i f(E_i')$.

We then have the following result.

**Theorem.** For a set of criteria $C$, the following statements are equivalent: (i) $C$ maximally categorizes, (ii) $C$ satisfies the order-isomorphism property, (iii) $C$ has a product representation.
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ABSTRACT
We investigate the decidability of model-checking logics of time, knowledge and probability, with respect to two epistemic semantics: the clock and synchronous perfect recall semantics in partially observed discrete-time Markov chains. Decidability results are known for certain restricted logics with respect to these semantics, subject to a variety of restrictions that are either unexplained or involve a longstanding unsolved mathematical problem. We show that mild generalizations of the known decidable cases suffice to render the model checking problem definitely undecidable. In particular, for a synchronous perfect recall, a generalization from temporal operators with finite reach to operators with infinite reach renders model checking undecidable. The case of the clock semantics is closely related to a monadic second order logic of time and probability that is known to be decidable, except on a set of measure zero. We show that two distinct extensions of this logic make model checking undecidable. One of these involves polynomial combinations of probability terms, the other involves monadic second order quantification into the scope of probability operators. These results explain some of the restrictions in previous work.

1. INTRODUCTION
Model checking is a verification methodology used in computer science, in which we ask whether a given model satisfies a given formula of some logic. First proposed in the 1980’s [CE81], model checking is now a rich area, with a large body of associated theory and well developed implementations that automate the task of model checking. Significant use of model checking tools is made in industry, in particular, in the verification of computer hardware designs.

Model checking developed originally in a setting where the specifications are expressed in a propositional temporal logic, and the systems to be verified are finite state automata. This setting has the advantage of being decidable, and a great deal of work has gone into the development of algorithms and heuristics for its efficient implementation. More recently, the field has explored the extent to which the expressiveness of both the model representations and of the specification language can be extended while retaining decidability of model checking. Extensions in the systems dimensions considered include real-time systems [ACD90], systems with a mixed continuous and discrete dynamic [MPN08], richer automaton models such as push-down automata, machines with first-in-first out queues etc. In the dimension of the specification language, extensions considered include elements of second order logic and specific constructs to capture the richer properties of the systems models described above (e.g. in the real time case the specification language might contain inequalities over time values.)

Model checking for epistemic logic was first mooted in [HV91], and model checking for the combination of temporal and epistemic logic has been developed both theoretically [MS99, EGM07, HM10] and in practice [GM04, LQR09, KNN10, Ej04]. A variety of semantics for knowledge are known to be associated with decidable model checking problems in finite state systems, in particular, the observational semantics (in which an agent reasons based on its present observation) the clock semantics (in which an agent reasons based on its present observation and the present clock value), and synchronous and asynchronous versions of perfect recall, all admit decidable model checking in combination with quite rich temporal expressiveness [MS99, EGM07, HM10].

Orthogonally, a line of work on probabilistic model checking has considered model checking of assertions about probability and time [RKNP04]. Although one might at first expect this line of work to be closely related to epistemic model checking, in that probability theory provides a model of uncertainty, in fact this area has been concerned not with how subjective probabilities change over time, but with a probabilistic extension of temporal logic. The focus tends to be on the prior probability of some temporal property, or on the probability that some temporal property holds in runs from a current known state.

Rather less attention has been given to model checking the combination of subjective probability and temporal expressiveness. Of the semantics for knowledge mentioned above, the clock and synchronous perfect recall semantics are most suited as a basis for model checking subjective probability. (The others suffer from asynchrony, which makes it more difficult to associate a single natural probability space.) Implementations for these semantics presently exist only for a limited set of formulas, in which the full power of temporal logic is not used. For example, results in [HLM11] for model checking the logic of subjective probability (with clock or synchronous perfect recall semantics) and time restricts the temporal operators to have only finite reach into the future, and does not handle operators such as “at all times in the future”.

A fundamental reason underlying this is that the problem of model checking probability with a rich temporal expressiveness seems to be inherently complex. Indeed, it requires a solution to a basic mathematical problem, the Skolem Problem for linear recurrences, that has stood un-
solved since first posed in the 1930’s [Sko34]. Consequently, the strongest results on model checking probability and time that encompass the expressiveness required for model checking knowledge and subjective probability state decidability in a way that requires exclusion of an infinite set of difficult instances for which decidability is unresolved. Specifically, [BRS06] shows that a (weak) monadic second order logic PMLO, containing probability assertions of forms such as \(\Pr(\phi(t_1, \ldots, t_n)) > c\), in which the \(t_i\) take values in the natural numbers, representing discrete time points, is decidable in finite state Markov chains, provided that the rational number \(c\) is not in a set \(H_\delta\) depending on \(\phi\) which can taken to be of arbitrarily small non-zero measure. This work leaves open the decidability of the model checking problem for the language in its full generality, in particular, for the values of \(c\) in \(H_\delta\).

Our contribution in this paper is to consider a number of generalizations of PMLO, motivated by model checking a logic of time and subjective probability. In particular, our generalizations arise very naturally when attempting to deal with the way that an agent conditions probability on its observations. We show that these generalizations definitively result in undecidable model checking problems. This clarifies the boundary between the decidable and undecidable cases of model checking logics of probability and time.

We begin in section 2 by recalling the definition of probabilistic interpreted systems [Hal03], which provides a very general semantic framework for logics of time, knowledge and probability. We work with an instantiation of this general framework in which systems are generated from finite state partially observed discrete-time Markov chains. We define two logics that take semantics in this framework. The first is an extension of the branching time temporal logic CTL* to include operators for knowledge and probability, including operators for the subjective probability of agents. The second is a more expressive monadic second order logic that also adds a capability to quantify over moments of time and finite sets of moments of time. In this logic, the agent knowledge and probability operators are indexed by a temporal variable. This logic generalizes the logic of [BRS06]. Our logics allow polynomial comparisons of probability terms, as well as comparisons of agent probability terms referring to multiple time points. We argue from a number of motivating applications that this level of expressiveness is useful in potential applications. We show in Section 3 that the monadic second order logic is as least as expressive as our probabilistic extension of CTL*. Indeed, some apparently mild extensions of PMLO suffice for the encoding: the epistemic and subjective probability operators can be eliminated using a universal modality, polynomial combinations of probability expressions, and a more liberal use of quantification than allowed in PMLO.

We then turn in Section 4 to an investigation of the model checking problem. Specifically, we show that model checking even very simple formulas about a single agent’s probability is undecidable when the agent has perfect recall. A consequence of this result is that an extension of PMLO that adds second order quantification into the scope of probability is undecidable.

This suggests a focus on weaker epistemic semantics instead, in particular, the clock semantics. From the point of view of PMLO, to express agent’s subjective probabilities with respect to the clock semantics requires polynomial combinations of simple global probability terms of the form “the probability that proposition \(p\) holds at time \(t\)”. We formulate a simple class of formulas involving such polynomial combinations, and show that this also has undecidable model checking.

These results show that even simple model checking questions about subjective probability are undecidable, and moreover help to explain some unexplained restrictions on PMLO in [BRS06]: these restrictions are in fact necessary in order to obtain a decidable logic. We conclude with a discussion of future work in Section 5. Related work most closely related to our results is discussed in the context of presenting and motivating the results.

2. PROBABILISTIC KNOWLEDGE

We describe in this section the semantic setting for the model checking problem we consider. We model a set of agents making partial observations of an environment that evolves with time. We first present the semantics of the modal logic we consider, following [Hal03], using the general notion of probabilistic interpreted system. Since these structures are not finite, in order to have a finite input for a model checking problem, we derive a probabilistic interpreted system from a partially observed discrete-time Markov chain. This is done in two ways, depending on the degree of recall of the agents. Taking the Markov chain to be finite, we obtain finitely presented model checking problems whose complexity we then study.

2.1 Probabilistic Interpreted Systems

Probabilistic interpreted systems are defined as follows. Let \(\text{Agt} = \{1, \ldots, n\}\) be a set of agents operating in an environment \(e\). At each moment of time, each agent is assumed to be in some local state, which records all the information that the agent can access at that time. The environment \(e\) records “everything else that is relevant”. Let \(S\) be the set of environment states and let \(L_i\) be the set of local states of agent \(i \in \text{Agt}\). A global state of a multi-agent system is an \((n + 1)\)-tuple \(s = (s_0, s_1, \ldots, s_n)\) such that \(s_e \in S\) and \(s_i \in L_i\) for all \(i \in \text{Agt}\). We write \(G = S \times L_1 \times \cdots \times L_n\) for the set of global states.

Time is represented discretely using the natural numbers \(\mathbb{N}\). A run is a function \(r : \mathbb{N} \to G\), specifying a global state at each moment of time. A pair \((r, m)\) consisting of a run \(r\) and time \(m \in \mathbb{N}\) is called a point. If \(r(m) = (s_0, s_1, \ldots, s_n)\) then we define \(r_e(m) = s_e\) and \(r_i(m) = s_i\) for \(i \in \text{Agt}\). If \(r\) is a run and \(m \in \mathbb{N}\) a time, we write \(r[0..m]\) for \(r(0) \ldots r(m)\) and \(r_e[0..m]\) for \(r_e(0) \ldots r_e(m)\). A system is a set \(R\) of runs. We call \(R \times \mathbb{N}\) the set of points of the system \(R\).

Agent knowledge is captured using a relation of indistinguishability. Two points \((r, m)\) and \((r', m')\) are said to be indistinguishable to agent \(i\), if the agent is in the same local state at these points. Formally, we define \(\sim_i\) to be the equivalence relation on \(R \times \mathbb{N}\) given by \((r, m) \sim_i (r', m')\), if \(r_i(m) = r'_i(m')\). Relative to a system \(R\), we define the set

\[\mathcal{K}_i(r, m) = \{ (r', m') \in R \times \mathbb{N} \mid (r', m') \sim_i (r, m) \}\]

to be the set of points that are, for agent \(i\), indistinguishable from the point \((r, m)\). Intuitively, \(\mathcal{K}_i(r, m)\) is the set of all points that the agent considers possible when it is in the actual situation \((r, m)\). A system is said to be synchronous if for all agents \(i\), we have that \((r', m') \in \mathcal{K}_i(r, m)\) implies that \(m = m'\). Intuitively, in a synchronous system, agents...
always know the time. Since it is more difficult to define probabilistic knowledge in systems that are not synchronous, we confine our attention to synchronous systems in what follows.

A probability space is a triple \( \text{Pr} = (W, \mathcal{F}, \mu) \) such that \( W \) is a (nonempty) set, called the carrier, \( \mathcal{F} \subseteq \mathcal{P}(W) \) is a \( \sigma \)-field of subsets of \( W \), called the measurable sets in \( \text{Pr} \), closed under complementation and countable union, and \( \mu : \mathcal{F} \to [0, 1] \) is a probability measure, such that \( \mu(W) = 1 \) and \( \mu \left( \bigcup_{n} V_n \right) = \sum_{n} \mu(V_n) \) for every countable sequence \( \{V_n\} \) of mutually disjoint measurable sets \( V_n \in \mathcal{F} \). As usual, we define the conditional probability \( \mu(U|V) = \mu(U \cap V)/\mu(V) \) when \( \mu(V) > 0 \).

Let \( \text{Prop} \) be a set of atomic propositions. A probabilistic interpreted system over \( \text{Prop} \) is a tuple \( I = (\mathcal{R}, \text{Pr}_1, \ldots, \text{Pr}_n, \pi) \) such that \( \mathcal{R} \) is a system, each \( \text{Pr}_i \) is a function mapping each point \( (r, m) \) of \( \mathcal{R} \) to a probability space \( \text{Pr}_i(r, m) \) in which the carrier is a subset of \( \mathcal{R} \times \mathbb{N} \), and \( \pi : \mathcal{R} \times \mathbb{N} \to \text{Prop} \) is an interpretation of some set \( \text{Prop} \) of atomic propositions. Intuitively, the probability space \( \text{Pr}_i(r, m) \) captures the way that the agent assigns probabilities at the point \( (r, m) \), and \( \pi(r, m) \) is the set of atomic propositions that are true at the point.

We will work with probabilistic interpreted systems derived from synchronous systems in which agents have a common prior on the set of runs. To define these, we use the following notation. For a system \( \mathcal{R} \), a set of runs \( \mathcal{S} \subseteq \mathcal{R} \) and a set of points \( U \subseteq \mathcal{R} \times \mathbb{N} \), define

\[ \mathcal{S}(U) = \{ (r, m) \in U \mid \exists m : (r, m) \in U \} \]

to be the set of runs in \( \mathcal{S} \) containing some point in the set \( U \). Conversely, for a set \( \mathcal{S} \) of runs and a set \( U \) of points, define

\[ U(\mathcal{S}) = \{ (r, m) \in U \mid r \in \mathcal{S} \} \]

to be the set of points in \( U \) that are on a run in \( \mathcal{S} \). Note that if there exists a constant \( k \in \mathbb{N} \) such that \( (r, m) \in U \) implies \( m = k \), then the relation \( r \leftrightarrow (r, k) \) defines a one-to-one correspondence between \( \mathcal{S}(U) \) and \( U(\mathcal{S}) \). In synchronous systems, which satisfy this condition, this gives a way to move between sets of points considered possible by an agent and corresponding sets of runs.

Suppose that \( \mathcal{R} \) is a synchronous system, let \( \text{Pr} = (\mathcal{R}, \mathcal{F}, \mu) \) be a probability space on the system \( \mathcal{R} \), and let \( \pi \) be an interpretation on \( \mathcal{R} \). Intuitively, the probability space \( \text{Pr} \) represents a prior distribution over the runs. We assume that for all points \( (r, m) \in \mathcal{R} \times \mathbb{N} \) and agents \( i \), we have that \( \mathcal{R}(\mathcal{K}_i(r, m)) \subseteq \mathcal{F} \) is a measurable set and \( \mu(\mathcal{R}(\mathcal{K}_i(r, m))) > 0 \). (This assumption can be understood as saying that, according to the prior, each possible local state \( r_i(m) \) of agent \( i \) at time \( m \) has non-zero probability of being the local state of agent \( i \) at time \( m \).) Under this condition, we define the probabilistic interpreted system \( I(\mathcal{R}, \text{Pr}, \pi) = (\mathcal{R}, \text{Pr}_1, \ldots, \text{Pr}_n, \pi) \) such that \( \text{Pr}_i \) associates with each point \( (r, m) \) the probability space \( \text{Pr}_i(r, m) = (\mathcal{K}_i(r, m), \mathcal{F}_{r,m,i}, \mu_{r,m,i}) \) defined by

\[ \mathcal{F}_{r,m,i} = \{ \mathcal{K}_i(r, m)(\mathcal{S}) \mid \mathcal{S} \in \mathcal{F} \} \]

and such that

\[ \mu_{r,m,i}(U) = \mu(\mathcal{R}(U) \cap \mathcal{K}_i(r, m)) \]

for all \( U \in \mathcal{F}_{r,m,i} \). Intuitively, because the set of runs \( \mathcal{R}(\mathcal{K}_i(r, m)) \) is measurable, we can obtain a probability space with carrier \( \mathcal{R}(\mathcal{K}_i(r, m)) \) by conditioning in \( \text{Pr} \). Because of the synchrony assumption there is, for each point \( (r, m) \), a one-to-one correspondence between points in \( \mathcal{K}_i(r, m) \) and runs in \( \mathcal{R}(\mathcal{K}_i(r, m)) \). The construction uses this correspondence to induce a probability space on \( \mathcal{K}_i(r, m) \) from the probability space on \( \mathcal{R}(\mathcal{K}_i(r, m)) \). We remark that under the additional assumption of perfect recall, it is also possible to understand each space \( \text{Pr}_i(r, m + 1) \) as obtained by conditioning on the space \( \text{Pr}_i(r, m) \). See [Hal03] for a detailed explanation of this point.

### 2.2 Probabilistic Temporal Epistemic Logic

To specify properties of probabilistic interpreted systems, a variety of logics can be formulated, drawing from the spectrum of temporal logics. Our main interest is in a reasoning about subjective probability and time, so we first consider a natural way to combine existing temporal and probabilistic logics. For purposes of comparison, it is also helpful to consider a rather richer monadic second order logic of probability and time, that is closely related to a logic for which some decidability results are known.

We may combine temporal and probabilistic logics to define a logic \( \text{CTL}^* \text{KP} \) that extends the temporal logic \( \text{CTL}^* \) by adding operators for knowledge and probability. Its syntax is given by the grammar

\[ \phi ::= p | \neg \phi | \phi \land \phi | \phi \lor \phi | \phi \land \phi | \phi \lor \phi | K_i \phi | f(P, \ldots, P) \wedge \in c \]

where \( p \in \text{Prop} \), \( c \) is a rational constant, \( \wedge \) is a relation symbol in the set \( \{\leq, <, =, >, \geq\} \), and \( f(x_1, \ldots, x_k) \) is multivariate polynomial in \( k \) variables \( x_1, \ldots, x_k \) with rational coefficients. Instances of \( P \) are called basic probability expression. The instances generated from \( f(P, \ldots, P) \) are called probability expressions, and expressions of the form \( f(P_1, \ldots, P_k) \), obtained by substituting a basic probability expression \( P_i \) for each variable \( x_i \) in \( f(x_1, \ldots, x_k) \). For example,

\[ 4\text{Pr}_1(p)^5 \cdot \text{Pr}_2(q)^3 + \frac{7}{15} \text{Pr}_1(p) \]

is an instance of \( f(P, \ldots, P) \) obtained from \( f(x, y) = 4x^3y^3 + \frac{7}{15} x \) by substituting \( \text{Pr}_1(p) \) for \( x \) and \( \text{Pr}_2(q) \) for \( y \).

Intuitively, formula \( K_i \phi \) expresses that agent \( i \) knows \( \phi \). The formula \( A \phi \) expresses that \( \phi \) holds at the next moment of time. The formula \( \phi \Upsilon \phi_2 \) says that \( \phi_2 \) eventually holds, and \( \phi_1 \) holds until that time. The expression \( Pr_i(\phi) \) represents agent \( i \)'s current probability of \( \phi \), \( \text{Prior}_i(\phi) \) represents agent \( i \)'s prior probability of \( \phi \), i.e., the agent’s probability of \( \phi \) at time 0. The formula \( f(P_1, \ldots, P_k) \wedge c \) expresses that this polynomial combination of current and prior probabilities stands in the relation \( \wedge \) to \( c \). We use standard abbreviations from temporal logic, in particular, we write \( F \phi \) for \( true U \phi \).

A restricted fragment of the language that may be of interest is the branching time fragment in which the temporal operators are restricted to those of the temporal logic \( \text{CTL} \). That is, \( X \) and \( U \) are permitted to occur only in combination with the operator \( A \), in one of the forms \( AX \phi, EX \phi, A\phi \Upsilon \phi_2, E\phi \Upsilon \phi_2 \), where we write \( E \phi \) as an abbreviation for \( \neg A \neg \phi \). We call this fragment of the language \( \text{CTLPK} \). The motivation for considering this fragment is that the complexity of model checking is in polynomial time for the temporal
logic CTL, whereas it is polynomial-space complete for the richer temporal logic CTL∗ [CES86]. The logic CTLPK is therefore, prima facie, a candidate for lower complexity once knowledge and probability operators are added to the logic.

The semantics of the language CTL∗KP in a probabilistic interpreted system \(Z = \langle K, R, \Pr, \pi \rangle\) is given by interpreting formulas \(\phi\) at points \((r, m)\) of \(I\), using a satisfaction relation \(I, (r, m) \models \phi\). The definition is mutually recursive with a function \(\mu_{r,m,i}\) that assigns a value \(P_{I, (r, m)}\) to each probability expression \(P\) at each point \((r, m)\). This requires computing the measure of certain sets. For the moment, we assume that all sets arising in the definition are measurable.

We show later that this assumption holds in the cases of interest in this paper.

We first interpret the probability expressions at points \((r, m)\) of the system \(I\), by

\[
\Pr(\phi)_{I, (r, m)} = \mu_{r, m, 1}(\{(r', m') \in K_{r,m} | I, (r', m') \models \phi\})
\]

\[
\text{Prior}(\phi)_{I, (r, m)} = \mu_{r, 0, 0}(\{(r', 0) \in K_{r,m} | I, (r', 0) \models \phi\})
\]

\[
f([P_1, \ldots, P_k])_{I, (r, m)} = f([P_1]_{I, (r, m)}, \ldots, [P_k]_{I, (r, m)})
\]

The satisfaction relation is then defined recursively, as follows:

1. \(I, (r, m) \models \phi\) if \(p \in \pi(r, m)\)

2. \(I, (r, m) \models \neg \phi\) if not \(I, (r, m) \models \phi\)

3. \(I, (r, m) \models \phi_1 \land \phi_2\) if \(I, (r, m) \models \phi_1\) and \(I, (r, m) \models \phi_2\)

4. \(I, (r, m) \models \phi_0\) if \(I, (r', m') \models \phi\) for all runs \(r'\) with \(r'[0] = r, \ldots, r'[m] = r[m]\).

5. \(I, (r, m) \models X\phi\) if \(I, (r, m + 1) \models \phi\)

6. \(I, (r, m) \models \phi_0 U \phi_2\) holds if there exists \(k \geq m\) such that \(I, (r, k) \models \phi_2\), and \(I, (r, l) \models \phi_1\) for all \(l \leq k\).

7. \(I, (r, m) \models \phi_0 \text{ next } \phi_2\) if \(I, (r', m') \models \phi\) for all \((r', m') \in K_{r,m}\).

8. \(I, (r, m) \models f(P_1, ..., P_k) \text{ if } [f(P_1, ..., P_k)]_{I, (r, m)} \cong c\).

### 2.3 Probabilistic Monadic Second Order Logic

Temporal modal logics refer to time in a somewhat implicit way. An alternative approach is to work in a setting with more explicit references to time, by using variables denoting time points. Kamp’s theorem [Kam68] establishes an equivalence in the first order case, but by adding second order variables and quantification, one can obtain richer logics, that frequently remain decidable in the monadic case. In this section, we develop a logic in this style for time and subjective probability.

We define the logic WMLOKP as follows. We use two types of variables: time variables \(t\) and set variables \(X\). Time variables take values in \(\mathbb{N}\) and set variables take finite subsets of \(\mathbb{N}\) as values. Probability terms \(P\) have the form \(\Pr(\phi)\) or the form \(\Pr_i(\phi)\) where \(i \in \text{Agt}\) is an agent, \(t\) is a time variable, \(\phi\) is a formula. Formulas \(\phi\) are defined by the following grammar:

\[
\phi ::= p(t) \mid X(t) \mid t_1 < t_2 \mid f(P, \ldots, P) \cong c \mid \neg \phi \mid \phi \land \phi \mid K_{i,t}(\phi) \mid \forall t(\phi) \mid \forall X(\phi)
\]

where \(t, t_1, t_2\) are time variables, \(p\) is an atomic proposition, \(X\) is a set variable, \(i\) is an agent, \(c \in \mathbb{Q}\) is a rational constant, \(f\) is a rational polynomial (see the discussion above for CTL∗KP), and \(\cong\) is a relation symbol from the set \(\{<, \leq, >, \geq\}\).

Intuitively, in this logic formulas are interpreted relative to a run. Instead of indexing by a single moment of time, as in the logic above, we relativize the satisfaction relation to an assignment of values to the temporal and set variables. Atomic formula \(p(t)\) says that proposition \(p\) holds at time \(t\). Similarly, a (finite) set \(X\) of times can be interpreted as a proposition, and we can understand \(X(t)\) as stating that the value of \(t\) is in \(X\). (We remark that there is a fundamental difference between the types of propositions denoted by atomic propositions \(p\) and set variables \(X\): whereas the atomic propositions may depend on structural aspects of the run, such as the global state at time \(t\), the set variables may refer only to the run.) The atomic formula \(t_1 < t_2\) has the obvious interpretation that time \(t_1\) is less than time \(t_2\). The constructs \(\forall t(\phi)\) and \(\forall X(\phi)\) correspond to universal quantification over times and finite sets of times respectively. They say that \(\phi\) holds on the current run for all values of the variable. (Taking finite sets amounts to the weak interpretation of second order quantification. One could also consider a strong semantics allowing infinite sets of times. We have opted here for the weak interpretation to more easily relate our results to the existing literature.)

The probability term \(\Pr_i(\phi)\) refers to the probability of \(\phi\) in the probability space on runs. The meaning of probability term \(\Pr_i(\phi)\) is agent \(i\)'s probability at time \(t\) that the run satisfies \(\phi\). Similarly, \(K_{i,t}(\phi)\) says that agent \(i\) knows at time \(t\) that the run satisfies \(\phi\). Note that, whereas in CTL∗KP, the formula \(K_{i,t}(\phi)\) always expresses that agent \(i\) knows that \(\phi\) holds at the “current time”, in WMLOKP, formulas such as

\[
\exists u(u < t \land K_{i,u}(p(u)))
\]

talk about the agent’s knowledge, at some time \(t\), about what was true at some earlier time \(u\). A similar point applies to probability expressions.

When dealing with formulas with free time and set variables, we need the extra notion of an assignment for the time and set variables. This is a function \(\tau\) such that for each free time variable \(t\) we have \(\tau(t) \in \mathbb{N}\), and for each free set variable \(X\) we have that \(\tau(X)\) is a finite subset of \(\mathbb{N}\). Given such an assignment, we give the semantics of probability terms and formulas by a mutual recursion. We give the semantics of formulas \(\phi\) by means of a relation \(I, \tau, r \models \phi\) defined as follows:

1. \(I, \tau, r \models p(t)\) if \(p \in \pi(r, \tau(t))\), when \(p\) is an atomic proposition

2. \(I, \tau, r \models X(t)\) iff \(\tau(t) \in \tau(X)\), if \(X\) is a set variable

3. \(I, \tau, r \models \neg \phi\) iff \(I, \tau, r \not\models \phi\)

4. \(I, \tau, r \models \phi_1 \land \phi_2\) iff \(I, \tau, r \models \phi_1\) and \(I, \tau, r \models \phi_2\)

5. \(I, \tau, r \models K_{i,\tau}(\phi)\) iff \(I, \tau, r \models \phi\) for all \((r', m') \in K_{r,m}\).

6. \(I, \tau, r \models f(P_1, ..., P_k) \cong c\) if \([f(P_1, ..., P_k)]_{I, \tau, r} \cong c\)

7. \(I, \tau, r \models \forall t(\phi)\) iff \(I, \tau[t \mapsto n] \models \phi\) for all \(n \in \mathbb{N}\),

8. \(I, \tau, r \models \forall X(\phi)\) iff \(I, \tau[X \mapsto U] \models \phi\) for all finite \(U \subseteq \mathbb{N}\).
In item (6), the definition is mutually recursive with the semantics of probability terms, which are interpreted as real numbers, relative to a temporal assignment. We define

$$[\Pr(\phi)]_{\tau,r,s} = \mu(\{r' \mid I, \tau, r' \models \phi\})$$

and

$$[\Pr_{1,t}(\phi)]_{\tau,r,s} = \frac{\mu(\{r' \mid I, \tau, (\tau(t)) \models (r', \tau(t))\})}{\mu(\{r' \mid I, \tau, (\tau(t)) \models \phi\})}$$

As above, we assume measurability of the sets required, and later justify that this holds in the particular setting of interest in this paper.

A particular class of formulas of \textit{WMLOK} will be of interest below. Define a \textit{mixed-time polynomial atomic probability formula} to be a formula of the form

$$\forall t_1 \ldots t_n(f(\Pr(\phi_1), \ldots, \Pr(\phi_n)) = 0)$$

where \(f(x_1, \ldots, x_m)\) is a rational polynomial and each \(\phi_i\) is an atomic formula of the form \(p(t_j)\) for some temporal proposition \(p\) and \(j \in \{1 \ldots n\}\). We motivate the usefulness of such temporal mixing of probability expressions in Section 2.5.

The logic \textit{WMLOK} generalizes several logics from the literature. If we restrict the language by excluding the probability comparison atoms \(f(P_1, \ldots, P_k) \bowtie c\) and knowledge formulas \(K_{i,t}(\phi)\), we have the \textit{Weak Monadic Logic of Order}, which is equivalent to WSIS [Buc60]. We obtain the \textit{Probabilistic Monadic Logic of Order} considered in [BRS06], which we denote here by PMLO, if we

- exclude the knowledge operators \(K_{i,t}\),
- exclude agent’s probability terms \(\Pr_{i,t}(\phi)\), and
- limit the global probability comparisons to be of the form \(\Pr(\phi(t_1, \ldots, t_k)) \bowtie c\), containing just a single probability term \(\Pr(\phi(t_1, \ldots, t_k))\), with the further constraint that the only free variables of \(\phi\) should be temporal variables \(t_1, \ldots, t_k\).

In particular, second-order quantification into probability expressions, e.g., \(\forall X[\Pr(X(t))] > c\) is not permitted in PMLO, but second order quantification that does not cross a probability operator, such as \(\Pr(\forall X[X(t)]) > c\), is allowed. We note that PMLO does allow first order quantifications into the scope of probability, such as \(\forall t[\Pr(p(t))] > c\).

In the sequel, we refer to quantification into the scope of a knowledge formula or probability expression as \textit{quantifying-in}.

### 2.4 Partially Observed Markov Chains

Although they provide a coherent semantic framework, probabilistic interpretive systems are infinite structures, and therefore not suitable as input for a model checking algorithm. We therefore work with a type of finite model called an \textit{interpreted partially observed discrete-time Markov chain}, or PO-DTMC for short. A finite PO-DTMC for \(n\) agents is a tuple \(M = (S, P_I, PT, O_1, \ldots, O_n, \pi)\), where \(S\) is a finite set of states, \(P_I : S \rightarrow \{0, 1\}\) is a function such that \(\sum_{s \in S} P_I(s) = 1\), and \(PT : S \times S \rightarrow [0, 1]\) is a function such that \(\sum_{s' \in S} PT(s,s') = 1\) for all \(s \in S\), and for each agent \(i \in \text{Agt}\), we have a function \(O_i : S \rightarrow \mathcal{O}\) for some set \(\mathcal{O}\). Finally, \(\pi : S \rightarrow \mathcal{P}(	ext{Prop})\) is an interpretation of the atomic propositions \(\text{Prop}\) at the states.

Intuitively, \(P_I(s)\) is the probability that an execution of the system starts at state \(s\), and \(PT(s,t)\) is the probability that the state of the system at the next moment of time will be \(t\), given that it is currently \(s\). The value \(O_i(s)\) is the observation that agent \(i\) makes when the system is in state \(s\). (Below, in the context of interpreted systems, we treat the set of states \(S\) as the states of the environment rather than as the set of global states. Agents’ local states will be derived from the observations.)

Note that the first three components \((S, P_I, PT)\) of a PO-DTMC form a standard discrete-time Markov chain. This gives rise to a probability space on runs in the usual way. A path in \(M\) is a finite or infinite sequence \(\rho = s_0s_1\ldots\) such that \(P_I(s_0) \neq 0\) and \(PT(s_k,s_{k+1}) > 0\) for all \(k\) with \(0 \leq k < |\rho| - 1\). We write \(P_\infty(M)\) for the set of all infinite paths of \(M\). Any finite path \(\rho = s_0s_1\ldots s_m\) defines a set

$$P_\infty(M) \uparrow \rho = \{\omega \in P_\infty(M) \mid \omega[0\ldots m] = \rho\}$$

That is, \(P_\infty(M) \uparrow \rho\) consists of all infinite paths which have \(\rho\) as a prefix.

We now define a probability space \(\Pr(M) = (P_\infty(M), \mathcal{F}, \mu)\) over the set \(P_\infty(M)\) of all infinite paths of \(M\). The \(\sigma\)-algebra \(\mathcal{F}\) is defined to be the smallest \(\sigma\)-algebra over \(P_\infty(M)\) that contains as basic sets all the sets \(P_\infty(M) \uparrow \rho\) for \(\rho = s_0s_1\ldots s_m\) a finite path of \(M\). For these basic sets, the function \(\mu\) is defined by

$$\mu(P_\infty(M) \uparrow \rho) = P_I(s_0) \cdot PT(s_0, s_1) \cdot \ldots \cdot PT(s_{m-1}, s_m)$$

The fact that \(\mu\) can be extended to a measure on \(\mathcal{F}\) is a non-trivial result of Kolmogorov for more general stochastic processes [KSK76].

We may construct several different probabilistic interpreted systems from each PO-DTMC, depending on what agents remember of their observations. We consider two, one that assumes that agents have perfect recall of all their observations, denoted \(\text{spr}\), and the other, denoted \(\text{clk}\), which assumes that agents are aware of the current time and their current observation. Recall that runs in an interpreted system map time to global states, consisting of a state of the environment and a local state for each agent. We interpret the states of the PO-DTMC \(M\) as states of the environment. To obtain a run, we also need to specify a local state for each agent at each moment of time. We use the freshness of the observations to construct the local states.

In the case of the \textit{synchronous perfect recall semantics}, given a path \(\rho \in P_\infty(M)\), we obtain a run \(p^{\text{spr}}\) by defining the components at each time \(m\) as follows. The environment state at time \(m\) is \(p^{\text{spr}}(m) = \rho(m)\), and the local state of agent \(i\) at time \(m\) is \(p^{\text{spr}}(i,m) = O_i(\rho(m))\). Intuitively, this local state assignment represents that the agent remembers all its past observations. We write \(R^{\text{spr}}(M)\) for the set of runs of the form \(p^{\text{spr}}\) for \(\rho \in P_\infty(M)\). Note that this system is synchronous: if \(r = r^{\text{spr}}\) and \(r' = r^{\text{spr}}\) then for each agent \(i\) and time \(m \in \mathbb{N}\), if \(r_i(m) = r'(m)\), then \(O_i(r_0) \ldots O_i(r(m)) = O_i(r_0) \ldots O_i(r(m'))\), which implies \(m = m'\).

For the \textit{clock semantics}, we construct a run a \(p^{\text{clk}}\) in which the environment state at time \(m\) is \(p^{\text{clk}}(m) = \rho(m)\), and for agent \(i\) we define the local state at time \(m\) by \(p^{\text{clk}}(i,m) = (m, O_i(\rho(m)))\). Intuitively, this says that the agent is aware of the clock value and its current observation. We write \(R^{\text{clk}}(M)\) for the set of runs of the form \(p^{\text{clk}}\) for \(\rho \in P_\infty(M)\) an infinite path of \(M\). This system
is also synchronous: if \( r = \rho \text{clk} \) and \( r' = \omega \text{clk} \) then for each agent \( i \) and time \( m \in \mathbb{N} \), if \( r_i(m) = r'_i(m') \), then \( (m, O_i(r(m))) = (m', O_i(r'(m'))) \), hence \( m = m' \). In both cases of \( x \in \{ \text{spr}, \text{clk} \} \), if \( T \) is a subset of \( P_\infty(M) \), we write \( T^r \) for \( \{ r^r \mid \rho \in T \} \).

In both cases of \( x \in \{ \text{spr}, \text{clk} \} \), we have a one-to-one correspondence between the infinite paths \( P_\infty(M) \) and the runs \( R^r(M) \). We therefore can induce probability spaces \( \text{Pr}^r(M) \) on \( R^r(M) \) from the probability space \( \text{Pr}(M) \) on \( P_\infty(M) \).

As described above, the probability space \( \text{Pr}^r(M) \) on runs moreover induces a probability space \( \text{Pr}^r_x(r, m) \) on the set of points considered possible by each agent \( i \) at each point \( (r, m) \). The PO-DTMC \( M \) gives us an interpretation \( \pi \) on its states, and we may derive from this an interpretation \( \pi^r \) on the points \( (r, m) \) of \( R^r(M) \) and \( R^r_x(M) \) by defining \( \pi^r(r, m) = \pi(r_i(m)) \). Using the general construction defined above, we then obtain the probabilistic interpreted systems \( T^x(M) = \mathcal{I}(R^r(M), \text{Pr}^r_x(M), \pi^r) \) for \( x \in \{ \text{spr}, \text{clk} \} \).

It is necessary to establish the measurability of the sets corresponding to formulas for the semantic definitions of the logics above to be complete. This is established in the following result.

**Lemma 1.** Let \( M \) be a finite PO-DTMC and \( x \in \{ \text{spr}, \text{clk} \} \).

For every set \( S \subseteq \mathcal{R}(M) \) of runs of \( M \) such that the semantic definitions above of \( \text{CTL} \, \text{KP} \) and \( \text{WMLOKP} \) in \( T^x(M) \) refer to \( \mu(S) \), the set \( S \) is measurable in \( \text{Pr}(M) \).

### 2.5 Discussion

We have defined our logics to be quite expressive in the type of atomic probability assertions we have allowed, which involve polynomials of probability expressions. In \( \text{WMLOKP} \), these expressions may explicitly refer to different time points. Some existing logics of probability in the literature use a type of atomic probability assertions we have allowed, which refer to both the current time and to time \( 0 \). The logic \( \text{WMLOKP} \) takes such temporal mixing further by allowing reference to time points explicitly named using time variables.

Such temporal mixing is natural, since there are potential applications that require this expressiveness. For example, in computer security, one often wants to say that the adversary \( A \) does not learn anything about a secret from watching an exchange between two parties. However, it is often the case that the adversary knows some prior distribution over the secrets. (For example, the secret may be a password, and choice of passwords by users are very non-uniform, with some passwords like ‘123456’ having a very high probability.)

This means that the simple assertion that the adversary does not know the secret, or that the adversary has a uniform distribution over the secret, does not capture the appropriate notion of security. Instead, as recognised already by Shannon in his work on secrecy [Sha49], we need to assert that the adversary’s distribution over the secret has not changed as a result of its observations. This requires talking about the adversary’s probability at two time points. For example, [HLM11] capture an anonymity property by means of formulas using terms \( \text{Prior}_A(\phi) = \text{Pr}_A(\phi) \).

**Mixed-time polynomials:** Additionally, the logic of probability applied to formulas referring to different times leads naturally to polynomial combinations of probability terms, each referring to a different moment of time. For example, although \( \text{PMLO} \) allows only formulas of the form \( \text{Pr}(\phi(t_1, \ldots, t_n)) \propto c \), where the \( t_i \) are time variables, the decision algorithm of [BR06] uses the fact that, when \( t_1 < t_2 < \ldots < t_n \), the formula \( \phi(t_1, \ldots, t_n) \) is equivalent to a formula of the form \( \phi_1(t_1) \wedge \phi_2(t_2 - t_1) \wedge \ldots \wedge \phi_n(t_n - t_{n-1}) \wedge \phi_{n+1}(t_n) \), where the \( \phi_i(t) \) are independent past-time formulas for \( i = 1 \ldots n \) and \( \phi_{n+1}(t) \) is a future time formula. (This statement is closely related to Kamp’s theorem [Kam68].)

This enables \( \text{Pr}(\phi(t_1, \ldots, t_n)) \) to be expressed as a sum of products of terms of the form \( \text{Pr}(\phi(u)) \) where \( \phi(u) \) has just a single free time variable \( u \). Thus, although mixed-time probability formulas are not directly expressible in the logic of [BR06], specific ones are implicitly expressible, and the extension is a mild one. It is worth remarking, however, that the coefficients of the polynomial expansion of \( \text{Pr}(\phi(t_1, \ldots, t_n)) \) are all positive, so we do not quite have arbitrary polynomials here. We return to this point below.

### 3. RELATING THE LOGICS

The logic \( \text{WMLOKP} \) is very expressive, so it is not sur-
prising that it can capture all of \( \text{CTL}^*\text{KP} \). The following result makes this precise.

For the results below, it is convenient to add to the system a special agent \( \perp \) that is blind, and an agent \( \top \) that has complete information about the state. In the context of PO-DTMC’s these agents are obtained by taking the observation functions to satisfy \( O_\perp(s) = O_\perp(t) \) and \( O_\top(s) = s \) for all states \( s, t \). We write \( \mathcal{O} \phi \) for \( K_{\perp, \top} \phi \) where \( t \) is any time variable. This gives a universal modality: \( \mathcal{O} \phi \) says that \( \phi \) holds on all runs.

**Proposition 2.** Let \( M \) be a PO-DTMC with agent \( \top \) and let \( x \in \{ \text{spr}, \text{clk} \} \). For every formula \( \phi \) of \( \text{CTL}^*\text{KP} \), there exists a formula \( \phi^* (t) \) of \( \text{WMLOKP} \) with \( t \) the only free variable, such that \( \text{T}^\tau (M), (r, n) \models \phi \) iff \( \text{T}^\tau (M), [t \mapsto n], r \models \phi^* (t) \) for all runs \( r \).

**Proof.** The translation is defined by the following recursion:

\[
p^*(t) = p(t), \quad (\neg \phi)^*(t) = \neg \phi^*(t), \quad (\phi_1 \land \phi_2)^*(t) = \phi_1^*(t) \land \phi_2^*(t), \quad (X \phi)^*(t) = \exists u \geq t (\phi(u) \land \forall v (t \leq v < u \Rightarrow \phi_1^*(v))), \quad (K_i \phi)^*(t) = K_{i, \top} (\phi^*(t)), \quad (\phi U \phi_2)^*(t) = \exists u \geq t (\phi_2(u) \land \forall v (t \leq v < u \Rightarrow \phi_1^*(v)))
\]

\[
(\text{Prior}_i (\phi))^*(t) = \text{Prior}_i(t) \phi(t), \quad (\text{Prior}_i (\phi))^*(t) = \text{Prior}_i(t) \phi(t) \quad (f(P_1, \ldots, P_k) \land c)^*(t) = f (P_1^*(t), \ldots, P_k^*(t)) \land c
\]

Note that \( u = t + 1 \) is definable as \( (u > t \land \forall v (t < u \Rightarrow v < t)) \), and \( u = 0 \) is definable as \( \neg 3 \exists (u = t + 1) \). We can use \( (\Delta \phi)^*(t) = K_{\top, \top} (\phi^*(t)) \) to translate \( \Delta \phi \) in the perfect recall case. In case of the clock semantics, this translation loses the information about the initial state, which is required for correctness of the translation of \( \text{Prior}_i(\phi) \). In this case, we introduce without loss of generality new propositions \( p_s \) for each state \( s \), such that \( p_s \in \pi_e(t) \) iff \( s = t \), and take

\[
(\text{A} \phi)^*(t) = \bigwedge_{s \in S} (p_s(0) \Rightarrow K_{\top, \top}(p_s(0) \Rightarrow \phi^*(t)))
\]

With respect to the specific systems we derive from PO-DTMC’s with respect to the clock and perfect recall semantic, we are able to make some further statements that simplify the logic \( \text{WMLOKP} \) by eliminating some of the operators. These results are useful for the undecidability results that follow.

For the following results, we note that, without loss of generality, we may assume that a finite PO-DTMC comes equipped with atomic propositions that encode the observations made by the agents. Specifically, when agent \( i \) has possible observations \( o_{i,1}, \ldots, o_{i,k_i} \), we assume that there are atomic propositions \( \text{obs}_{i,j} \) for \( i \in \text{Agt} \) and \( j = 1 \ldots k_i \) such that for all states \( s \), \( \text{obs}_{i,j} \in \pi(s) \) iff \( O_s(s) = o_{i,j} \). Thus, \( \text{obs}_{i,j}(t) \) holds in a run just when agent \( i \) makes observation \( o_{i,j} \) at time \( t \).

**Proposition 3.** With respect to \( \text{T}^{\text{clk}}(M) \) for a finite PO-DTMC \( M \), the operators \( K_{i, \top} \) and \( \text{Pr}_{i, \top} \) can be eliminated using the universal operator \( \Box \) and polynomial comparisons of universal probability terms \( \text{Pr}(\psi) \), respectively. For simple probability formulas \( \text{Pr}_{i, \top}(\phi) \land c \), only linear probability comparisons are required.

**Proof.** The formula

\[
\bigwedge_{j=i \ldots k_i} (\text{obs}_{i,j}(t) \Rightarrow \Box (\text{obs}_{i,j}(t) \Rightarrow \phi))
\]

is easily seen to be equivalent to \( K_{i, \top}(\phi) \) in \( \text{T}^{\text{ clk}}(M) \). Similarly, \( \text{Pr}_{i, \top}(\phi) \land c \) can be expressed as

\[
\bigwedge_{j=i \ldots k_i} (\text{obs}_{i,j}(t) \Rightarrow \text{Pr}(\text{obs}_{i,j}(t) \land \phi) \land c \cdot \text{Pr}(\text{obs}_{i,j}(t)) \land c)
\]

A similar transformation applies for more general agent probability comparisons, but we note that linear comparisons may transform to polynomial comparisons: similarly to the discussion of conditional probability in Section 2.5.

**Proposition 4.** With respect to \( \text{T}^{\text{pp}}(M) \) for a finite PO-DTMC \( M \), the probability formulas \( \text{Pr}_{i, \top}(\phi) \land c \) can be reduced to linear comparisons using only terms \( \text{Pr}(\psi) \), provided second-order quantifying-in is permitted. Knowledge terms \( K_{i, \top} \) can be reduced to the universal modality \( \Box \), provided second-order quantifying-in is permitted for this modality.

**Proof.** Define \( \kappa_i(X_1, \ldots, X_{k_i}, t) \) to be the formula

\[
\forall t' \leq t \left( \bigwedge_{j=i \ldots k_i} (X_i(t') \Rightarrow \text{obs}_{i,j}(t')) \right)
\]

Intuitively, this says that, up to time \( t \), the second order variables \( X_1, \ldots, X_{k_i} \) encode the pattern of occurrence of observations of agent \( i \) up to time \( t \). The formula

\[
\forall X_1, \ldots, X_{k_i} (\kappa_i(X_1, \ldots, X_{k_i}, t) \Rightarrow \Box (\kappa_i(X_1, \ldots, X_{k_i}, t) \Rightarrow \phi))
\]

is easily seen to be equivalent to \( K_{i, \top}(\phi) \) in \( \text{T}^{\text{ clk}}(M) \). Similarly, \( \text{Pr}_{i, \top}(\phi) \land c \) can be expressed as

\[
\text{Pr}(\kappa_i(X_1, \ldots, X_{k_i}, t) \land \phi) \land c \cdot \text{Pr}(\kappa_i(X_1, \ldots, X_{k_i}, t)))
\]

One might wonder whether the knowledge operators can be eliminated entirely using probability, treating \( K_{i, \top} \phi \) as \( \text{Pr}_{i, \top}(\phi) = 1 \). This is indeed the case for formulas \( \phi \) in \( \text{CTLPK} \). The essential reason is that because formulas of \( \text{CTLPK} \) depend at a point \((r, m)\) only on the run prefix \( r[0 \ldots m] \), so the possibility that \( \phi \) holds on a non-empty set of measure zero does not occur.

**Proposition 5.** For all \( \text{CTLPK} \) formulas \( \phi \) and PO-DTMC’s \( M \) and \( x \in \{ \text{clk}, \text{spr} \} \) we have \( \text{T}(M) \models K_{i, \top} \phi \equiv \text{Pr}_{i, \top}(\phi) = 1 \).

However, this is not the case for formulas \( K_i \phi \) where \( \phi \) is an LTL formula. Consider the following Markov Chain. Here we have, at the initial state \( s \), that \( \neg K_i (F \neg q) \), becausethe agent considers it possible that always \( q \) (this holds for all choices of observation functions). However, we have \( \text{Pr}(F \neg q) = 1 \), since the only run where \( \neg q \) does not eventually hold is the run that always remains at \( s \). This run has probability zero.
4. UNDECIDABILITY RESULTS

We can now state the main results of the paper concerning the problem of model checking formulas of (fragments of) the logics $\text{CTL}^\ast\text{KP}$ and $\text{WLMOKP}$ in a PO-DTMC $M$, with respect to an epistemic semantics $x \in \{\text{spr}, \text{clk}\}$. Using the results of Section 3, we also obtain conclusions about extensions of $\text{PMLO}$ that do not refer to agent probability and knowledge.

For a formula $\phi$ of $\text{CTL}^\ast\text{KP}$, we write $M \models^x \phi$, if $T^x(M), (r, 0) \models \phi$ for all runs $r \in R^x(M)$. In the case of $\text{WLMOKP}$, we consider sentences, i.e., formulas without free variables, and write $M \models^x \phi$, if $T^x(M), \tau, r \models \phi$ for all runs $r \in R^x(M)$ and the empty assignment $\tau$. The model checking problem is to determine, given a PO-DTMC $M$, a formula $\phi$, and semantics $x \in \{\text{clk}, \text{spr}\}$, whether $M \models^x \phi$.

4.1 Background

For comparison with results below, it is worth stating a result from [BRS06] concerning decidability of the fragment $\text{PMLO}$ of $\text{WLMOKP}$ that omits knowledge operators $K_{i,t}$ and agent probability terms $Pr_{i,t}(\phi)$, restricts probability comparisons to the form $Pr(\phi) \gg c$, and prohibits second order quantification to cross into probability terms. Since the structure of agent’s local states is irrelevant in this case, we write simply $I(M)$ for the probabilistic interpreted system corresponding to a PO-DTMC $M$. To state the result, we define the parameterized variant of a formula $\phi$ of $\text{PMLO}$ to be the formula $\phi_{x_1,\ldots,x_k}$, in which each subformula of the form $Pr(\psi) \gg c$ is replaced by a formula $Pr(\psi) \gg x_i$, with $x_i$ a fresh variable. We call the resulting formulas the parameterized formulas of $\text{PMLO}$. For some $\alpha \in \mathbb{Q}^k$, we can then recover the original formula $\phi$ as the instance $\phi_{\alpha}$ obtained from the parameterized variant $\phi_{x_1,\ldots,x_k}$ of $\phi$ by substituting $\alpha_i$ for $x_i$ for each $i = 1\ldots k$.

**Theorem 6 ([BRS06]).** For each parameterized sentence $\phi_{x_1,\ldots,x_k}$ of $\text{PMLO}$, one can compute for all $\epsilon > 0$ a representation of a set $H_\phi \subset \mathbb{R}^k$ of measure at most $\epsilon$, such that the problem of determining if $I(M) \models \phi_{\alpha}$ is decidable for $\alpha \in \mathbb{Q} \setminus H_\phi$.

Intuitively, the complement of $H_\phi$ contains the points that are bounded away from limit points of the Markov chain, and comparisons can be decided using convergence properties.

The reason for excluding the set $H_\phi$ is that the limit point cases seem to require a resolution of problems related to the Skolem problem concerning zeros of linear recurrences [Sko34]. A sequence of real numbers $\{u_n\}$ is called a linear recurrence sequence (LRS) of order $k$ if there exist $a_1,\ldots,a_k$ with $a_k \neq 0$ such that for all $m \geq 1$,

$$u_{k+m} = a_1 u_{k+m-1} + a_2 u_{k+m-2} + \cdots + a_k u_m.$$

We consider the following decision problems associated with an LRS $\{u_n\}$.

1. **Skolem problem.** Does there exist $n$ such that $u_n = 0$?
2. **Positivity problem.** Is it the case that for all $n$, $u_n \geq 0$?
3. **Ultimate positivity problem.** Does a positive integer $N$ exist such that for all $n \geq N$, $u_n \geq 0$?

We will deal with sequences with rational entries. By clearing denominators the rational version of the above problems can be shown to be polynomially equivalent to similar problems stated using sequences with integer entries. There has been a significant amount of work on these problems [ESPW03], but they have stood unresolved since the 1930’s. To date, only low order versions of these problems have been shown to be decidable [HHHK05, OW14, TMS84].

The above problems have an equivalent matrix formulation. A proof of the following can be found in [HHHK05].

**Lemma 7.** For a sequence $u_0, u_1,\ldots$, the following are equivalent.
1. $\{u_n\}$ is a rational LRS.
2. For $n \geq 1$, $u_n = (A^n)_{1k}$ for a square matrix $A$ with rational entries.
3. For $n \geq 1$, $u_n = \mathbf{v}^T A^n \mathbf{w}$ where $A$ is a square matrix, and $\mathbf{v}$ and $\mathbf{w}$ are vectors with entries from $\{0, 1\}$.

In the usual formulation of the Skolem, positivity and ultimate positivity problems, the associated matrices $A$ may contain negative numbers, and numbers not in $[0,1]$, so are not stochastic matrices. However, [AAOW15] show that these problems can be reduced to a decision problem stated with respect to stochastic matrices:

**Lemma 8.** Given an integer $k \times k$ matrix $A$, one can compute a $k' \times k'$ stochastic matrix $B$, a length $k'$ stochastic vector $\mathbf{v}$, a length $k'$ vector $\mathbf{w} = (0,\ldots,0,1)$ and a constant $c$ such that $((A^n)^{1k} = 0 ((A^n)^{i,k} > 0)$ iff $\mathbf{v}^T B^n \mathbf{w} = c$ (respectively, $\mathbf{v}^T B^n \mathbf{w} > c$).

As noted in [AAOW15], it follows that the logic $\text{PMLO}$ is able to express the Skolem and positivity problems, using model checking questions of the form

$$M \models \exists \mathbf{v}(Pr(p(t)) = c)$$

and

$$M \models \exists \mathbf{v}(Pr(p(t)) > c)$$

for a nonzero constant and $M$ a DTMC. (The ultimate positivity problem can also be expressed.) It is worth noting that in the special case of the constant $c = 0$, these model checking questions are decidable, as shown in [BRS06]. (Essentially, in this case the problems reduce to graph reachability problems, and the specific probabilities in $M$ are irrelevant.) The transformation from arbitrary matrices $A$ to stochastic matrices $B$ in Lemma 8 requires that the constant 0 of the Skolem problem be replaced by a non-zero constant $c$.

The above model checking problems of the quantified logic $\text{PMLO}$ can be seen to be already expressible in the propositional logic $\text{CTL}^\ast\text{KP}$, as the problems

$$M' \models^{\text{clk}} AF(Pr(p) = c)$$

$$M' \models^{\text{clk}} AF(Pr(p) > c)$$

$$M' \models^{\text{clk}} AFAG(Pr(p) > c)$$

where we obtain the PO-DTMC $M'$ from the DTMC $M$ by defining $O_i(s) = \bot$ for all states $s$. That is, agent $i$ is blind,
so considers all states reachable at time \( n \) to be possible at time \( n \). (We remark that this implies that all the operators \( A \) can be exchanged with \( E \) without change of meaning of the formulas.) It follows, that with respect to clock semantics, a resolution of the decidability of model checking even these simple formulas of CTL∗KP for all \( c \in [0,1] \) would imply a resolution of the Skolem problem. In view of the effort already invested in the Skolem problem, this is likely to be highly nontrivial.

### 4.2 Perfect Recall Semantics

Model checking with respect to the perfect recall semantics is undecidable, even with respect to a very simple fixed formula of the logic CTL∗KP, as shown by the following result.

**Theorem 9.** The problem of determining, given a PO-DTMC \( M \), if \( M \models \exists^{\forall} \text{EF} \phi(p > c) \), for \( p \) an atomic proposition, is undecidable.

**Proof.** (Sketch) By reduction from the emptiness problem for probabilistic finite automata [Paz71]. Intuitively, the proof sets up an association between words in the matrix semigroup and sequences of observations of the agent.

A probabilistic finite automaton is a tuple \( A = (Q, \Sigma, \nu_0, A, F, \lambda) \), where \( Q \) is a finite set of states, \( \Sigma \) is a finite alphabet, \( \nu_0 : Q \to [0,1] \) is a probability distribution over states, representing the initial distribution, \( A : \Sigma \to (Q \times Q \to [0,1]) \) associates a transition probability matrix \( A(a) \) with each letter \( a \in \Sigma \), component \( F \subseteq Q \) is a set of final states, and \( \lambda \in (0,1) \) is a rational number. Each matrix \( A(a) \) satisfies \( \sum_{q \in F} A(a)(s,t) = 1 \) for all \( s \in Q \). Let \( v_F \) be the column vector indexed by \( Q \) with \( v_F(s) = 0 \) if \( s \notin F \) and \( v_F(s) = 1 \) if \( s \in F \). Treating \( \nu_0 \) as a row vector, for each word \( w = a_1 \ldots a_n \in \Sigma^+ \), define \( f(w) = \nu_0 A(a_1) \ldots A(a_n) v_F \).

The language accepted by the automaton is defined to be \( L(A) = \{ w \in \Sigma^+ \mid f(w) > \lambda \} \). The emptiness problem for probabilistic finite automata is then given, a probabilistic finite automaton \( A \), to determine if the language \( L(A) \) is empty. This problem is known to be undecidable [Paz71, CL04].

Given a probabilistic finite automaton \( A \), we construct an interpreted finite PO-DTMC \( M_A \) for a single agent (called \( i \) rather than 1 to avoid confusion with other numbers) such that \( M_A \models \exists^{\forall} \text{EF} \phi(p > c) \) iff \( A \) is nonempty. This system is defined as follows. We let \( N = |\Sigma| \),

1. \( S = Q \times \Sigma \),
2. \( PI(q,a) = \mu_0(q)/N \),
3. \( PT((q,a),(q',b)) = A(b)(q,q')/N \),
4. \( O_i((q,a)) = a \),
5. \( p \in \pi((q,a)) \) iff \( q \in F \).

Note that \( \sum_{q,a} \mu(a) = 1 \), \( \sum_{q,a} \mu_0(q) = 1 \), so \( PI \) is in fact a distribution. Similarly, for each \( (q,a) \in S \), we have \( \sum_{q',b} PT((q,a),(q',b)) = A(b)(q,q')/N \) is in fact a stochastic matrix.

For each \( w = a_1 \ldots a_n \in \Sigma^+ \) and \( a \in \Sigma \), we get a row vector \( \mu_{aw} = \mu_0 A(a_1) \ldots A(a_n) \) with \( \sum_{q \in F} \mu_{aw}(q) = 1 \), which can be understood as a distribution on \( Q \). For each run \( r \in \mathbb{N}^{\forall}(M_A) \) and \( m \geq 0 \), we have that that agent \( i \)'s local state \( r[0 \ldots m] \) at \( (r,m) \) is a word in \( \Sigma^+ \). Let \( B(q,m) \) be the set of runs \( r \in \mathbb{N}^{\forall}(M_A) \) in which \( r(m) = (q,a) \) for some \( a \in \Sigma \). We claim the following about the probability measures \( \mu_{r,m,i} \) in the probabilistic interpreted system \( \mathbb{N}^{\forall}(M_A) \), for each point \( (r,m) \) and \( q \in Q \):

\[
\mu_{r,m,i}(K_r((r,m),(q,m))) = (\nu_0 A(r(1)) \ldots A(r(m)))(q).
\]

It is immediate from this that \( \mathbb{N}^{\forall}(M_A), (r,m) \models \text{Pr}_{r}(p = c) \) where \( c = f(r[1 \ldots m]) \), and the desired result follows.

We remark that this result stands in contrast to the situation for model checking the logic of knowledge and time. Write CTL∗K for the logic obtained from CTL∗KP by omitting the probability comparison atoms \( f(P_1, \ldots, P_k) \cong c. \) Model checking the logic CTL∗K with respect to perfect recall, i.e., deciding \( M \models \exists^{\forall} \phi \) for \( M \) a PO-DTMC and \( \phi \) a formula is decidable [MS99]. (Here, for the semantic structures \( M \), it suffices to replace the initial distribution \( PI \) in \( M \) by the set \( I = \{ s \in S \mid PI(s) > 0 \} \), and replace the transition distribution function \( PT \) in \( M \) by the relation \( R \) of possibility of transitions between states defined by \( sRt \) if \( PT(s,t) > 0 \). The results in [MS99] use linear time temporal logic as a basis, but, as noted in [MW03], the modality \( \mu A \) of the branching time logic CTL∗ can be understood as a special case of a knowledge modality: see Proposition 2.)

For probabilistic automata the minimum size of the state space giving undecidability directly stated in the literature appears to be 25 [Hir06]. We remark that the proof of Theorem 9 can also be done by reduction of the following matrix semigroup problem: given a finite set of matrices of order \( n \), generating a matrix semigroup \( S \), determine whether there is \( M \in S \) such that \( (M)_1 = 0 \) [Hal97]. The case of \( k \) generators of size \( n \times n \) can be reduced to probabilistic automata with \( 2kn + 1 \) states. Recent results on the matrix semigroup problem are given in [CHHN14].

Huang et al [HSZ12] have previously used a reduction from probabilistic automata to show undecidability of a probabilistic epistemic logic with respect to perfect recall. Compared to our simple CTL temporal operators, their logic uses more expressive setting of alternating temporal logic operators.

### 4.3 Clock Semantics

The undecidability of the perfect recall semantics for such simple formulas suggests that we weaken the epistemic semantics to the clock case. The combination of the translation from CTL∗K to WMLOKP (Proposition 2) and Theorem 6 then enables some cases of CTL∗KP to be decided. We do not obtain a full decidability result, however, since we face the problem that, with respect to the clock semantics, the formula \( AF(\text{Pr}_{r}(p = c)) \) can express the Skolem problem, so resolving its decidability is a very difficult problem. Rather than attempt to resolve this question, we consider here just how much extra expressiveness is required over the logic of Theorem 6 for us to obtain a definitive undecidability result, instead of a decidability result with some excluded and unresolved cases.

Note that one of the restrictions on PMLO used in Theorem 6 is that second order quantification should not cross into probability terms. It turns out that this restriction is essential, as shown by the following result.

**Theorem 10.** It is is undecidable, given a PO-DTMC \( M \) and a formula \( \phi \) of WMLOKP with linear combinations of
probability terms $\Pr(\phi)$ and quantifying-in of second-order quantifiers, whether $M \models \phi$.

Proof. This follows from the fact that, using second order quantifying-in, we can express perfect recall (Proposition 4), and the undecidability of model checking perfect recall (Theorem 9).

Note that the result refers to $\models$ rather than $|=_{clk}$, since epistemic operators are not required. This is really a result about a generalization of PMLO. One of the other restrictions in Theorem 6 is that only simple probability comparisons of the form $\Pr(\phi) \leq c$ are permitted. More general comparisons of probability terms are needed in applications (see discussion in Section 2.5), so it is of interest to study their impact on decidability. Unfortunately, it turns out to be quite negative. Even the simple case of mixed time polynomial atomic probability formulas is enough for undecidability.

Theorem 11. It is undecidable, given a DTMC $M$ and a mixed-time polynomial atomic probability formula $\psi$, whether $M \models \psi$.

Proof. (Sketch) By reduction from Hilbert’s tenth problem, i.e., the problem of determining whether a polynomial with integer coefficients has solutions in the natural numbers. This was shown to be undecidable by Matiyasevich [Mat93].

Write $e_j$ for a basic column vector (of the appropriate dimension) with 1 in the $j$th place and 0 elsewhere. Given a PO-DTMC with transition matrix $M$, with a proposition for each state, we can express the values $e_j^T M^t e_j$, using terms of the form $c \Pr(p(t))$ where $p$ is an atomic proposition and $c$ a rational constant. This means that linear sums of probability expressions of the form $\Pr(p(t))$ for some proposition $p$, we can capture $f^T M^t g$ for arbitrary rational vectors $f, g$.

We show that we can find a stochastic matrix $M$ such that for each function $f(t) = t \cdot \lambda^t$ and $f(t) = \lambda^t$ with $\lambda = -1/6$, there are rational vectors $f, g$ such that $f(t) = f^T M^t g$. Given a polynomial $p(x_1, \ldots, x_n)$, we can construct a variant polynomial $q'$ over a larger set of variables, such that an appropriate substitution of such functions $t \cdot \lambda^{t_k}$ and $\lambda^{t_k}$, for the $x_i$ and the additional variables yields an expression $\lambda^{k_1 t_1 + \cdots + k_n t_n} \cdot p(t_1, \ldots, t_n)$, where the $k_i$ are constants. This has a zero in the $t_1 \cdots t_n$ iff $p(x_1, \ldots, x_n)$ has a zero. It follows using the result of the previous paragraph that mixed-time polynomial atomic probability formulas can express Hilbert’s tenth problem.

We remark that the possibility of encoding Hilbert’s tenth problem is not immediate from the fact that we are dealing with polynomials, since our polynomials are over rational values generated in a very specific way from Markov chains, rather than arbitrary integers. Indeed, there are decidable logics containing polynomials, such as the theory of real closed fields [Tar51].

As noted in Section 2.5, formulas (allowed by Theorem 6) of the form $\Pr(\phi(t_1, \ldots, t_n)) \bowtie c$ can be written as a polynomial of probability expressions, so it is natural to ask whether such formulas also suffice to make the logic undecidable. This does not seem to be the case: the polynomials involved have only positive coefficients. Since Hilbert’s tenth problem is trivially decidable for polynomials with only positive coefficients, our proof does not apply to this case.

5. CONCLUSION

Our results have by no means resolved Skolem’s problem, which remains an apparent barrier to resolving the gap between the decidability results of [BRS06] and the undecidability results of the present paper.

However, in work to be presented elsewhere, we show that the results of [BRS06] can be extended both by reducing the set $H_\phi$ of cases that needs to be excluded to obtain decidability, as well as enhancing the expressiveness to cover epistemic probabilistic terms of the form $\Pr_{\phi}(\cdot)$, interpreted with respect to the clock semantics.
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ABSTRACT
The Knowledge of Preconditions principle (KoP) is proposed as a widely applicable connection between knowledge and action in multi-agent systems. Roughly speaking, it asserts that if some condition \( \varphi \) is a necessary condition for performing a given action \( \alpha \), then knowing \( \varphi \) is also a necessary condition for performing \( \alpha \). Since the specifications of tasks often involve necessary conditions for actions, the KoP shows that such specifications induce knowledge preconditions for the actions. Distributed protocols or multi-agent plans that satisfy the specifications must ensure that this knowledge be attained, and that it is detected by the agents as a condition for action. The knowledge of preconditions principle is formalised in the runs and systems framework, and is proven to hold in a wide class of settings. Well-known connections between knowledge and coordinated action are extended and shown to derive directly from the KoP: a common knowledge of preconditions principle is established showing that common knowledge is a necessary condition for performing simultaneous actions, and a nested knowledge of preconditions principle is proven, showing that coordinating actions to be performed in linear temporal order requires a corresponding form of nested knowledge.
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1. INTRODUCTION
While epistemology, the study of knowledge, has been a topic of interest in philosophical circles for centuries and perhaps even millennia, in the last half century it has seen a flurry of activity and applications in other fields such as AI [19], game theory [2] and distributed computing [13]. At least in the latter two fields a particular, information-based, notion of knowledge plays a prominent and useful role.

This paper proposes an essential connection between knowledge and action in such a setting. Using \( \text{does}_i(\alpha) \) to denote “Agent \( i \) is performing action \( \alpha \)” and \( K_i\varphi \) to denote that Agent \( i \) knows the fact \( \varphi \), the connection can intuitively be formulated as follows:

\[
\text{The Knowledge of Preconditions Principle (KoP):}
\]

If \( \varphi \) is a necessary condition for \( \text{does}_i(\alpha) \) then \( K_i\varphi \) is a necessary condition for \( \text{does}_i(\alpha) \)

This statement appears deceptively simple. In fact, many successful applications of knowledge to the design and analysis of distributed protocols over the last three decades are rooted in the KoP. Moreover, some of the deeper insights obtained by knowledge theory in this field can be derived in a fairly direct fashion from the KoP. We will argue and demonstrate that this principle lies at the heart of coordination in many distributed and multi-agent systems.

This paper is structured as follows. Section 1.1 illustrates the central role of knowledge in a natural distributed systems application. Section 1.2 provides a high-level discussion of the knowledge of preconditions principle and its connection to coordinating actions. In Section 2 we review and discuss the modelling of knowledge in the runs and systems model of distributed systems based on [11]. A formal statement and proof of the KoP are presented in Section 3. Then, in Section 4, the KoP is used to establish a common knowledge of preconditions principle. It states that in order to perform simultaneously coordinated actions, agents must first attain common knowledge of any of the actions’ preconditions. An example of its use is provided in Section 4.1. Section 5 present an additional use of the KoP, and shows that coordinating a sequence of actions to occur in a prescribed temporal order requires attaining nested knowledge of their preconditions. Finally, Section 6 discusses additional applications, extensions and future directions.

1.1 The Case for Knowledge in Distributed Systems

Why should knowledge play a central role in distributed computing? As pointed out in [13], most everyone who designs or even just tries to study the workings of a distributed protocol is quickly found talking in terms of knowledge, making statements such as “once the process receives an acknowledgement, it knows that the other process is ready....”. An essential aspect of distributed systems is the fact that an agent chooses which action to perform based on the local information available to it, which typically provides only a partial view of the overall state of the system. To get a sense of the role of knowledge in distributed systems, consider the following example.

Example 1. Given is a distributed network modeled by a
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Figure 1: A simple four-agent system

graph, with agents located at the nodes, and the edges standing for communication channels (see Figure 1). In the problem we shall call Computing the Max (or CtM for short), each agent $i$ starts out with a natural number $v_i \in \mathbb{N}$ as an initial value. The goal is to have Agent 1 print the maximum of all of the initial values (we denote this value by $\text{Max}$), and print nothing else. In the instance depicted in Figure 1, the maximal value happens to be 100. Initially, Agent 1 clearly can’t print its own initial value of 75. Suppose that Agent 1 receives a message $\mu \triangleq “v_2 = 100”$ from Agent 2 reporting that its value is 100. At this point, Agent 1 has access to the maximum, and printing 100 would satisfy the problem specification. Compare this with a setting that is the same in all respects, except that Agent 3’s value is $v_3 = 150$. In this case, of course, $\text{Max} \neq 100$ and so printing 100 is forbidden. But if Agent 1 can receive the same message $\mu$ under similar circumstances in both scenarios, then it is unable to distinguish whether or not $\text{Max} = 100$ upon receiving $\mu$. Intuitively, even in the first scenario, the agent does not know that $\text{Max} = 100$.

What information does Agent 1 need, then, in order to be able to print the maximum? Notice that it is not necessary, in general, to collect all of the initial values in order to print the maximum. For example, suppose that the agents follow a bottom-up protocol in which values are sent from right to left, starting from Agent 4, and every agent passes to the left the larger of its own value and the value it received from its neighbor on the right (if such a neighbor exists). In this protocol, Agent 1 can clearly print the maximum after receiving the message “$v_2 = 100$”, and seeing just one value besides its own. Interestingly, even collecting all of the values is not a sufficient condition for printing the Max. Imagine a setting in which the network is as in Figure 1, but Agent 1 considers it possible that there are more than four nodes in the network. In this case, even if Agent 1 receives all (four) values, it may still need to wait for proof that there is no additional, larger, value in the system.

CtM is a simplified example in the spirit of many distributed systems applications. Leader election, for example, is often solved by computing a node with maximal ID [1, 17]. The solution to such a problem is typically in the form of a set of short computer programs (jointly constituting a distributed protocol) each executed at one of the nodes. When the nodes follow such a protocol, the resulting execution should satisfy the problem specification. Of course, the programs are written in a standard programming language, without any reference to knowledge or possibility. In the vast majority of cases, the programs in question do not enumerate and/or explore possible states or scenarios. Indeed, the program designer is typically unfamiliar with formal notions of knowledge. This being the case, what sense does it make to talk of Agent 1 in Example 1 “knowing” or “not knowing” that $\text{Max} = c$? Can it make sense to say that the Agent “considers it possible that there may be more than four nodes in the system”? After all, we may be talking about a ten-line program. It has no soul. Does it have thoughts, doubts and mental states?

Since agents act based on their local information, a protocol designer must ensure that agents obtain the necessary information for a given task, and that this information is applied correctly. Using the information-based notion of knowledge, the designer can ascribe knowledge to an agent without requiring it to have a soul, feelings, and self-awareness. As seen in the CtM example, it is natural to think in terms of whether or not Agent 1 knows $\text{Max} = c$ at any given point in a run of CtM. (A formal definition of knowledge will be provided in Section 2.) Suppose that a protocol is designed to solve CtM in networks that may have a variety of sizes. If Agent 1 does not start out with local information ensuring that there are no more than four nodes in the system, then from the point of view of an outside observer the agent can be thought of as “considering it possible” that there may be more than four nodes.

Even in a simple network as in Figure 1, the CtM problem can be posed in different models, which can differ in essential aspects. A solution to CtM in one model might not solve the problem in another model. Indeed, the rationale behind distinct solutions, as well as their details, may vary considerably. Are there common features shared by all solutions to CtM?

Interestingly, all solutions to CtM, in all models, share one property: Agent 1 must know that $\text{Max} = c$ in order to print the value $c$. Indeed, the ability to print the answer in a protocol for CtM reduces to detecting when the $\text{Max}$ value is known. Of course, once Agent 1 knows that $\text{Max} = c$ it can safely print $c$. Hence, knowing that $\text{Max} = c$ is not just necessary, but also a sufficient condition for printing $c$. The CtM problem shows that knowledge and attaining knowledge can be a central and crucial aspect of a standard distributed application.

The need to know $\text{Max} = c$ in solving CtM suggests that we consider a natural question: When does Agent 1 know that $\text{Max} = c$? The answer is less straightforward than we might initially expect. What is known depends in a crucial way on the protocol that the agents are following. Thus, in the setting of Example 1, if the agents follow the bottom-up protocol, then Agent 1 knows the maximum once it receives a single message from Agent 2. Knowledge is also significantly affected by features of the model. In CtM, if there is an upper bound (say 100) on the possible initial values, then an agent that sees this value knows the maximum. Knowledge about the network topology and properties of communication play a role as well. For example, consider a model in which Agent 1 has a clock, and a single clock cycle suffices for a message to be delivered, digested, and acted upon. Suppose that the protocol is such that all agents start simultaneously at time 0 and an agent forwards a value towards Agent 1 only if this value is larger than any value it has previously sent. Then in the network of Figure 1 Agent 1 will receive a message with value 100 from Agent 2 at time 1, and no further messages. If Agent 1 knows that the diameter of the network is 3, it will not know the maximum upon receiv-
ing this message. However, without receiving any further messages, at time 3 Agent 1 will know that the maximum is 100; no larger value can be lurking in the system.

1.2 KoP and Coordination

The fact that Max = c is a necessary condition for printing c is an essential feature of the CtrM problem. We have argued that, in fact, $K_1(\text{Max} = c)$ is also a necessary condition for printing c, as the KoP would suggest. But this is just one instance. Let us briefly consider another example.

Example 2. Consider a bank whose ATMs are designed in such a way that an ATM will dispense cash only to a customer whose account shows a sufficiently large positive balance. Along comes Alice, who has a large positive balance, and tries to obtain a modest sum from the ATM. On this day, however, the ATM is unable to communicate with the rest of the bank and it declines to pay Alice. Thus, despite the fact that Alice has good credit, the ATM frustrates her and denies her request. Apparently, given its specification, the ATM has no choice. Intuitively, in order to satisfy the credit restriction, the ATM needs to know that a customer has good credit before dispensing cash. If the ATM may pay a customer that is not known to have good credit, there will be possible scenarios in which the ATM will violate its specification, and pay a customer that does not have credit. Notice, however, that the specification said nothing about the ATM’s knowledge. It only imposed a restriction on the ATM’s action, based on the state of Alice’s account.

Both the CtrM problem and the ATM example are instances in which the KoP clearly applies. The intuitive argument for why the KoP should apply very broadly is straightforward. If $\phi$ is a necessary condition for performing $\alpha$, and agent $i$ ever performs $\alpha$ without knowing $\phi$, then there should be a possible scenario that is indistinguishable to agent $i$, in which $\phi$ does not hold. Since the two scenarios are indistinguishable, the agent can perform $\alpha$ in the second scenario, and violate the requirement that $\phi$ is a necessary condition. A formal statement and proof requires a definition of necessary conditions, knowledge, as well as capturing a sense in which an action at one point implies the same action at any other, indistinguishable, point. This will be done in Section 3.

Most tasks in distributed systems are described by way of a specification. Such specifications typically impose a variety of necessary conditions for actions. The KoP implies that even though such specifications often do not explicitly discuss the agents’ knowledge, they do in fact impose knowledge preconditions. Observe that the KoP applies to a task regardless of the means that are used to implement it. Any engineer implementing a particular task will have to ensure that preconditions are known when actions are taken. This is true whether or not the engineer reasons explicitly in terms of knowledge, and it is true even if the engineer is not even aware of the knowledge terminology. (Normally, neither may be the case, of course.) The need to satisfy the KoP suggests that the design of distributed implementations must involve at least two steps. One is to make sure that the required knowledge is made available to an agent who needs to performed a prescribed action, and the other is ensuring that the agent detect that it knows the required preconditions. This is quite different from common practice in engineering distributed implementations [28].

We remark that the KoP can be expected to hold in a variety of multi-agent settings well beyond the realm of distributed systems. Thus, for example, suppose that a jellyfish is designed so that it will never sting its own flesh. By the KoP, the cell activating the sting at a given point needs to know that it is not stinging the jellyfish’s body when it “fires” its sting. The jellyfish is thus designed with some form of a “friend or foe” mechanism that is used in the course of activating the sting. Various biological activities can similarly be considered in light of the KoP: How does the organism know that certain preconditions are met? Our last example will come from the social science arena. Suppose that a society designs a legal system, that is required to satisfy the constraint that only people who are guilty of a particular crime are ever put in jail based on this crime. By the KoP, the judge (or jury) must know that the person committed this crime in order to send him to jail.

As discussed above, specifications impose preconditions. Typically, these conditions relate an action to facts about the world (e.g., the maximal value, or the customer’s good credit). In many cases, however, actions of different agents need to be coordinated. Consider a variant of CtrM in which in addition to Agent 1 printing the maximum, Agent 4 needs to perform an action (say print the same value or print the minimal value), but not before Agent 1 does. Then Agent 1 performing her action is a condition for 4’s action. In particular, Agent 4 would need to know that Agent 1 has already come to know Max = c for some c before 4 acts. In some cases, the identity of actions performed needs to be coordinated.

For a final example, suppose that Alice 1 should perform an action $\alpha_A$ only if Bob performs an action $\alpha_B$ at least 5 time steps earlier. Then she needs to know that Bob acted at least 5 steps before when she acts. Indeed, if $\psi$ is a necessary condition for $\alpha'$, then Alice must know that Bob performed “Bob knew $\psi$ at least 5 time steps ago” when she acts (see [4, 5]). As these examples illustrate, given KoP, coordination can give rise to nested knowledge.

Simple instances of the KoP are often quite straightforward. Ensuring and detecting $K_1(\text{Max} = c)$ is often fairly intuitive, and it not justify the overhead involved in developing a theory of knowledge for multi-agent systems. However, satisfying statements involving nested knowledge in particular models of computation can quickly become nontrivial. For this, it is best to have a clear mathematical model of knowledge in multi-agent systems. The next section reviews the runs and systems model.

2. MODELING KNOWLEDGE USING RUNS AND SYSTEMS

We now review the runs and systems model of knowledge of [11, 13]. The interested reader should consult [11] for more details. A global state is an “instantaneous snapshot” of the system at a given time. Let $\mathcal{G}$ denote a set of global states. Time will be identified with the natural numbers $\mathbb{N} = \{0, 1, 2, \ldots\}$ for ease of exposition. A run is a function $r: \mathbb{N} \to \mathcal{G}$ associating a global state with each instant of time. Thus, $r(0)$ is the run’s initial state, $r(1)$ is the next global state, and so on. A system is a set $\mathcal{R}$ of runs. The same global state can appear in different runs, and in some systems may even appear more than once in
A central notion in our framework is that of an agent’s local state, whose role is to capture the agent’s local information at a given point. The precise details of the local state depend on the application. It could be the complete contents of an agent’s memory at the given instant, or the complete sequence of events that it has observed so far. For example, the rule of thumb is that the local state should consist of the local information that the agent may use when deciding which actions to take. Thus, for example, if agents are finite-state machines, it is often natural to identify an agent’s local state with the automaton state that it is in.

Formally, we assume that every global state determines a unique local state for each agent. We denote agent $i$’s local state in the global state $r(t)$ by $r_i(t)$. Moreover, a global state with $n$ agents $A = \{1, \ldots, n\}$ will have the form $r(t) = \langle r_1(t), r_2(t), \ldots, r_n(t) \rangle$, where $r_i(t)$ is called the local state of the environment, and will serve to represent all aspects of the global state that are not included in the agents’ local states. For example, it could represent messages in transit, the current topology of the network including which links may be down, etc.

2.1 Syntax and Semantics

We are interested in a propositional logic of knowledge, in which propositional facts and epistemic facts can be expressed. Facts will be considered to be true or false at a point $(r, t)$, with respect to a system $R$. More formally, given a set $\Phi$ of primitive propositions and a set $P = \{1, \ldots, n\}$ of the agents in the system, we define a propositional language $\mathcal{L}_n^R(\Phi)$ by closing $\Phi$ under negation ‘$\neg$’ and conjunction ‘$\land$’, as well as under knowledge operators $K_i$ for all $i \in P$ (see [14]). Thus, for example, if $p, q \in \Phi$ are primitive propositions and $i, j \in P$ are agents, then $\neg K_i p \land K_j \neg K_i q$ is a formula in $\mathcal{L}_n^R(\Phi)$. We typically omit the set $\Phi$ and call $\mathcal{L}_n^R$ the language for knowledge with $n$ agents.

In a multi-agent system facts about the world, as well as the knowledge that agents have, can change dynamically from one time point to the next. We thus consider the truth of formulas of $\mathcal{L}_n^R$ at points of a system $R$, where a point is a pair $(r, t) \in R \times N$, and it is used to refer to time $t$ in the run $r$. We denote the set of points of a system $R$ by $\text{Pts}(R) \triangleq R \times N$. Points will play the role of states of a Kripke structure.

The set $\Phi$ of primitive propositions used in the analysis of any given multi-agent system $R$ will depend on the application. Their truth at the points of the system needs to be explicitly defined. This is done by an interpretation $\pi : \Phi \times \text{Pts}(R) \rightarrow \{T, F\}$, where $\pi(q, (r, t)) = T$ means that the proposition $q$ holds at $(r, t)$. Formally, an interpreted system w.r.t. a set $\Phi$ of primitive propositions is a pair $(R, \pi)$ consisting of the system $R$ and interpretation $\pi$ for $\Phi$ over $\text{Pts}(R)$. Just as we typically omit explicit reference to $\Phi$, we shall omit $\pi$ as well, when this is unambiguous.

We assume from here on that the environment’s state $r_i(t)$ in a global state $r(t)$ contains a “history” component $h$ that records all actions taken by all agents at times $0, 1, \ldots, t - 1$. Formally, we take $h$ to be a set of triples $\langle \alpha, i, t' \rangle$, which grows monotonically in time. An action $\alpha$ is considered to be performed by $i$ at the point $(r, t)$ if and only if the triple $\langle \alpha, i, t' \rangle$, denoting that action $\alpha$ was performed by agent $i$ at time $t$, appears in the history component $h$ of $r_i(t')$ for all times $t' > t$.

1Our definition does not imply or assume that the actions are observed, observable or recorded by any of the agents. Whether that may be the case depends on the application.
exactly one round. With respect to \((R', r, 2)\), however, Alice would know at time 2 that her message has been delivered.

Our definition of knowledge is rather flexible and widely applicable. The set \(R\) of the possible runs immediately induces what the agents know. Observe that the definition of knowledge is completely external. It ascribes knowledge to agents in the system even if the protocol they follow, as well as the actions that they perform, do not involve the knowledge terminology in any way. Moreover, the agents do not need to be complex or sophisticated for the definition to apply. Indeed, in a model of a very simple system consisting of a bed lamp and its electric cable, a switch in the OFF state can be said to know that the lamp is not lit; what the same switch would know in the ON state would depend on the system \(R\) under consideration, which determines the runs considered possible. E.g., if \(R\) contains a run in which the lamp is burnt out, then in the ON state the switch would not know that the lamp is shining light. On the other hand, if the lamp can never burn out, and the cord, plug and switch are in proper working order in all runs of \(R\), then in the ON state the switch would know that the lamp is shining light. As this example shows, knowledge under this definition does not require the “knower” to compute what it knows. Indeed, this definition of knowledge is not sensitive to the computational complexity of determining what is known. In most cases, of course, we will ascribe knowledge to agents or components that can perform actions, which is not the case in the light switch example. And agents might need to explicitly establish whether they know relevant facts. We now provide a statement and proof of the knowledge of preconditions principle \(\textbf{KoP}\).

3. FORMALIZING THE KNOWLEDGE OF PRECONDITIONS PRINCIPLE

Intuitively, the \(\textbf{KoP}\) states that if a particular fact \(\psi\) is a necessary condition for an agent to perform an action \(\alpha\), then the agent must in fact know \(\psi\) in order to act. In other words, knowing \(\psi\) is also a necessary condition for performing the action. We formalize the claim and prove it as follows. We say that \(\psi\) is a necessary condition for \(\text{does}_i(\alpha)\) in \(R\) if \((R, r, t) \models \text{does}_i(\alpha)\) holds only if \((R, r, t) \models \psi\) for all \((r, t) \in \text{Pts}(R)\). Clearly, the customer’s good credit is a necessary condition for the ATM dispensing cash. That is, suppose that a bank makes use of a correct implementation of an ATM protocol, which satisfies the credit requirement. Then, in the system \(R\) consisting of the set of all possible histories (runs) of the bank’s (and the ATM’s) transactions, good credit is a necessary condition for receiving cash from the ATM.

It is often of interest to consider facts whose truth depends only on a given agent’s local state. Such, for example, may be the receipt of a message, or the observation of a signal, by the agent. Whether \(x = 0\) for a local variable \(x\), for example, would be a natural local fact. Moreover, if an agent has perfect recall, then any events that it has observed in the past will give rise to local facts. Finally, since knowledge is defined based on an agent’s local state, then a fact of the form \(K_i \phi\) constitutes a local fact. Indeed, there is a simple way to define the local facts above, using knowledge. Namely, we say that \(\phi\) is \(i\)-local in \(R\) if \(R \models (\phi \Rightarrow K_i \phi)\).

The formalism of [11] defines protocols as explicit objects, and defines \textit{contexts} that describe the possible initial states and the model of computation. This provides a convenient and modular way of constructing systems. Namely, given a protocol \(P\) and a context \(\gamma\), the system \(R = R(P, \gamma)\) is defined to be the set of all runs of protocol \(P\) in \(\gamma\). The runs of this system embody all of the properties of the context, as they arise in runs of \(P\). This includes, for example, any timing assumptions, possible values encountered, possible topologies of the network, etc. They also embody the relevant properties of the protocol, because in all runs considered possible the agents follow \(P\).

In this paper, we do not define protocols and contexts. Rather, we treat the \(\textbf{KoP}\) in a slightly simpler and more abstract setting. We say that an action \(\alpha\) is a \textbf{conscious action for} \(i\) in \(R\) if \(\text{does}_i(\alpha)\) is an \(i\)-local fact in \(R\), so that whenever \((R, r, t) \models \text{does}_i(\alpha)\) holds, \((R, r, t) \models K_i \text{does}_i(\alpha)\) holds as well. In other words, the fact that \(\alpha\) is a conscious action for \(i\) in \(R\) implies that if \(\alpha\) is ever performed at a point of \(R\) in which \(i\)’s local state is \(l_i\), then \(\alpha\) must be performed whenever \(i\)’s state is \(l_i\). Conscious actions are quite prevalent in many systems of interest. For example, suppose that agent \(i\) follows a deterministic protocol, so that its action at any given point is a function of its local state. If, in addition, agent \(i\) is allowed to move at every time step, then all of its actions are conscious actions.

We are now ready to prove a formal version of the \(\textbf{KoP}\):

**Theorem 3.1** (The \(\textbf{KoP}\) Principle). Let \(\alpha\) be a conscious action for \(i\) in \(R\). If \(\psi\) is a necessary condition for \(\text{does}_i(\alpha)\) in \(R\), then \(K_i \psi\) is also a necessary condition for \(\text{does}_i(\alpha)\) in \(R\).

**Proof.** We will show the contrapositive. Let \(\alpha\) be a conscious action for \(i\) in \(R\), and assume that \(K_i \psi\) is not a necessary condition for \(\text{does}_i(\alpha)\) in \(R\). Namely, there exists a point \((r, t) \in \text{Pts}(R)\) such that both \((R, r, t) \models \text{does}_i(\alpha)\) and \((R, r, t) \not\models K_i \psi\). Given the latter, we have by the definition of \(\models\) for \(K_i\) that there exists a point \((r', t') \in \text{Pts}(R)\) such that both \((r', t') \models \alpha\) and \((R, r', t') \not\models \psi\). Since \(\alpha\) is a conscious action for \(i\) in \(R\) and \((R, r, t) \models \text{does}_i(\alpha)\), we have that \((R, r, t) \models K_i \text{does}_i(\alpha)\). It follows from \((r', t') \models \alpha\) by the definition of \(\models\) for \(K_i\) that \((R, r', t') \models \text{does}_i(\alpha)\) holds. But since \((R, r', t') \not\models \psi\), we conclude that \(\psi\) is not a necessary condition for \(\text{does}_i(\alpha)\) in \(R\), establishing the contrapositive claim. \(\square\)

Theorem 3.1 applies to all multi-agent systems. It immediately implies, for example, that \(K_{\text{atm}}(\text{good credit})\) is a necessary condition for dispensing cash. The theorem is model independent; it does not depend on timing assumptions, on the topology of the system (even on whether agents communicate by message passing or via reading and writing to registers in a shared memory), or on the nature of the activity that is carried out. For every necessary condition for a conscious action, knowing that the condition holds is also a necessary condition.

4. COORDINATING SIMULTANEOUS ACTIONS

Recall that the language \(\mathcal{L}_{\mathcal{K}}\) contains formulas in which knowledge operators can be nested to arbitrary finite depth. It is sometimes useful to consider a state of knowledge called \textit{common knowledge} that goes beyond any particular nested formula. Intuitively, a fact \(\psi\) is common knowledge if everyone knowing that everyone knows \ldots that everyone knows
the fact \( \psi \), to every finite depth. Common knowledge has a number of equivalent definitions, one of which is as follows:

**Definition 4.1 (Common Knowledge).** Fix a set of agents \( G \) and a fact \( \psi \). We denote by \( C_G \psi \) the fact that \( \psi \) is **common knowledge** to \( G \). Its truth at points of a system \( R \) is defined by:

\[
(R, r, t) \models C_G \psi \iff (R, r, t) \models K_i K_{i_2} \cdots K_{i_m} \psi
\]

for all \((t_1, t_2, \ldots, t_m) \in G^m\), and all \( m \geq 1 \).

Common knowledge, a term coined by Lewis in [18], plays an important role in the analysis of games [2], distributed systems [13], and many other multi-agent settings. Clearly, common knowledge is much stronger than “plain” knowledge. Indeed, \( C_G \psi \) validly implies \( K_i \psi \), for all agents \( j \in G \). Since common knowledge requires infinitely many facts to hold, it is not a priori obvious that \( C_G \psi \) can be attained at a reasonable cost, or even whether it can ever be attained at all, in settings of interest (see [7, 11, 13]). We will now show that there are natural applications for which attaining common knowledge is essential.

Intuitively, distinct actions are simultaneous in \( R \) if they can only be performed together; whenever one is performed, all of them are performed simultaneously. It is possible to define simultaneous coordination formally in terms of necessary conditions:

**Definition 4.2 (Simultaneous Actions).** Let \( G \) be a set of agents. We say that a set of actions \( A = \{ \alpha_i \}_{i \in G} \) is (necessarily) simultaneous in \( R \) if \( \text{does}_i(\alpha_i) \) is a necessary condition for \( \text{does}_j(\alpha_j) \) in \( R \), for all \( i, j \in G \).

Suppose that the actions in \( A \) are simultaneous in \( R \) in the above sense. Then the KoP immediately implies (by Theorem 3.1) that a necessary condition for performing an action in \( A \) is knowing that the other actions are also (currently) being performed. In fact, however, much more must be true. We now present a strong variant of the KoP, which shows that in order to perform simultaneous actions agents must attain common knowledge of their necessary conditions. Notice that in order to allow a set of actions by the agents in \( G \) to be simultaneous, the system \( R \) must be sufficiently deterministic to ensure that if \( i, j \in G \) are distinct agents and \((R, r, t) \models \text{does}_i(\alpha_i) \) holds, then \( j \) will be scheduled to perform an action at \((r, t)\). For otherwise, there would be no way to ensure simultaneous execution of the actions by the agents in \( G \). Conscious actions fit this setting well in this case. We proceed as follows.

**Theorem 4.3 (C-K of Preconditions).** Let \( G \) be a set of agents and let \( A = \{ \alpha_i \}_{i \in G} \) be a set of necessarily simultaneous actions in the system \( R \). Moreover, suppose that each action \( \alpha_i \in A \) is a conscious action for its agent \( i \) in \( R \). If \( \psi \) is a necessary condition for \( \text{does}_i(\alpha_i) \) for some \( i \in G \), then \( C_G \psi \) is a necessary condition for \( \text{does}_j(\alpha_j) \), for all \( j \in G \).

**Proof.** Assume that \( A \) is a set of necessarily simultaneous actions for \( G \) in \( R \). It is straightforward to show the following claim

\textbf{Observation 1.} Let \( \alpha_i, \alpha_j \in A \) be the actions for agents \( i \) and \( j \), respectively. If a fact \( \varphi \) is a necessary condition for \( \text{does}_i(\alpha_i) \) in \( R \) then \( \varphi \) is also a necessary condition for \( \text{does}_j(\alpha_j) \) in \( R \).

To prove this observation notice that, by assumption, both \((a) R \models \text{does}_i(\alpha_i) \Rightarrow \text{does}_j(\alpha_j) \) and \((b) R \models \text{does}_j(\alpha_j) \Rightarrow \varphi \) hold. For all \((r, t) \in \text{Pts}(R)\), if \((R, r, t) \models \text{does}_j(\alpha_j) \) then \((R, r, t) \models \text{does}_i(\alpha_i) \) by \((a) \) and so \((R, r, t) \models \varphi \) by \((b) \). Thus, \( \varphi \) is a necessary condition for \( \text{does}_i(\alpha_i) \) in \( R \).

Assume that \( \psi \) is a necessary condition for \( \text{does}_i(\alpha_i) \), for some \( i \in G \). We shall prove by induction on \( m \geq 0 \) that \( K_i K_{i_2} \cdots K_{i_m} \psi \) is a necessary condition for \( \text{does}_j(\alpha_j) \) in \( R \), for every \( j \in G \) and all sequences \( (t_1, t_2, \ldots, t_m) \) in \( G^m \), \( m = 1 \). Since \( K_i \psi \) is a necessary condition for \( \text{does}_i(\alpha_i) \) in \( R \), it is well-known (see [10, 13]) that common knowledge requires infinitely many facts to be simultaneous, the system \( (R, r, t) \models C_G \psi \) if and only if \( \text{does}_i(\alpha_i) \) by \((a) \) and so \((R, r, t) \models \varphi \) by \((b) \). Thus, \( \varphi \) is also a necessary condition for \( \text{does}_i(\alpha_i) \) in \( R \).

**• Base case:** Let \( m = 0 \). The claim in this case is that if \( \psi \) is a necessary condition for \( \text{does}_i(\alpha_i) \) then \( \psi \) is also a necessary condition for \( \text{does}_j(\alpha_j) \). This is precisely Observation 1, with \( \varphi \triangleq \psi \).

**• Inductive step:** Let \( m \geq 1 \), and assume that the claim holds for all \( j' \in G \) and all sequences \( (t_1, t_2, \ldots, t_m) \) in \( G^m \). Its suffix \( (t_2, \ldots, t_m) \) is a sequence in \( G^m \). Thus, \( K_{i_2} \cdots K_{i_m} \psi \) is a necessary condition for \( \text{does}_i(\alpha_i) \) by the inductive hypothesis for \( m - 1 \) (applied to \( G^m \) and agent \( j' = t_1 \in G \)). Given that \( \alpha_{t_1} \) is a conscious action by \( t_1 \), we can apply Theorem 3.1 to the necessary condition \( K_{i_2} \cdots K_{i_m} \psi \) and obtain that \( K_{i_2} K_{i_3} \cdots K_{i_m} \psi \) is a necessary condition for \( \text{does}_i(\alpha_i) \). By Observation 1 we have that \( K_{i_2} K_{i_3} \cdots K_{i_m} \psi \) is a necessary condition for \( \text{does}_j(\alpha_j) \) in \( R \), and we are done.

\[\square\]

**4.1 Common Knowledge and the Firing Squad Problem**

As an illustration of the applicability of Theorem 4.3 to a concrete application, consider a simple version of the Firing Squad problem. In this instance, the set of agents \( G \) in the system must simultaneously perform an action (say each agent \( i \in G \) should perform the action \( \text{fire}_i \)) in response to the receipt, by any agent in \( G \), of a particular external input called a ‘go’ message. The \( \text{fire}_i \) action can stand for a simultaneous change in shared copies of a database, a public announcement at different sites of the system, or any otherwise actions that need to take place simultaneously. Moreover, \( \text{fire}_i \) actions are allowed only if they are preceded by such a go message. For simplicity, we consider a case in which all of the agents in \( G \) may fail, and they all must satisfy the specification.

Let \( \psi_{go} \) be a proposition that is true at \((r, t) \in \text{Pts}(R)\) if a go message is received by any of the agents in \( G \) at a point \((r, t') \in G \) at a time \( t' \leq t \). According to the specification of the Firing Squad problem, \( \psi_{go} \) is a necessary condition for the \( \text{fire}_i \) actions. An immediate consequence of Theorem 4.3 is:

**Corollary 4.4.** \( C_G \psi_{go} \) is a necessary condition for all \( \text{fire}_i \) actions in the Firing Squad problem.

Given Corollary 4.4, any solution to the firing squad problem must first attain common knowledge that a go message has been received. It is well-known (see [10, 13]) that common knowledge of a fact is observed simultaneously at all agents it involves. Suppose that every \( i \in G \) performs \text{fire}_i$, when
CGψgo first holds. Since all agents in G will come to know that CGψgo immediately, they will fire simultaneously, as required by the problem specification. Indeed, Theorem 4.3 shows that this is the first time at which they can perform according to a correct protocol. Implementing simultaneous tasks such as the Firing Squad therefore inherently involves, and often reduces to, ensuring and detecting CGψgo. Recall that depending on the properties of the system, attaining such common knowledge might be impossible in some cases, or it might incur a substantial cost in others. Just as in the case of the KoP, this necessity is not due to our formalism. It is only exposed by our analysis. In every protocol that implements such a task correctly, the firing actions cannot be performed unless CGψgo is attained.

There is an extensive literature on using common knowledge to obtain optimal protocols for simultaneous tasks [8, 9, 16, 20, 21, 23, 24, 25, 26]. Typically, they involve an explicit proof that common knowledge of a particular fact is a necessary condition for performing a set A of necessarily simultaneous actions. Theorem 4.3 or a variant of it suited for fault-tolerant systems can be used to establish this result in all of these cases. Moreover, one of the main insights from the analysis of [13] and of [10] is that when simultaneous actions are performed, the participating agents have common knowledge that they are being performed. Theorem 4.3 is a strict generalization of this fact.

5. Temporally Ordering Actions

So far, we have seen two essential connections between knowledge and coordinated action: performing actions requires knowledge of their necessary conditions, and performing simultaneous actions requires common knowledge of their necessary conditions. We now further extend the connection between states of knowledge and coordination, by showing that temporally ordering actions depends on attaining nested knowledge of necessary conditions. Following [5], we define temporally ordered actions:

**Definition 5.1** (Ben Zvi and Moses). A sequence of actions \( \langle \alpha_1, \ldots, \alpha_k \rangle \) (for agents 1, \ldots, \( k \), respectively) is (linearly) ordered in R if \( \text{did}_{j-1}(\alpha_{j-1}) \) is a necessary condition for \( \text{does}_j(\alpha_j) \) in R.

Observe that this definition does not force an action \( \alpha_j \) to occur in a run in which \( \alpha_{j-1} \) occurs. Rather, if an action \( \alpha_j \) is performed in a given run, then it must be preceded by all actions \( \alpha_1, \ldots, \alpha_{j-1} \). Moreover, if we denote the time at which an action \( \alpha_i \) is performed in a run \( r \) by \( t_i \), then we require that \( t_{j-1} \leq t_j \) for every action \( \alpha_j \) performed in \( r \).

**Claim 1.** Assume that the sequence \( \langle \alpha_1, \ldots, \alpha_k \rangle \) is ordered in R. Then \( R \models (\text{did}_j(\alpha_j) \Rightarrow \text{did}_{j-1}(\alpha_{j-1})) \) for all \( 2 \leq j \leq k \).

**Proof.** Assume that \( (R, r, t) \models \text{did}_j(\alpha_j) \). Then, by definition of \( \text{did}_j(\alpha_j) \), \( (R, r, t) \models \text{does}_j(\alpha_j) \) for some \( t \leq t_j \). Since \( \langle \alpha_1, \ldots, \alpha_k \rangle \) is ordered in R implies that \( \text{did}_{j-1}(\alpha_{j-1}) \) is a necessary condition for \( \text{does}_j(\alpha_j) \) in the system R, and so \( (R, r, t) \models \text{did}_{j-1}(\alpha_{j-1}) \). Since \( \text{did}_{j-1}(\alpha_{j-1}) \) is a stable fact and \( t \geq t_j \), we obtain that \( (R, r, t) \models \text{did}_{j-1}(\alpha_{j-1}) \). The claim follows.

We say that a fact \( \varphi \) is **stable in R** if once true, \( \varphi \) remains true. Formally, if \( (R, r, t) \models \varphi \) and \( t' > t \) then \( (R, r, t') \models \varphi \), for all \( r \in R \) and \( t, t' \geq 0 \). Notice that while \( \text{does}_i(\alpha) \) is, in general, not a stable fact, \( \text{did}_i(\alpha) \) is always stable.

**Definition 5.2.** We say that agent i recalls \( \psi \) in R if the fact \( K_i \psi \) is stable in R.

The notion of perfect recall, capturing the assumption that agents remember all events that they take part in, is popular in the analysis of games and multi-agent systems [11, 29]. While perfect recall is a nontrivial assumption often requiring significant storage costs, selective recall of single facts such as \( \text{does}_j(\alpha_j) \) is a much weaker assumption, that can be assumed of a system \( R' \) essentially without loss of generality. By adding a single bit to Agent j’s local state, whose value is 0 as long as \( j \) has not performed \( \alpha_j \) and once the action has been performed, we can obtain a system \( R' \) that is isomorphic to \( R \), in which Agent j recalls \( \text{does}_j(\alpha_j) \).

**Claim 2.** Assume that \( \alpha_j \) is a conscious action for \( j \) in R, and that \( j \) recalls \( \text{did}_j(\alpha_j) \) in R. Then \( \text{did}_j(\alpha_j) \) is a j-local fact in R.

**Proof.** Suppose that \( (R, r, t) \models \text{did}_j(\alpha_j) \). Then, by definition of \( \text{did}_j(\alpha_j) \), we have \( (R, r, t) \models \text{does}_j(\alpha_j) \) for some \( i \leq t \). Choose an arbitrary \( (r', t') \in \text{Pts}(R) \) satisfying that \( (r', t') \approx_j (r, t) \). Then \( (R, r', t') \models \text{does}_j(\alpha_j) \) since \( \alpha_j \) is a conscious action for \( j \) in R. By definition of \( \text{did}_j(\alpha_j) \) it follows that \( (R, r', t') \models \text{did}_j(\alpha_j) \). Now, by definition of \( \vdash \) for \( K_j \) we have that \( (R, r, t) \models K_j \text{did}_j(\alpha_j) \). By assumption, \( j \) recalls \( \text{did}_j(\alpha_j) \) in R, and so \( K_j \text{did}_j(\alpha_j) \) is stable in R. Thus, since \( t \geq t_j \), we obtain that \( (R, r, t) \models K_j \text{did}_j(\alpha_j) \), as claimed.

We can now show:

**Theorem 5.3.** (Ordering and Nested Knowledge). Assume that

- the actions \( \langle \alpha_1, \ldots, \alpha_k \rangle \) are ordered in R,
- each agent \( j = 1, \ldots, k \) recalls \( \text{did}_j(\alpha_j) \) in R,
- \( \alpha_j \) is a conscious action for \( j \) in R, for all \( j = 1, \ldots, k \), and
- \( \psi \) is a stable, necessary condition for the first action \( \text{does}_1(\alpha_1) \) in R.

Then \( K_j K_{j-1} \cdots K_1 \psi \) is a necessary condition for the \( j \)-th action \( \text{does}_j(\alpha_j) \) in R, for all \( j \leq k \).

**Proof.** Assuming the conditions of the theorem, we will prove by induction on \( j \leq k \) that \( \text{did}_j(\alpha_j) \) validly implies \( K_j K_{j-1} \cdots K_1 \psi \) in R. Since \( \text{does}_j(\alpha_j) \) validly implies \( \text{did}_j(\alpha_j) \) by definition of \( \text{did}_j(\alpha_j) \), this will yield that \( K_j K_{j-1} \cdots K_1 \psi \) is a necessary condition for \( \text{does}_j(\alpha_j) \) in R, as claimed. We proceed with the inductive argument.

- Base case \( j = 1 \): Assume that \( (R, r, t) \models \text{did}_1(\alpha_1) \). By Claim 2 we have that \( (R, r, t) \models K_1 \text{did}_1(\alpha_1) \). Let \( (r', t') \in \text{Pts}(R) \) be an arbitrary point satisfying that \( (r', t') \approx_1 (r, t) \). Then \( (R, r', t') \models \text{did}_1(\alpha_1) \) by the knowledge property. Thus, \( (R, r', t') \models \text{does}_1(\alpha_1) \) holds for some \( t \leq t' \), and because \( \psi \) is a necessary condition for \( \text{does}_1(\alpha_1) \) in R, we obtain that \( (R, r', t') \models \psi \). Since \( \psi \) is stable and \( t' \geq t \), we have that \( (R, r', t') \models \psi \). By choice of \((r', t')\) we have that \( (R, r, t) \models K_1 \psi \), as claimed.
• Inductive step: Let \( j > 1 \) and assume that \( K_{j-1} \cdots K_1 \psi \) is a necessary condition in \( R \) for \( \text{did}_j(\alpha_j) \). Moreover, let \( (R, r, t) \models \text{did}_j(\alpha_j) \). Since \( \alpha_j \) is a conscious action for \( j \), Claim 2 implies that \( (R, r, t) \models K_j \text{did}_j(\alpha_j) \). Choose an arbitrary \( (r', t') \in \text{Pts}(R) \) satisfying that \( (r', t') \models \text{did}_j(\alpha_j) \). By definition of \( K_j \), it follows that \( (R, r, t) \models \text{did}_{j-1}(\alpha_{j-1}) \). We now apply the inductive hypothesis to obtain that \( (R, r, t) \models K_{j-1} \cdots K_1 \psi \).

Finally, we obtain that \( (R, r, t) \models K_j K_{j-1} \cdots K_1 \psi \) by choice of \( (r', t') \) and the definition of \( \models' \) for \( K_j \). The claim now follows.

A slightly more restricted version of Theorem 5.3 was proved in [5]. Rather than consider an arbitrary necessary condition for \( \alpha_1 \), they proved a version for the case in which the first action \( \alpha_1 \) is triggered by an external input to agent 1. Technically, the proofs are quite similar.

Theorem 5.3 provides a necessary, but possibly not sufficient, condition for ordering actions in distributed systems. If agent \( j \) acts strictly later than when \( K_j K_{j-1} \cdots K_1 \psi \) first holds, then it may be inappropriate for agent \( j + 1 \) to act when the fact \( K_j K_{j-1} \cdots K_1 \psi \) holds (i.e., when \( K_{j+1} K_j \cdots K_1 \psi \) first holds). Nevertheless, Theorem 5.3 is often very useful because it can be used as a guide for efficiently, and sometimes even optimally, performing a sequence of ordered actions. Intuitively, suppose that we have a protocol whose goal is to perform \( (\alpha_1, \ldots, \alpha_n) \) in response to an externally generated trigger \( \psi \) (such as the ‘go’ message in Firing Squad). In particular, assume that \( \psi \) is a necessary condition for \( \alpha_1 \). Keeping the communication aspects of this protocol fixed, an optimally fast solution would be for each agent \( j \leq k \) to perform \( \alpha_j \) when \( K_j K_{j-1} \cdots K_1 \psi \) first holds. Let \( R \) be the set of runs of such a protocol with \( r \in R \), and let \( t_j \) and \( t_{j-1} \) be the earliest times at which \( (R, r, t_j) \models K_j K_{j-1} \cdots K_1 \psi \) and \( (R, r, t_{j-1}) \models K_{j-1} \cdots K_1 \psi \) hold in a run \( r \), respectively.

The knowledge property guarantees that \( K_j K_{j-1} \cdots K_1 \psi \) validly implies that \( K_{j-1} \cdots K_1 \psi \) in \( R \), and so \( t_j \geq t_{j-1} \). Since, by assumption, \( \alpha_j \) is performed at time \( t_j \) and \( \alpha_{j-1} \) at \( t_{j-1} \), we have that agents perform actions in linear temporal order, as required by Definition 5.1. Clearly, none of the actions can be performed any earlier, as Theorem 5.3 shows. We conclude that in time-efficient protocols, the nested knowledge formula presented by the theorem can be both necessary and sufficient. In this sense, Theorem 5.3 suggests a recipe for obtaining time-efficient solutions for ordering actions.

Just as Theorem 4.3 implies that common knowledge is a necessary condition for simultaneous actions, we now have by Theorem 5.3 that nested knowledge is a necessary condition for performing actions in linear temporal order. And just as there is an established literature on when common knowledge is and is not attainable and on how it may arise, there are results concerning the communication structure that underlies attaining nested knowledge. Indeed, in a seminal paper [7], Chandy and Misra showed that in asynchronous systems \( R \), if \( (R, r, t) \models \neg \psi \) and at a time \( t' > t \), then \( (R, r, t') \models K_j K_{j-1} \cdots K_1 \psi \) for some \( j \), then there must be a message chain in the run \( r \) between times \( t \) and \( t' \), passing through the agents 1, 2, . . . , \( j \) in this order (possibly involving additional agents as well). Given Theorem 5.3, this implies that the only way to coordinate actions in a linear temporal order in an asynchronous setting is by way of such message chains.

More recently, Ben Zvi and Moses extended Chandy and Misra’s work to systems in which communication is not asynchronous, but rather agents may have access to clocks and the transmission time for each of the channels is bounded [5]. They show that a communication structure called a centipede must be constructed in order to obtain nested knowledge of spontaneous facts such as the arrival of an external input. They prove a slightly more restricted instance of Theorem 5.3 (without using \( K\psi \) directly), and use it to show that ordering actions in their setting requires the construction of the appropriate centipedes. Finally, Parikh and Krasucki analyze the ability to create levels of knowledge consisting of collections of nested knowledge formulas in [27]. Theorem 5.3 relates levels of knowledge to coordination.

6. DISCUSSION

This paper formulated the knowledge of preconditions principle and presented three theorems relating knowledge and coordinated action: the first is the KoP itself—necessary conditions for an action must be known to hold when the action is performed. Next, we showed that necessary conditions for simultaneous actions must be commonly known when the actions are taken. Finally, nested knowledge is a necessary condition for coordinating linearly ordered actions. The latter two are fairly direct consequences of the KoP. We discussed some of the uses of the latter two results in Sections 4 and 5. Indeed the KoP has many further implications.

In recent years, several works that make use of KoP have appeared, citing the unpublished [22]. For example, Castañeda, Gonczarowski and Moses used the KoP to analyze the consensus problem [6], in which agents need to agree on a binary value in a fault-prone system. They designed a protocol in two steps—applying the KoP once to derive a rule by which, roughly, agents decide on 0 when they know of an initial value of 0. Then, they applied the KoP again assuming this rule for decisions on 0, and obtained a rule involving nested knowledge (roughly, a statement of the form “knowing that nobody knows 0”) for deciding on a value of 1. The result of their analysis was a very efficient solution to consensus that is optimal in a strong sense: It is the first unbeatable consensus protocol. The work of [6] complements an earlier work by Halpern, Moses and Waarts [15], in which a fixed point analysis of optimal consensus was obtained. It, too, is closely related to the KoP.

Gonczarowski and Moses used the KoP to analyze the epistemic requirements of more general forms of coordination [12]. Namely, they considered a setting in which \( k \) agents need to perform actions, and there are time bounds on the relative times at which the actions of any pair of agents is performed. The simple instance in which all bounds on \( 0 \) is precisely that of the simultaneous actions considered in Section 4. They show that such coordination requires vectorial fixed points of knowledge conditions, which are naturally

\footnote{Theorems 3.1 and 5.3 depend on conscious actions and therefore do not apply to asynchronous systems. Nevertheless, variants of these theorems can be presented that do apply to asynchronous systems and nondeterministic protocols. Details will appear in [22].}
rally related to fixed points and equilibria. The papers [3, 4, 5, 12] together can all be viewed as making use of the KoP to provide insights into the interaction between time and communication for coordinating actions in a distributed and multi-agent system. Describing them is beyond the scope of the current paper.

The most significant aspect of the KoP, in our view, is the fact that it places a new emphasis on the epistemic aspects of problem solving in a multi-agent system. Simple necessary conditions induce epistemic conditions. Thus, in order to act correctly, one needs a mechanism ensuring that the agents obtain the necessary knowledge, and that they discover that they have this knowledge. Most problems and solutions are not posed or described in this fashion. We believe that the KoP encapsulates an important connection between knowledge, action and coordination that will find many applications in the future.
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ABSTRACT

Market prices reflect information about an asset’s fundamental value. However, it is still not clear the extent to which traders are able to utilize this information. In particular, the market design in itself could affect inferences. The psychology literature provides general evidence that the strategy used in decision-making is contingent on the task’s complexity. The way markets differ in their complexity may influence traders’ decisions. Some markets, for instance, require traders to condition their strategy on a future price, some do not. Although this framing variation in market design should be irrelevant to rational traders, trading optimally when the price is unknown is cumbersome: traders must, in that case, condition their demand strategy on a future price, whose implicit information needs to be anticipated. In an experimental market with diverse information, we investigate the extent to which traders update on the price, in situations where orders are submitted before or after the price has realized.

We compare investors’ behavior in three market settings: a simultaneous limit order market, a simultaneous price list treatment and a sequential market. All treatments have in common that the price reflects private information of another market participant. In the limit order (LO) treatment, participants observe their private signal and state their maximum willingness to pay by placing a limit order. In the price list (PL) treatment the task is discretized: participants choose between buying and selling for a given list of possible price values. Both treatments, LO and PL, are considered as simultaneous because the market price realizes after participants submit their order. In the sequential (S) treatment, participants observe the market price before deciding to buy or to sell. Theoretically, decision outcomes should be identical at least in the treatments PL and S, where the strategy sets are isomorphic.

We find that subjects react strongly to their private information, but not to the price, in both simultaneous treatments LO and PL. In that sense, subjects appear to form naive beliefs. However, switching from a simultaneous system (LO, PL) to a sequential mechanism (S) improves inferences considerably. When the price is known at the time of bid submission, bids react to prices, to an extent that is roughly consistent with Bayesian updating. Surprisingly, in that case, subjects sometimes even overweight the information contained in the price. Hence, market designs affect how well agents process information and, therefore, how efficient prices become.
Continuous, lexicographic context dependence in a binary choice setting

Patrick O’Callaghan†

ABSTRACT
When changes in environmental factors lead to a change in preference for one alternative over another, preference is context dependent. Continuous context dependence arises when appropriate perturbations of context preserve strict preference. For the binary choice setting, we characterise continuous context dependence via a function that is a utility at each context. We provide two examples of lexicographic context dependence that delineate the scope of the model. The first concerns reference dependence in a medical setting; the second considers a financial setting with unawareness and uncertainty.
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1. INTRODUCTION
Cognitive psychology describes a context effect as the influence of environmental factors on our perceptions and responses. In the present paper, we formalise the effect of context on decision making via a context parameter. A decision maker’s preferences are context dependent if strict preference for one alternative over another varies with context.

Context dependence of preference is supported by neuroscience which reveals a strong distinction between the intransient nature of the structural networks of the brain on the one hand and the dynamic nature of its operational subnetworks on the other [15]. The presence of the latter is understood to highlight context dependence as an inherent property of cognitive brain activity.

Continuous dependence on context, or robustness of strict preference to perturbations in the context is a basic requirement. This property is argued to be crucial to brain activity by von Neumann in his unfinished work “The Computer and the Brain” [19]. This assumption is also present in many models of context dependence. Consider reference dependence in Köszegy and Rabin [9]; menu dependence in Pattanaik and Xu [16]; status quo dependence in Masatlioglu and Ok [12] and Sagi [18]; memory dependence in Gilboa and Schmeidler [5]; belief dependence in Gilboa and Schmeidler [4].

In this paper we characterise continuous context dependence for the two alternative (binary choice) case. We show that, provided the set of contexts satisfies certain topological conditions, asymmetry of strict preference at each context and continuous context dependence are together sufficient for the existence of a function that is: firstly, a utility representation on alternatives at each context; and secondly, continuous on the set of contexts.

This representation theorem is a simplification of the main theorem of O’Callaghan [14]. In particular, since there are only two alternatives, we are able to provide a more basic and constructive proof that appeals to Urysohn’s lemma instead of Michael’s selection theorem. Similar to that paper, the topological conditions on the context space that we identify are just enough to yield the desired result. This allows us to study lexicographic context dependence.

Lexicographic context dependence arises when the set of contexts is lexicographically ordered independently of preferences on alternatives. The first example we consider in the present paper is a medical setting where the decision maker (henceforth Val) faces a choice between two medical procedures (alternatives) for her child. Similar to Köszegy and Rabin [9], the contexts are reference points, though we assume that the reference points belong to a lexicographically ordered two dimensional set. The dominant dimension is the probability of survival and the other is a wealth related dummy variable (with values zero or one). Mathematically, this space is known as “double-arrow space” or “the split interval”.

The second example is to a financial setting, where Val is a trader that must choose whether to buy or sell a certain financial derivative. Val may be both unaware and uncertain of the states of the world. Following Heifetz, Meier, and Schipper [7], we assume that unawareness is indexed by a complete lattice. The derivatives that Val trades are more profitable when the uncertainty is higher according to some measure of entropy. In contrast, we suppose that Val always prefers to be more aware. Indeed, because each unawareness level is associated with richer information, we suppose that Val lexicographically prefers higher awareness to higher uncertainty. When the cardinality of the set that indexes unawareness is uncountable and well-ordered, these assumptions yield a context space that is homeomorphic to the “extended long line”. This connection allows us to identify preferences that satisfy continuous context dependence but have no continuous representation.

This latter example highlights the possibility that, when the set of contexts is too general, even though every repre-
sentation of preferences is discontinuous on contexts, preferences are continuous. We deem this to be a modelling problem that is best avoided. For instance, if the set of awareness levels is assumed countable, this issue does not arise.

2. MODEL

Preferences at each context.

Let $X$ denote a nonempty set. For each $x$ in $X$, let $<_x$ denote a binary relation on the set $A = \{a, b\}$. The canonical interpretation of $a <_x b$ is that it formalises the statement “at context $x$, alternative $b$ is strictly preferred to alternative $a$.” Given the focus on binary choice a natural, alternative interpretation is that of stochastic choice. In that case, $a <_x b$ holds provided the empirical probability $b$ is chosen is significantly different from $\frac{1}{2}$ in the forced choice setting of Fechner [3]. Our model accommodates either interpretation.

Context preferences.

The collection $\{<_x\}_{x \in X}$ of binary relations on $A$ is the primitive object we refer to as context preferences or just preferences. Context preferences exclude any preference statements that Val may in fact be in a position to make regarding pairs of contexts, or indeed between one alternative-context pair and another. This information is intentionally ignored so that no assumption need be made concerning preferences over such objects.\footnote{In the language of measurement theory (see d’Aspremont and Gevers [2] for a recent survey) context preferences are low in the information hierarchy.}

Thus although our canonical interpretation is that of stochastic choice. In that case, $a <_x b$ means that, for each $x \in X$, the singleton set $\{a\}$ is open for every $x \in X$.\footnote{We adopt the product notation $x = k \times r$ of Munkres [13] for any element $x \in X$.}

1. Every pair of nonempty, closed and disjoint sets $E$ and $F$, there exists a pair of open disjoint sets $G$ and $H$ such that $E \subseteq G$ and $F \subseteq H$.

2. Every closed set is can be written as a countable intersection of open sets.

If a set $X$ satisfies 0, it is a $T_0$ topological space. The condition that ensures $X$ is normal is 1, whilst 2 ensures $X$ is perfect.

Example 1. A familiar metrizable set is the usual set of nonnegative real numbers $\mathbb{R}^+$. Let the set of contexts $X$ be the cartesian product of the set $\mathbb{N}$ of nonnegative integers with the half open interval of real numbers $[0,1)$. Then $\mathbb{R}^+$ is topologically indistinguishable from $X = \mathbb{N} \times [0,1)$ provided we endow the latter with the topology generated by the intervals of lexicographic order $<_\omega : \mathbb{N} \times \mathbb{N} \to \mathbb{N}$ if and only if $k < l$ or $[k = l \text{ and } r < t]$, where $k, l \in \mathbb{N}$ and $r, t \in [0,1)$. Since $\mathbb{R}^+$ is metrizable, so is $X$.

Recall that $\mathbb{N}$ is the smallest well-ordered infinite set. Its supremum is the first infinite ordinal number, and is often denoted by $\omega$, and so we may write $\mathbb{N} \equiv [0, \omega]$. An extension of this is the well-ordered set $[0, \omega_1)$ of all countable ordinal numbers. $\omega_1$ denotes the first uncountable ordinal. With the above lexicographic order $<_\omega$ and corresponding topology, the product $X' = [0, \omega_1) \times [0,1)$ is perfectly normal, but not metrizable and is known as the “long line”. As such, $X'$ is a valid example of a context space for the purposes of the main theorem.

Extending yet further, the extended long line “glues” the point $\omega_1 \times 0$ to the upper end of the long line to obtain the set $X''$. (This is similar to considering the one-point compactification of $\mathbb{R}^+$ that yields the nonnegative extended real line.) It is not hard to show the $X''$ is normal, but the following argument demonstrates that it is not perfect.

Let $\{G_n : n \in \mathbb{N}\}$ be an arbitrary collection of open neighbourhoods of $\omega_1 \times 0$ in $X''$. Then, by the definition of neighbourhood, each $G_n$ contains an open $<\omega^*$-interval of the form $(x^n, \omega_1 \times 0]$ for each $n$. For each $k < \omega_1$, there are uncountably many $l < \omega_1$ such that $k < l$. Let $k_n$ satisfy $x^n < k_n \times 1 < \omega_1 \times 0$ for each $n$. Then the set $K = \{k_n : n \in \mathbb{N}\}$ is countable. By Munkres [13, Theorem 10.3], $K$ has an upper bound $b < \omega_1$. Then $\bigcap \{G_n : n \in \mathbb{N}\} \neq [\omega_1 \times 0]$ because $[k \times 1, \omega_1 \times 1] \subset G_n$ for every $n$.

Note that in example 1, the order $<_\omega$ is over contexts $X$. The same is true of the examples in subsection 4.1 and 4.2. It is important to note, however, that $<_\omega$ serves only to generate interesting and familiar examples of topological spaces. In contrast, the family of context preference relations $\{<_x\}_{x \in X}$ is the kernel of our model. Indeed, the following are the axioms on $\{<_x\}_{x \in X}$ that we seek to characterise.

Axioms. For a topological space $X$, we will assume:

Asy. for every $x \in X$ and every $i, j \in A$, if $i <_x j$, then not $j <_x i$; and

CD. for each $i, j \in A$, $\{x \in X : i <_x j\}$ is open in $X$.\footnote{We adopt the product notation $x = k \times r$ of Munkres [13] for any element $x \in X$.}
For each $x$ such that neither $a \prec b$ nor $b \prec a$, we write $a \sim b$. By construction therefore, $\sim$ is symmetric: $a \sim b$ if and only if $b \sim a$. Similarly, the weak preference relation $\preceq_x$ that equals $\prec_x \cup \sim_x$ is complete on $A$. (Thus, for each $x$, either $a \preceq_x b$ or $b \preceq_x a$.)

($\text{Asy}$) is commonly referred to as asymmetry. An immediate consequence of ($\text{Asy}$) is that $\sim_x$ is reflexive: $i \sim_x i$ for all $i \in A$. Since $|A| = 2$, $\sim_x$ and $\preceq_x$ are clearly transitive. (Recall that $\sim_x$ is transitive provided that, for any $i, j, k$ in $A$, $i \sim_x j \sim_x k$ implies $i \sim_x k$.) This ensures that, for each $x$, $\preceq_x$ is both complete and transitive.

Continuous (context) dependence (CD), which was motivated in the introduction and discussed further below, characterises the stability of strict preference for one alternative over another. Crucially, this stability is with respect to a perturbation of the context. Together with ($\text{Asy}$), (CD) ensures that the sets $\{x : a \prec_x b\}$ and $\{x : b \prec_x a\}$ are separated sets, where $\{x : a \sim_x b\}$ is the set that separates them. This means that they are not only disjoint, but neither contains a limit point of the other. The remaining consequences are summarised in theorem 2 which now follows.

3. MAIN RESULT

**Theorem 2.** For $A = \{a, b\}$ and $X$ perfectly normal, preferences satisfy ($\text{Asy}$) and (CD) if and only if there exists $U : A \times X \to \mathbb{R}$ such that for every $x \in X$,

1. $U(\cdot, x)$ is a utility representation of $\prec_x$; and
2. $U$ characterises continuous context dependence.

of 2. As usual, the sufficiency of the axioms is the main step in the proof. We begin with this argument.

**Sufficiency.**

Suppose both the sets $\{x : a \prec_x b\}$ and $\{x : b \prec_x a\}$ are nonempty, the remaining cases follow by an identical argument. By ($\text{Asy}$), these sets are disjoint. By (CD), these sets are open and $F = \{x : b \preceq_x a\}$ is closed.

Since $X$ is perfect and $F$ is closed, there exists a countable collection $\{G_n\}_{n \in \mathbb{N}}$ of open sets satisfying $\bigcap_{n=1}^{\infty} G_n = F$. Note that $X - G_n \subseteq \{x : a \prec_x b\}$, so that $F$ and $X - G_n$ are closed and disjoint for each $n$. Since $X$ is normal, the Urysohn lemma applies. For each $n$, this guarantees the existence of a continuous function $f_n : X \to \mathbb{R}$ such that $f_n(x) = 0$ on $F$ and $f_n(x) = 1$ on $X - G_n$, and $0 \leq f_n(x) \leq 1$ otherwise. Now let $f = \sum_{n=1}^{\infty} 2^{-n} f_n$. Since the uniform limit of continuous functions is continuous, $f$ is continuous. Moreover, $f(x) > 0$ if and only if $a \prec b$. By the same argument, there exists another continuous nonnegative function $g : X \to \mathbb{R}$ such that $g^{-1}(0) = \{x : a \preceq_x b\}$.

Let $U(a, x) = 0$ for each $x \in X$ and let

$$U(b, x) = \begin{cases} f(x) & \text{if } a \prec_x b, \\ -g(x) & \text{if } b \prec_x a, \\ 0 & \text{otherwise}. \end{cases}$$

The resulting function $U : A \times X \to \mathbb{R}$ satisfies conditions 1 and 2 of the theorem.

**Necessity.**

Suppose that $U : A \times X \to \mathbb{R}$ satisfies condition 1 of the theorem and that $i \neq j \in A$ and, for some $x \in X$, $U(i, x) < U(j, x)$. Clearly, by asymmetry of $\prec$ on $\mathbb{R}$, it cannot be that $U(j, x) < U(i, x)$. Since $x$ was arbitrarily chosen, 1 is sufficient for ($\text{Asy}$).

Suppose that $U$ also satisfies condition 2 of the theorem. Since the difference of two continuous functions is continuous, $U(i, \cdot) - U(j, \cdot)$ is a continuous function. This ensures that the set $G = \{x : U(i, x) - U(j, x) < 0\}$ is open. By condition 1, $G = \{x : i \prec_j x\}$ and (CD) holds.

**Remark 3.** The proof of theorem 2 highlights the difficulties that arise when $X$ fails to be perfectly normal. In the example of subsection 4.2, we provide a concrete example of preferences that fail to have a continuous representation even though they satisfy (CD). This observation is true of any context space that fails to be perfectly normal [14].

4. APPLICATIONS

We now apply the model to an example of reference-dependent decision making in a medical setting followed by an example of unawareness in a financial setting.

4.1 Medical decision making

The main example of this subsection shows that the results apply to problems that cannot be modelled using either a context-free utility function or the previous results in the literature on jointly continuous utility representations. Extending it provides a concrete example where there is no continuous representation of preferences that satisfy continuous context dependence at the end of the subsection.

**Contexts.**

Consider a setting where Val is the mother of a child with a life threatening, but curable illness. Each context is a reference point in the sense of Kahneman and Tversky [8], but like K˝ oszegy and Rabin [9], the reference point is allowed to vary. Assume the set of reference points Val might face is $X = (0, 1) \times \{0, 1\}$. The first dimension $0 < p < 1$ denotes the (objective) probability that no medical complications arise from the procedure. We suppose that $p$ would be provided by the child’s physician on the basis of historical statistics and that, in this respect, there is no difference between the private and public sectors. The second dimension is a dummy variable that indicates whether Val is a home owner ($k = 1$) or not ($k = 0$).

**Preferences.**

Val is to choose whether or not she will go private (possibly taking out a loan to do so). The elements of $A$ are therefore $a = \text{“go public”}$ and $b = \text{“go private”}$ respectively. The private sector provides a private room for her child and allows for arbitrarily long visiting hours. On the other hand $b$ incurs a fixed cost of $10,000$. 3 There are no further (financial) costs relating to the complications that arise following the procedure. Wishing to be at her child’s bedside in the case of complications, Val will always go private if $p < \frac{1}{2}$. If $\frac{1}{2} < p$, Val considers the risk of complications to be sufficiently low to warrant going public. Let $p = \frac{1}{3}$ and $\tilde{p} = \frac{99}{100}$. For the remaining contexts $\{x \in X : p \leq x_1 \leq \tilde{p}\}$, Val

3The setting we have in mind is the Australian healthcare system, where going private entails paying a portion of the doctors’ fees for those with private health insurance. In that system, those with private health insurance may still choose to go public.
is indecisive between the two alternatives. Thus, at each context \( x \in X \), \( x \) satisfies (Asy).

**Lexicographic ordering of contexts.**

As in example 1, we adopt the product notation \( x = p \times k \) for elements of \( X \). Since both dimensions of \( X \) are variables over which Val has no control, they are treated as context variables. Nonetheless, it may be reasonable to assume that Val has a strict preference ordering \( <^* \) over \( X \) for contexts \( x = p \times k \) with higher values of \( p \) regardless of the value of \( k \). It may also reasonable to assume that, if \( x = p \times k \) and \( y = q \times l \) and \( p = q \), then \( x <^* y \) is better if \( k < l \).

**Continuous reference dependence.**

Consider the following collection of \((open)\) order intervals in the set of contexts \( X \):

\[
\{ x : y <^* x \} \quad \text{and} \quad \{ x : x <^* z \}
\]

such that \( y, z \in X \). The collection of open sets \( \tau_X \) formed by taking unions of finite intersections of such intervals generates the lexicographic order topology on \( X \). Note that, since \( \{ y : p \times 0 <^* y <^* p \times 1 \} \) is empty, \( \{ y : p \times 0 <^* y \} = \{ y : p \times 1 \leq y \} \). This ensures that the latter set is both open and closed in \( X \). By the same argument, the the same is true of \( \{ y : y \leq \hat{p} \times 0 \} \). Since the intersection of two open sets is open. \( \{ y : p \times 1 \leq y \leq \hat{p} \times 0 \} \) is both open and closed in \( X \). Moreover, this set can also be rewritten as

\[
\left( \{ p, \hat{p} \} \times \{ 0 \} \right) \cup \left( \{ p, \hat{p} \} \times \{ 1 \} \right).
\]

**Lemma 4.** The set \( \{ x : a \sim b \} \) is closed in \( X \).

**Proof.** Since \( \{ y : a \sim b \} = \{ y : p \times 1 \leq y \leq \hat{p} \times 0 \} \cup \{ p \times 0 \} \cup \{ \hat{p} \times 0 \} \) and the union of three closed sets is closed, the proof is complete.

**Representation of preferences.**

\((X, \tau_X)\) is a well known example of a perfectly normal topological space [6]. Thus, theorem 2 and lemma 4 guarantees the existence of a family of utility representations, one for each \( x \) such that \( x \in X \) that is continuous on \( X \).

The space \( X \) is not metrizable, and so the results of Levin [11] and Caterino, Cespigelli, and Maccario [1] do not apply. See O’Callaghan [14] for a discussion of the connections with those results. As with many lexicographically ordered sets, \((<^*, X)\) cannot be represented by any context-free utility function with values in \( \mathbb{R} \). This implies that Val’s preferences cannot be extended to a context-free binary relation on \( A \times X \) that contains \( <^* \) and has a real-valued utility representation.

### 4.2 Unawareness frames

Consider a setting where Val is a financial derivatives trader who must choose between two alternatives in the face of both unawareness and uncertainty regarding the state of the world.

---

4. Being indecisive is observationally equivalent to being indifferent in this case.

5. This property has lead \( X \cup \{ 0, 1 \}^2 \) to be called “double-arrow” space.

---

**The context space.**

In order to construct the set of contexts \( X \), we consider a lattice \( L \) of standard state spaces as in Heifetz, Meier, and Schipper [7]. Each state space \( S \in L \) represents a different level of awareness. We focus on the special case where the lattice order \( \leq^L \) on \( L \) is well-ordered: that is, every \( L' \subseteq L \) has a smallest element. Essentially, this restricts attention to the single agent unawareness problem, for then every pair of elements \( S, S' \in L \) are comparable.

Heifetz, Meier, and Schipper [7] assume that \( L \) is a complete lattice. That is, every \( L' \subseteq L \) has a greatest lower bound and a least upper bound according to \( \leq^L \). As \( L \) is well-ordered, if it has a greatest element \([10]\), then it is a complete lattice. Let \( \omega_1 \) be the smallest uncountable ordinal number of example 1 and recall that \([0, \omega_1] = \{0, \omega_1\} \). Then \([0, \omega_1] \) is a complete lattice. Let 0 and \( \omega_1 \) index the minimal and maximal elements of \( L \) respectively, and let \([0, \omega_1] \) and \( L \) be order isomorphic. This allows us to identify \( L \) and \([0, \omega_1] \), where necessary drop reference to \( S_k, S_l \), simply refer to \( k, l \in L \).

Let \( L \) denote the first dimension of the context space. The second dimension represents different levels of uncertainty given the level of awareness. To keep the example to a minimum, we assume that each \( S \in L \) is associated with a single \( \sigma \)-algebra \( \Sigma_S \) on \( S \) that represents Val’s information. Moreover, we suppose that Val is only concerned a given entropy ranking \( \leq^S \) of some subset \( D \) of the of all probability measures on \( \Sigma_S \). In particular, for \( p, q \in D \), \( p \leq^S q \) means that the entropy of \( p \) is weakly lower than the entropy of \( q \) according to \( \leq^S \). Recall that the entropy of a measure evaluates the disorder associated with a measure, for instance, uniform distributions have maximum entropy, and Dirac measures that assign full mass to any given point have minimum entropy.

It is standard to associate entropy orders with some interval in \( \mathbb{R} \). We assume that \( (D, \leq^S) \) is order isomorphic to the usual order \( < \) on the half-open interval \([0, 1)\) in \( \mathbb{R} \). This implies that the minimum entropy is attained for some probability measure in \( D \), whereas the maximum entropy is not.

**Remark 5.** Whilst the main reason for this assumption is to simplify the exposition, examples where the maximum entropy does not exist are provided by [17]. In particular, for probability measures with unbounded support, if the ratio of the third (skewness) and fourth (kurtosis) moments of a distribution is is high the maximum entropy does not exist. Alternatively, in a setting where the distributions have bounded support, and the uniform distribution has the maximum entropy, this assumption is equivalent to assuming Val always has some useful information, and this moves her away from the maximum entropy.

**Lexicographic ordering of contexts.**

For certain trading strategies, uncertainty is a good thing. This is where the trader profits from higher volatility. We assume this is the case for Val. On the other hand, because lower unawareness can imply trading with insiders, we assume higher awareness is always better for Val. So as to highlight the continuity issue that can arise in the simplest possible terms, we assume that \( X = [0, \omega_1] \times [0, 1) \), and that Val lexicographically orders \( X \) as follows: if \( x = k \times r \) and...
y = l \times t$, then $x \preceq^* y$ if and only if $k \leq^L l$ or $[k = l$ and $r \leq^S t]$. As in the example of section 4.1, we consider the order topology on $X$ associated with $<^*$. 

Preferences given context.

Let $a$=“sell” and $b$=“buy”. We assume that Val’s preferences on $A = \{a, b\}$ are such that $a \sim_x b$ if and only if $x = \omega_1 \times 0$. For all $x <^* \omega_1 \times 0$, Val strictly prefers to buy at $x$. Finally, suppose that $b <^*_x a$ holds only if $\omega_1 \times 0 <^* x$. In other words, it is only when Val is fully aware and there is some uncertainty that she realises she would strictly prefer to be a seller. In the language of logic and Heifetz, Meier, and Schipper [7] in particular, there is some special proposition that belongs only to $\omega_1$ that causes Val to prefer to sell.

Note that Val’s preferences satisfy both (Asy) and (CD). The latter follows simply because the set $\{x : a \sim_x b\}$ contains only the point $\omega_1 \times 0$ and, by condition 0 of the definition of a perfectly normal set, the singleton sets are closed in the order topology generated by $<^*$. Nonetheless, theorem 2 does not apply because $X$ is not perfectly normal.

No continuous characterisation.

Recall from example 1, that the extended long line is not perfectly normal because it contains a closed set that is not equal to the intersection of some countable collection of open sets. We have chosen Val’s preferences so that $\{x : b \preceq_x a\} = \{\omega_1\} \times [0, 1)$. This leads us to the following proposition.

Proposition 6. There is no representation of Val’s preferences that characterises continuous context dependence.

OF PROPOSITION 6. Note that $\{x : b \preceq_x a\} = \{\omega_1\} \times [0, 1)$. Following the construction in the proof of theorem 2, suppose there exists a continuous, nonnegative function $g : X \rightarrow \mathbb{R}$ such that $g^{-1}(0) = \{\omega_1\} \times [0, 1)$. Now let $G_n = \{x : g(x) < n^{-1}\}$ for each $n \in \mathbb{N}$. Then by construction, $\bigcap_n [G_n : n \in \mathbb{N}] = \{\omega_1\} \times [0, 1)$. This, however, contradicts the proof in the final paragraph of example 1 that $X$ is not perfect.

5. SUMMARY

We have studied a simple model of context dependence for the binary choice setting. For this case, the main theorem provides a representation of preferences that depend continuously on a perfectly normal context space. This allowed us to consider two examples of lexicographic context dependence. The first example was developed in the setting of a medical decision. There the context space satisfied the conditions for the representation theorem. The second example looked at unawareness and uncertainty in a financial setting. In this case, the context space was not perfectly normal and preferences were such that no continuous representation is available.
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ABSTRACT

Harsanyi (1967–1968) showed how infinite belief hierarchies can be encoded by means of type structures. Such encodings, however, are far from unique: Two different types – possibly from two different type structures – may generate exactly the same belief hierarchy. In this paper we present a finite recursive procedure, the Type Partitioning Procedure, which verifies whether two types, from two potentially different finite type structures, induce the same belief hierarchy or not. Important is that the procedure does not make explicit reference to belief hierarchies, but operates entirely within the language of type structures.
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1. INTRODUCTION

Belief hierarchies play a fundamental role in the modern analysis of games. In games with incomplete information where players face uncertainty about the opponents’ utilities – it is important to model what a player believes about his opponents’ utility functions, what he believes about the opponents’ beliefs about their opponents’ utility functions, and so on (Harsanyi 1962, 1967–1968), Börjesson and Eisele (1979), Mertens and Zamir (1985), Ely and Peshki (2006), Dekel, Fudenberg and Morris (2007), Weinstein and Yildiz (2007) and others). But even in games with complete information – where the players’ actual utility functions are transparent to everyone – belief hierarchies naturally enter the analysis when we investigate the belief a player has about his opponents’ choices, and so on. Such belief hierarchies are the basis for many concepts in epistemic game theory, most of which build upon the central notion of common belief in rationality (Brandenburger and Dekel 1987), Tan and Werlang (1988)). For an overview of these concepts, see Brandenburger (2007), Perea (2012) and Dekel and Siniscalchi (2013).

One important practical problem with belief hierarchies is that these are infinite objects, with infinitely many layers of beliefs. It is thus impossible to explicitly write down a belief hierarchy, layer by layer, as there are infinitely many of these. But then, the question naturally arises: Is there a way to represent belief hierarchies in a compact and convenient way?

Harsanyi (1967–1968) gave a positive and elegant answer to this question. He focused on a setting in which the belief hierarchies concern only the players’ utilities, but his construction has later been extended to situations where players also hold beliefs about the opponents’ choices. The construction in which Harsanyi proposed was very simple: For every player we define a set of types, and for every type we define a utility function, together with a probabilistic belief about the opponents‘ types. From this very simple construction we can then derive, for every type, a first-order belief about the opponents’ utility functions, a second-order belief about the opponents’ first-order beliefs, and so on. That is, for every type we can derive a full belief hierarchy on the players’ possible utility functions in the game. This construction by Harsanyi was a major step forward, as it allowed us to encode infinite belief hierarchies about utilities in a very compact and convenient fashion.

Harsanyi’s original idea can easily be adapted to a framework where players also hold beliefs about other features besides the players’ utilities. Assume that every player faces a basic space of uncertainty, which can include the parameters determining the players’ utility functions, the set of opponents’ choices, and possibly some other features as well. Now, consider for every player a set of types, and associate to every type a probabilistic belief about the basic space of uncertainty and the opponents’ types. Then, similarly to Harsanyi’s construction, we can derive for every type a full belief hierarchy, specifying a first-order belief about the basic space of uncertainty, a second-order belief about the opponents’ first-order beliefs about their basic spaces of uncertainty, and so on. This construction, which we call a type structure, thus allows us to encode infinite belief hierarchies about any set of parameters in a very compact way.

Such encodings, however, are far from unique: Two different types – possibly from two different type structures – may encode one and the same belief hierarchy. In view of this “multiplicity problem” we ask the following natural question in this paper: When do two types, from two potentially different finite type structures, induce the same belief hierarchy?

Checking this directly, by explicitly comparing their induced first-order beliefs, second-order beliefs, and so on, may be quite cumbersome as one needs to check for infinitely many levels of belief. Instead, this paper presents a finite recursive procedure, the Type Partitioning Procedure, which

\*This paper is a substantially revised version of an earlier paper with the same title. I would like to thank Pierpaolo Battigalli, Eddie Dekel, Amanda Friedenberg, Willemien Kets, Christian Nauerz, Miklós Pintér and Elias Tsakas for very useful comments on the earlier version.
tells us precisely when two such types induce the same belief hierarchy, and when they do not. The procedure works as follows. If we compare two types from two different type structures, we start by merging the two type structures into one large type structure. In every round, the procedure generates for every player a partition of the set of types in the large type structure, where the partition in the current round will always be a refinement of the partition from the previous round. Since we restrict to type structures with finitely many types, this procedure will always terminate within finitely many rounds. The equivalence classes in the final partitions will then be exactly those groups of types that generate the same belief hierarchy. That is, two types generate the same belief hierarchy exactly when they belong to the same equivalence class in the final partition. We actually show a bit more in Theorem 2: We prove that for every n, two types share the same n-th order belief precisely when they belong to the same equivalence class of the partition produced in round n of the procedure. In that sense, the Type Partitioning Procedure provides a convenient and automated way to verify whether two types share the same belief hierarchy, or the same beliefs up to a fixed order n. Important, moreover, is that the Type Partitioning Procedure does not make any explicit reference to belief hierarchies – it operates entirely within the “language” of type structures.

We use the Type Partitioning Procedure to establish an interesting property of belief hierarchies which – we believe – is new. Suppose we compare two types – possibly from two different type structures – and let N be the total number of types in these two type structures. Then, we prove in Corollary 1 that these two types induce the same belief hierarchy exactly when they induce the same N-th order belief. To prove this result we use the property that the Type Partitioning Procedure will always terminate within at most N rounds. In particular, the smaller the number of types in the type structure, the less belief levels we must check in order to conclude that two types share the same belief hierarchy.

The outline of this paper is as follows. In Section 2 we introduce type structures and belief hierarchies, and show how we can derive belief hierarchies from types. In Section 3 we describe the Type Partitioning Procedure, illustrate it by means of an example, and show how it characterizes those types that share the same belief hierarchy. In Section 4 we show how the procedure can be used to test whether two types from different type structures generate the same belief hierarchy or not. In Section 5 we use the Type Partitioning Procedure to test properties of type structures rather than individual types. For instance, we use the procedure to check whether a type structure contains redundant types or not, or whether one type structure is contained in another type structure, in the sense that for every type in the first structure there is a type in the second structure that generates the same belief hierarchy. Section 6, finally, contains the proofs.

2. BELIEF HIERARCHIES AND TYPES

In this section we show how belief hierarchies can be encoded by means of a type structure, and how every type within a type structure can be “decoded” by deriving a full belief hierarchy from it.

2.1 Encoding Belief Hierarchies by Type Structures

Consider a finite set of agents I. Assume that each agent i faces a basic space of uncertainty $X_i = (X_i, \Sigma_i)$, where $X_i$ is an arbitrary set and $\Sigma_i$ a $\sigma$-algebra on $X_i$. That is, $(X_i, \Sigma_i)$ is a measurable space. The combination $X = (X_i)_{i \in I}$ of basic uncertainty spaces is called a multi-agent uncertainty space.

If the agents are the players in a game, the basic space of uncertainty for player i could, for instance, be the set of opponents’ choice combinations, or the set of parameters determining the utility functions of the players, or even a combination of the two. The first scenario is the standard framework for games with complete information, the second scenario is Harsanyi’s (1967–1968) original setting for games with incomplete information, whereas the last scenario is investigated in Böge and Eisele (1979) and Mertens and Zamir (1985), among others. The sets $X_i$ could also include external events that cannot be influenced by the agents, as is the case in Böge and Eisele (1979).

A belief hierarchy for player i specifies a probability measure on $X_i$ – the first-order belief, a probability measure on $X_i$ and the opponents’ possible first-order beliefs – the second-order belief, and so on. Following Harsanyi’s (1967–1968) approach, we will encode such infinite belief hierarchies by means of type structures. In this paper we focus on type structures with finitely many types, which of course imposes restrictions on the possible belief hierarchies we can encode. Indeed, there are belief hierarchies which can simply not be encoded by type structures with finitely many types.

Definition 1 (Type Structure). Consider a multi-agent uncertainty space $X = (X_i, \Sigma_i)_{i \in I}$. A finite type structure for $X$ is a tuple $T = (T, b_i)_{i \in I}$ where, for every player i,

(a) $T_i$ is the finite set of types for player i, and
(b) $b_i : T_i \rightarrow \Delta(X_i \times T_{-i}, \hat{\Sigma}_i)$ is a mapping that assigns to every type $t_i$ a probabilistic belief $b_i(t_i) \in \Delta(X_i \times T_{-i}, \hat{\Sigma}_i)$ on his basic uncertainty space and the opponents’ type combinations.

Here, $T_{-i} := \bigtimes_{j \neq i} T_j$. For any measurable space $(Y_i, \hat{\Sigma}_i)$, we denote by $\Delta(Y_i, \hat{\Sigma}_i)$ the set of probability measures on $(Y_i, \hat{\Sigma}_i)$. In part (b) of the definition, we assume $\hat{\Sigma}_i$ to be the product $\sigma$-algebra on $X_i \times T_{-i}$ induced by the $\sigma$-algebra $\Sigma_i$ on $X_i$ and the discrete $\sigma$-algebra on the finite set $T_{-i}$.

2.2 From Type Structures to Belief Hierarchies

In the previous subsection we have introduced a type structure as a way to encode belief hierarchies. We will now show how to “decode” a type within a type structure, by deriving the full belief hierarchy it induces.

Consider a finite type structure $T = (T_i, b_i)_{i \in I}$ for $\Gamma$. Then, every type $t_i$ within T induces an infinite belief hierarchy

$$h_i(t_i) = (h_i^1(t_i), h_i^2(t_i), ...),$$

where $h_i^1(t_i)$ is the induced first-order belief, $h_i^2(t_i)$ is the induced second-order belief, and so on. We will inductively define, for every n, the n-th order beliefs induced by types $t_i$ in $T$, building upon the $(n - 1)$-th order beliefs that have
been defined in the preceding step. We start by defining the first-order beliefs.

For every player $i$, and every type $t_i \in T_i$, define the first-order belief $h_i^1(t_i) \in \Delta(X_i, \Sigma_i)$ by

$$h_i^1(t_i)(E_i) := b_i(t_i)(E_i \times T_{-i})$$

for all $E_i \in \Sigma_i$.

Now, suppose that $n \geq 2$, and assume that the $(n-1)$-th order beliefs $h_i^{n-1}(t_i)$ have been defined for all players $i$, and every type $t_i \in T_i$. Let

$$h_i^{n-1}(T_i) := \{ h_i^{n-1}(t_i) \mid t_i \in T_i \}$$

be the finite set of $(n-1)$-th order beliefs for player $i$ induced by types in $T_i$. For every $h_i^{n-1} \in h_i^{n-1}(T_i)$, let

$$T_i[h_i^{n-1}] := \{ t_i \in T_i \mid h_i^{n-1}(t_i) = h_i^{n-1} \}$$

be the set of types in $T_i$ that have the $(n-1)$-th order belief $h_i^{n-1}$.

Let $h_i^{n-1}(T_{-i}) := \times_{j \neq i} h_j^{n-1}(T_j)$, and for a given $h_i^{n-1} = (h_i^{n-1})_{j \neq i}$ in $h_i^{n-1}(T_{-i})$ let $T_i[h_i^{n-1}] := \times_{j \neq i} T_i[h_j^{n-1}]$.

We define the $n$-th order beliefs $h_i^n(t_i)$ as follows. Let $\Sigma_i^{n-1}$ be the product $\sigma$-algebra on $X_i \times h_i^{n-1}(T_{-i})$ induced by the $\sigma$-algebra $\Sigma_i$ on $X_i$ and the discrete $\sigma$-algebra on the finite set $h_i^{n-1}(T_{-i})$. For every type $t_i \in T_i$, the $n$-th order belief $h_i^n(t_i) \in \Delta(X_i \times h_i^{n-1}(T_{-i}), \Sigma_i^{n-1})$ be given by

$$h_i^n(t_i)(E_i \times \{ h_i^{n-1} \}) := b_i(t_i)(E_i \times T_{-i}[h_i^{n-1}])$$

for every $E_i \in \Sigma_i$ and every $h_i^{n-1} \in h_i^{n-1}(T_{-i})$.

Finally, for every type $t_i \in T_i$, we denote by

$$h_i(t_i) := (h_i^n(t_i))_{n \in \mathbb{N}}$$

the belief hierarchy induced by $t_i$.

3. TYPE PARTITIONING PROCEDURE

Suppose we consider a finite type structure for some multi-agent uncertainty space $X$. In this section we will present a recursive procedure – the Type Partitioning Procedure – that tells us, within finitely many steps, which types from this type structure induce the same belief hierarchy and which do not. Important is that this procedure does not make explicit reference to belief hierarchies, but operates entirely within the “language” of type structures.

3.1 Definition of the Procedure

To formally define this procedure, we need the following terminology. A finite partition of a set $A$ is a finite collection $\mathcal{P} = \{ P_1, \ldots, P_k \}$ of nonempty subsets $P_k \subseteq A$ such that $\bigcup_{k=1}^k P_k = A$ and $P_k \cap P_m = \emptyset$ whenever $k \neq m$. We refer to the sets $P_k$ as equivalence classes. For an element $a \in A$, we denote by $\mathcal{P}(a)$ the equivalence class $P_k$ to which $a$ belongs. The trivial partition of $A$ is the partition $\mathcal{P} = \{ \{ \} \}$ containing only one set – the full set $A$. For two partitions $\mathcal{P}_1$ and $\mathcal{P}_2$ on $A$, we say that $\mathcal{P}_1$ is a refinement of $\mathcal{P}_2$ if for every set $P_1 \in \mathcal{P}_1$ there is a set $P_2 \in \mathcal{P}_2$ such that $P_1 \subseteq P_2$. We say that $\mathcal{P}_1$ is a strict refinement of $\mathcal{P}_2$ if $\mathcal{P}_1$ is a refinement of $\mathcal{P}_2$ and $\mathcal{P}_1 \neq \mathcal{P}_2$.

In the procedure we recursively partition the set of types of an agent into equivalence classes – starting from the trivial partition, and refining the previous partition with every step – until these partitions cannot be refined any further. We show that the equivalence classes produced in round $n$ contain exactly the types that induce the same belief hierarchy up to order $n$. In particular, the equivalence classes produced at the end contain precisely those types that induce the same (infinite) belief hierarchy.

**Procedure 1 (Type Partitioning Procedure).** We consider a multi-agent uncertainty space $X = (X_i, \Sigma_i)_{i \in I}$, and a finite type structure $T = (T_i, b_i)_{i \in I}$ for $X$.

**Initial step.** For every agent $i$, let $\mathcal{P}^0_i$ be the trivial partition of his set of types $T_i$.

**Inductive step.** Suppose that $n \geq 1$, and that the partitions $\mathcal{P}^{n-1}_i$ have been defined for every agent $i$. Then, for every agent $i$, and every $t_i \in T_i$,

$$\mathcal{P}^n_i(t_i) = \{ t_i' \in T_i \mid b_i(t_i')(E_i \times \mathcal{P}^{n-1}_i) = b_i(t_i)(E_i \times \mathcal{P}^{n-1}_i) \}$$

for all $E_i \in \Sigma_i$, and all $\mathcal{P}^{n-1}_i \in \mathcal{P}^{n-1}_i$.

The procedure terminates at round $n$ whenever $\mathcal{P}^n_i = \mathcal{P}^{n-1}_i$ for every agent $i$.

In this procedure, $\mathcal{P}^{n-1}_i$ is the partition of the set $T_{-i}$ induced by the partitions $\mathcal{P}^{n-1}_j$ on $T_j$. More precisely, if $t_{-i} = (t_j)_{j \neq i}$ is in $T_{-i}$, then

$$\mathcal{P}^{n-1}_i(t_{-i}) := \times_{j \neq i} \mathcal{P}^{n-1}_j(t_j),$$

which is a subset of $T_{-i}$.

We will now illustrate the Type Partitioning Procedure by means of an example.

**Example 1.** Consider a multi-agent uncertainty space $X = (X_i, \Sigma_i)_{i \in I}$ where $I = \{ 1, 2 \}$, $X_1 = \{ c, d \}$, $X_2 = \{ e, f \}$, and $\Sigma_1, \Sigma_2$ are the discrete $\sigma$-algebras on $X_1$ and $X_2$, respectively. Consider the type structure $T = (T_1, T_2, b_1, b_2)$ in Table 1. Here, $b_1(t_1) = \frac{1}{2}(c, t_2) + \frac{1}{2}(d, t_2)$ means that type $t_1$ assigns probability $\frac{1}{2}$ to each pair $(c, t_2) \in X_1 \times T_2$, and probability $\frac{1}{2}$ to each pair $(d, t_2) \in X_1 \times T_2$. Similarly for the other types in the table. We will now run the Type Partitioning Procedure.

**Initial Step.** Let $\mathcal{P}^0_1$ be the trivial partition of the set of types $T_1$, and let $\mathcal{P}^0_2$ be the trivial partition of the set of types $T_2$. That is,

$$\mathcal{P}^0_1 = \{ \{ t_1, t'_1, t''_1 \} \}$$

and

$$\mathcal{P}^0_2 = \{ \{ t_2, t'_2, t''_2 \} \}.$$
Round 1. By equation (2),
\[ P_1^1(t_1) = \{ \tau_1 \in T_1 \mid b_1(\tau_1)({c} \times T_2) = b_1(t_1)({c} \times T_2) = \frac{1}{2} ,
\]
\[ b_1(\tau_1)({d} \times T_2) = b_1(t_1)({d} \times T_2) = \frac{1}{2} \}
\]
which implies that
\[ P_1^1 = P_0^1 = \{ \{ t_1, t_1', t_1'' \} \}.
\]
At the same time,
\[ P_2^2(t_2) = \{ \tau_2 \in T_2 \mid b_2(\tau_2)((e) \times T_1) = b_2(t_2)((e) \times T_1) = \frac{3}{4} ,
\]
\[ b_2(\tau_2)((f) \times T_1) = b_2(t_2)((f) \times T_1) = \frac{1}{4} \}
\]
which implies that \( P_2^2(t_2') = \{ t_2'' \} \), and hence
\[ P_2^2 = \{ \{ t_2, t_2'', \} \}.
\]

Round 2. By equation (2),
\[ P_1^2(t_1) = \{ \tau_1 \in T_1 \mid b_1(\tau_1)((c) \times \{ t_2, t_2'' \}) = b_1(t_1)((c) \times \{ t_2, t_2'' \}) = \frac{1}{2} ,
\]
\[ b_1(\tau_1)((c) \times \{ t_1', t_1'' \}) = b_1(t_1)((c) \times \{ t_1', t_1'' \}) = 0 ,
\]
\[ b_1(\tau_1)((d) \times \{ t_2, t_2'' \}) = b_1(t_1)((d) \times \{ t_2, t_2'' \}) = 0 ,
\]
\[ b_1(\tau_1)((d) \times \{ t_1', t_1'' \}) = b_1(t_1)((d) \times \{ t_1', t_1'' \}) = \frac{1}{2} \}
\]
which implies that \( P_1^2(t_1') = \{ t_1'' \} \), and hence
\[ P_1^2 = \{ \{ t_1, t_1', t_1'' \} \}.
\]
Since \( P_1^1 = P_0^1 \), we may immediately conclude that
\[ P_2^2 = P_2^1 = \{ \{ t_2, t_2'', \} \}.
\]

Round 3. As \( P_2^2 = P_2^1 \), we may immediately conclude that
\[ P_1^3 = P_1^2 = \{ \{ t_1, t_1', t_1'' \} \}.
\]
By equation (2),
\[ P_2^3(t_2) = \{ \tau_2 \in T_2 \mid b_2(\tau_2)((e) \times \{ t_1', t_1'' \}) = b_2(t_2)((e) \times \{ t_1', t_1'' \}) = \frac{3}{4} ,
\]
\[ b_2(\tau_2)((f) \times \{ t_1', t_1'' \}) = b_2(t_2)((f) \times \{ t_1', t_1'' \}) = 0 ,
\]
\[ b_2(\tau_2)((f) \times \{ t_2, t_2'' \}) = b_2(t_2)((f) \times \{ t_2, t_2'' \}) = \frac{1}{4} \}
\]
which implies that \( P_2^3(t_2') = \{ t_2'' \} \), and hence
\[ P_2^3 = \{ \{ t_2, t_2'', \} \} = P_2^2.
\]
As \( P_1^3 = P_1^2 \) and \( P_2^3 = P_2^2 \), the procedure terminates at round 3. The final partitions of the types are thus given by
\[ P_1^\infty = \{ \{ t_1, t_1', t_1'' \} \} \text{ and } P_2^\infty = \{ \{ t_2, t_2'' \} \}.
\]
The reader may check that all types within the same equivalence class indeed induce the same belief hierarchy. That is, \( t_1 \) induces the same belief hierarchy as \( t_1' \), and \( t_2 \) induces the same belief hierarchy as \( t_2'' \). Moreover, \( t_1 \) and \( t_1'' \) induce different belief hierarchies, and so do \( t_2 \) and \( t_2'' \).

3.2 Characterization Result
We will now show that the Type Partitioning Procedure identifies precisely those types that share the same belief hierarchy. As a preparatory result, we will first highlight two important properties of the procedure. The first property states that the procedure is monotonic in the sense that the partitions generated at a particular round will always be refinements of the partitions generated in the round before. The second property states that the number of rounds that is needed for the procedure to terminate can never be larger than the total number of types we consider.

**Theorem 1** (Properties of Procedure). Consider a multi-agent uncertainty space \( X = (X, \Sigma) \in \mathcal{E} \), and a finite type structure \( T = (T_i, b_i)_{i \in I} \) for \( X \). For every agent \( i \) and every round \( n \geq 0 \), let \( P_i^n \) be the partition of \( T_i \) generated in round \( n \) of the Type Partitioning Procedure. Let \( N \) be the total number of types in \( \cup_{i \in I} T_i \). Then,
\( a) \) the partition \( P_i^n \) will always be a refinement of \( P_i^{n-1} \), for all agents \( i \) and all \( n \geq 1 \);
\( b) \) the procedure will terminate after at most \( N \) rounds.

With this result at hand we can now prove the main theorem in this paper, which states that the Type Partitioning Procedure characterizes precisely those groups of types that induce the same belief hierarchy. We actually prove a little more: we show that the partitions generated in round \( n \) of the procedure characterize exactly those types that yield the same \( n \)-th order belief.

**Theorem 2** (Characterization Result). Consider a multi-agent uncertainty space \( X = (X, \Sigma) \in \mathcal{E} \), and a finite type structure \( T = (T_i, b_i)_{i \in I} \) for \( X \). For every agent \( i \) and every round \( n \geq 0 \), let \( P_i^n \) be the partition of \( T_i \) generated in round \( n \) of the Type Partitioning Procedure. Let \( P_i^\infty \) be the final partition generated by the procedure. Then, for every agent \( i \), every \( n \geq 1 \), and every two types \( t_i, t_i' \in T_i \), we have that
\( a) \) \( h_i^n(t_i) = h_i^n(t_i') \), if and only if \( t_i' \in P_i^n(t_i) \);
\( b) \) \( h_i(t_i) = h_i(t_i') \), if and only if \( t_i' \in P_i^\infty(t_i) \).

By combining Theorems 1 and 2 we can derive some interesting facts about finite type structures and belief hierarchies, which we state in the following corollary.

**Corollary 1** (Properties of Belief Hierarchies). Consider a multi-agent uncertainty space \( X = (X, \Sigma) \in \mathcal{E} \), and a finite type structure \( T = (T_i, b_i)_{i \in I} \) for \( X \). Let \( N \) be the total number of types in \( \cup_{i \in I} T_i \), and let \( t_i, t_i' \in T_i \). Then,
\( a) \) for every \( n \geq 2 \), \( h_i^{n-1}(t_i) = h_i^{n-1}(t_i') \) whenever \( h_i^n(t_i) = h_i^n(t_i') \);
\( b) \) \( h_i(t_i) = h_i(t_i') \), if and only if \( h_i^\infty(t_i) = h_i^\infty(t_i') \).

Property (a) thus states that two types agreeing on the \( n \)-th order belief will also agree on all lower order beliefs. That
is, the $n$-th order belief completely determines the first-order belief, the second-order belief, until the $(n-1)$-th order belief. Property (b) says that in order to check whether two types share the same infinite belief hierarchy or not we only have to compare the $N$-th order beliefs, where $N$ is the total number of types in the type structure. To the best of our knowledge, this result is new in the literature.

The proof of this corollary is actually very easy. To show property (a) consider two types $t_i, t'_i$ with $h^N_i(t_i) = h^N_i(t'_i)$. Then, by Theorem 2, $t'_i \in P^N_i(t_i)$. Since, by Theorem 1, $P^N_i$ is a refinement of $P^N_{i-1}$, it follows that $t'_i \in P^N_{i-1}(t_i)$ and hence, by Theorem 2, $h^{N-1}_i(t_i) = h^{N-1}_i(t'_i)$.

To show property (b), take two types $t_i, t'_i$ with $h^N_i(t_i) = h^N_i(t'_i)$. Then, by Theorem 2, $t'_i \in P^N_i(t_i)$. By Theorem 1 we know that the procedure terminates after at most $N$ rounds, and hence $P^N_i = P^N_{\infty}$. By Theorem 2 we conclude that $h_i(t_i) = h_i(t'_i)$.

Some readers may ask why property (a) requires a proof, as in most other papers in the literature the $n$-th order belief induced by a type explicitly contains the $(n-1)$-th order belief as a component, and hence property (a) holds trivially. See, for instance, Heifetz and Samet (1998) and Friedenberg and Meier (2011). However, this is not the case in our setting: Our definition of $h^N_i(t_i)$ does not explicitly carry $h^{N-1}_i(t_i)$ as a component, and it is therefore not obvious that the $n$-th order belief fully determines the $(n-1)$-th order belief. This is a result, which requires a proof in our setting.

4. **Comparing Types from Different Type Structures**

We have seen that the Type Partitioning Procedure tells us exactly which types within a given type structure $T$ induce the same belief hierarchy, and which do not. But what if we want to compare types from different type structures? We will see that the procedure will work for such settings as well.

Let us consider two different finite type structures, $T^1 = (T^1, b^1)_{i \in I}$ and $T^2 = (T^2, b^2)_{i \in I}$, for the same multi-agent uncertainty space $X = (X, \Sigma)_{i \in I}$. For a given agent $i$, take a type $t^1_i \in T^1_i$ and a type $t^2_i \in T^2_i$. How can we check whether $t^1_i$ and $t^2_i$ induce the same belief hierarchy?

What we can do is to first merge the two type structures into one large type structure, and to subsequently run the Type Partitioning Procedure for the large type structure. More precisely, let $T = (T_i, b_i)_{i \in I}$ be the "large" type structure, where $T_i := T^1_i \cup T^2_i$ for all agents $i$, and

$$b_i(t_i) := \begin{cases} b^1_i(t_i), & \text{if } t_i \in T^1_i \\ b^2_i(t_i), & \text{if } t_i \in T^2_i \end{cases}$$

for all types $t_i \in T_i$. Hence, $T$ is a "block" type structure in which types in $T^1_i$ only refer to opponents' types in $T^1_i$, and types in $T^2_i$ only refer to opponents' types in $T^2_i$. But it is still a well-defined type structure, and hence we can run the Type Partitioning Procedure for the "block" type structure $T$, yielding partitions $P^\infty_i$ of the sets $T_i = T^1_i \cup T^2_i$ for every agent $i$. If $t^1_i \in T^1_i$ and $t^2_i \in T^2_i$ turn out to be in the same equivalence class of $P^\infty_i$, then $t^1_i$ and $t^2_i$ induce the same belief hierarchy. Otherwise not. In this way, the Type Partitioning Procedure can also be used to test whether two types from different type structures induce the same belief hierarchy or not.

---

**Table 2:** The type structures from Example 2

<table>
<thead>
<tr>
<th>$n$</th>
<th>$P^N_i$</th>
<th>$P^N_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>{$(t_1, t'_1, t''_1, r_1, r'_1, r''_1)$}</td>
<td>{$(t_2, t'_2, t''_2, r_2, r'_2, r''_2)$}</td>
</tr>
<tr>
<td>1</td>
<td>{$(t_1, t'_1, t''_1, r_1, r'_1, r''_1)$, $(t'_2, t''_2, r_2, r''_2)$}</td>
<td>{$(t_2, t'_2, t''_2, r_2, r''_2)$}</td>
</tr>
<tr>
<td>2</td>
<td>{$(t_1, t'_1, t''_1, r_1, r'_1, r''_1)$, $(t'_2, t''_2, r_2, r''_2)$}</td>
<td>{$(t_2, t'_2, t''_2, r_2, r''_2)$}</td>
</tr>
<tr>
<td>3</td>
<td>{$(t_1, t'_1, t''_1, r_1, r'_1, r''_1)$, $(t'_2, t''_2, r_2, r''_2)$}</td>
<td>{$(t_2, t'_2, t''_2, r_2, r''_2)$}</td>
</tr>
</tbody>
</table>

**Example 2.** To see how this works, let us consider an example with two agents, $I = \{1, 2\}$, where the basic spaces of uncertainty are again given by $X_1 = \{c, d\}$ and $X_2 = \{c, f\}$ — as in Example 1 — together the the discrete $\sigma$-algebras on these sets. Consider the two type structures $T^1 = (T^1, b^1)_{i \in I}$ and $T^2 = (T^2, b^2)_{i \in I}$ on $X$ as given in Table 2. Note that type structure $T^1$ is almost identical to the type structure in Example 1, except for the fact that we have added an extra type $t''_1$ for agent 1.

We want to test whether the types $t_1 \in T^1_1$ and $r_1 \in T^2_1$, which belong to different type structures, induce the same belief hierarchy or not. As a first step we merge the two type structures $T^1$ and $T^2$ into one large block type structure, as described above. If we subsequently run the Type Partitioning Procedure for the large type structure, then the reader may verify that the partitions in every round are given by Table 3. Here, the procedure terminates at round 3. As $t_1$ and $r_1$ are not in the same equivalence class, we conclude that $t_1$ and $r_1$ do not induce the same belief hierarchy. In fact, the final partitions tell us that for agent 1, the types $t_1, t'_1, t''_1$ and $r_1$ all induce the same belief hierarchy, that types $t''_1$ and $r_1$ induce the same belief hierarchy, and
that for type \( t_1'''' \in T_1 \) there is no type in \( T_2 \) that induces the same belief hierarchy. For agent 2, the types \( t_2, t_2'' \) and \( r_2 \) all induce the same belief hierarchy, and so do the types \( t_2, r_2 \) and \( r_2'' \). 

\[ \square \]

5. TESTING FOR PROPERTIES OF TYPE STRUCTURES

The Type Partitioning Procedure can be used to answer several different questions – local and global. First, as we already discussed, we can use it to test whether two types – possibly from different type structures – induce the same belief hierarchy. For agent 2, the types \( t_i, t_i'' \) induce the same belief hierarchy. For agent 1, the types \( t_1, t_1'' \) induce the same belief hierarchy.

But we can also use it to test global properties of type structures. For instance, we can use the procedure to test whether a given type structure contains redundant types or not – where “redundant” means that two different types induce the same belief hierarchy. For this redundancy test we can run the Type Partitioning Procedure and see whether the final partitions contain equivalence classes with at least two types. If this is the case then we conclude that the type structure contains redundancies. If, on the other hand, all equivalence classes contain only one type, then there are no redundancies in the type structure.

In case the type structure contains redundant types, the Type Partitioning Procedure will also tell us how to “remove” these redundancies without changing the induced collection of belief hierarchies. What we can do in this case is to replace every equivalence class in the final partition by a single type, and to change the belief of every type accordingly. Then we will obtain a smaller, non-redundant type structure that induces exactly the same collection of belief hierarchies.

As an illustration, consider the type structure from Table 1. We have seen in Example 1 that the Type Partitioning Procedure generates the final partitions

\[ \mathcal{P}_i = \{\{t_1, t_1'\}, \{t'_{ii}\}\} \quad \text{and} \quad \mathcal{P}_i = \{\{t_2, t_2'\}, \{t''_{ii}\}\}. \]

If we replace the equivalence class \( \{t_1, t_1'\} \) by the single type \( r_1 \), and replace the equivalence class \( \{t_2, t_2'\} \) by the single type \( r_2 \), then we obtain the smaller type structure \( \hat{T} = (\hat{T}_i, \hat{b}_i) \) where

\[ \hat{T}_1 = \{r_1, t_1'\}, \hat{T}_2 = \{r_2, t_2'\} \]

and

\[ \hat{b}_1(r_1) = \frac{1}{2}(e, r_2) + \frac{1}{2}(d, t_2'), \]
\[ \hat{b}_2(t_1') = \frac{1}{2}(e, t_2') + \frac{1}{2}(d, r_2), \]
\[ \hat{b}_2(t_2') = \frac{1}{2}(e, r_1) + \frac{1}{2}(f, t_1'), \]

It can be verified that \( \hat{T} \) is indeed non-redundant, and induces the same collection of belief hierarchies as the original type structure \( T \) from Table 1.

Another global question we can answer is whether two different type structures generate the same collection of belief hierarchies, or whether the collection of belief hierarchies induced by the first type structure is contained in that of the second structure. This is the type of question which is addressed, for instance, in Friedenberg and Meier (2011). To answer the first question we can first merge the two type structures into one, and subsequently run the Type Partitioning Procedure. If the final partitions are such that every equivalence class always contains at least one type from both type structures, then the two structures generate the same collection of belief hierarchies. Otherwise not. Indeed, assume that every equivalence class in the final partitions contains at least one type from each type structure. Then, for every type in the first structure there is a type in the second structure that generates the same belief hierarchy, and vice versa. That is, both type structures produce exactly the same collection of belief hierarchies. If this is not the case, that is, if there is an equivalence class that contains only types from one type structure but not from the other, then these type do not have any “counterpart” in the other type structure, and hence the two type structures differ in the collection of belief hierarchies they generate.

We have collected the insights above in the following corollary.

**Corollary 2** (Type Structures). Consider a multi-agent uncertainty space \( \mathcal{X} = (X_i, \mathbf{\Sigma}_i) \in I \), and two finite type structures \( T^1 = (T_i^1, b_i) \in I \) and \( T^2 = (T_i^2, b_i) \) for \( \mathcal{X} \). Let \( (\mathcal{P}_i^1)_{i \in I} \) be the final partitions generated by the Type Partitioning Procedure if we first merge the two type structures into one. Then:

- (a) type structure \( T^1 \) is redundant, if and only if, there is some agent \( i \) and some \( P_i \in \mathcal{P}_i \) such that \( |P_i \cap T^1_i| \geq 2 \);
- (b) the collection of belief hierarchies induced by \( T^1 \) is a subset of the collection of belief hierarchies induced by \( T^2 \), if and only if, \( P_i \cap T^2_i \neq \emptyset \) for all agents \( i \) and all \( P_i \in \mathcal{P}_i \);
- (c) type structures \( T^1 \) and \( T^2 \) induce the same collection of belief hierarchies, if and only if, \( P_i \cap T^1_i \neq \emptyset \) and \( P_i \cap T^2_i \neq \emptyset \) for all agents \( i \) and all \( P_i \in \mathcal{P}_i \).

Here, we say that a type structure is redundant if it contains at least two different types that generate the same belief hierarchy.

6. PROOFS

**Proof of Theorem 1.** We first prove (a) by induction on \( n \).

**Induction start.** The partition \( \mathcal{P}_i^1 \) will always be a refinement of \( \mathcal{P}_i^0 \) since \( \mathcal{P}_i^0 \) is the trivial partition, by definition.

**Inductive step.** Let \( n \geq 2 \), and suppose that \( \mathcal{P}_i^{n-2} \) is a refinement of \( \mathcal{P}_i^{n-2} \), for all agents \( i \). Consider an agent \( i \), an equivalence class \( P_i \in \mathcal{P}_i^0 \), and two types \( t_i, t_i' \in P_i^0 \). Then, by equation (2),

\[ b_i(t_i')(E_i \times P_i^{n-1}) = b_i(t_i')(E_i \times P_i^{n-1}) \]
for all \( E_i \in \mathbf{\Sigma}_i \), and all \( P_i^{n-1} \in \mathcal{P}_i^{n-1} \).

As, by the induction assumption, \( \mathcal{P}_i^{n-1} \) is a refinement of \( \mathcal{P}_i^{n-2} \) for all \( j \neq i \), it follows that \( \mathcal{P}_i^{n-1} \) is a refinement of \( \mathcal{P}_i^{n-2} \). But then, we conclude from (3) that

\[ b_i(t_i')(E_i \times P_i^{n-2}) = b_i(t_i')(E_i \times P_i^{n-2}) \]
for all \( E_i \in \mathbf{\Sigma}_i \), and all \( P_i^{n-2} \in \mathcal{P}_i^{n-2} \).
which means that $t_i$ and $t_i'$ belong to the same equivalence class in $P_{n-1}^i$. So, we have shown that every two types that are in the same equivalence class of $P_n^i$, are also in the same equivalence class of $P_{n-1}^i$. This, however, implies that $P_n^i$ is a refinement of $P_{n-1}^i$, as was to show. By induction on $n$, property (a) follows.

With property (a) at hand, it is easy to prove property (b). By property (a) we know that for every round $n \geq 1$, and every agent $i$, the partition $P_n^i$ is a refinement of $P_{n-1}^i$. Moreover, for every “active” round $n$ – where the procedure does not terminate yet – the partition $P_n^i$ must be a strict refinement of $P_{n-1}^i$ for at least one agent $i$. It may be verified that for every agent $i$, the number of successive strict refinements cannot be larger than the number of types in $T_i$. As such, the number of active rounds in the procedure cannot be larger than the number of types in $\bigcup_{i \in I} T_i$, which is $N$. This completes the proof.

**Proof of Theorem 2.** We first prove (a) by induction on $n$.

**Induction start.** Consider two types $t_i, t_i' \in T_i$. Suppose first that $h_i^1(t_i) = h_i^1(t_i')$. We show that $t_i' \in P_1^i(t_i)$. For all $E_i \in \Sigma_i$ and $P_{n-1}^i \in P_n^i$,

$$b_i(t_i)(E_i \times P_{n-1}^i) = b_i(t_i)(E_i \times T_{n-1}) = h_i^1(t_i)(E_i) = h_i^1(t_i')(E_i) = b_i(t_i')(E_i \times T_{n-1}) = b_i(t_i')(E_i \times P_{n-1}^i),$$

which indeed implies that $t_i' \in P_1^i(t_i)$. Here, the first and third equality follow from the fact that $P_{n-1}^i$ is the trivial partition on $T_{n-1}$, the second and fourth equality follow from the definition of $h_i^1(t_i)$ and $h_i^1(t_i')$, respectively, whereas the third equality follows from the assumption that $h_i^1(t_i) = h_i^1(t_i')$.

Assume next that $t_i' \in P_1^i(t_i)$. We show that $h_i^1(t_i) = h_i^1(t_i')$. For all $E_i \in \Sigma_i$,

$$h_i^1(t_i)(E_i) = b_i(t_i)(E_i \times T_{n-1}) = b_i(t_i')(E_i \times T_{n-1}) = h_i^1(t_i')(E_i),$$

which indeed implies that $h_i^1(t_i) = h_i^1(t_i')$. Here, the first and third equality follow from the definition of $h_i^1(t_i)$ and $h_i^1(t_i')$, respectively, whereas the second equality follows from the assumption that $t_i' \in P_1^i(t_i)$ and equation (2).

By the two steps above we may conclude that $h_i^1(t_i) = h_i^1(t_i')$, if and only if, $t_i' \in P_1^i(t_i)$, as was to show.

**Inductive step.** Let $n \geq 2$, and assume that (a) holds for $n - 1$ and all agents $i$. Consider an agent $i$ and two types $t_i, t_i' \in T_i$. Suppose first that $h_i^n(t_i) = h_i^n(t_i')$. We show that $t_i' \in P_1^i(t_i)$. Consider some $P_{n-1}^i \in P_{n-1}^i$. Take some arbitrary $t_{n-1} \in P_{n-1}^i$ and let $h_i^{n-1}(t_{n-1}) = h_i^{n-1}(t_{n-1})$. By the induction assumption, $P_{n-1}^i$ contains all type combinations in $T_{n-1}$ that induce the same combination of $(n - 1)$-th order beliefs as $t_{n-1}$. Remember from Section 2.2 that $T_{n-1}[h_{n-1}^{n-1}]$ denotes the set of type combinations in $T_{n-1}$ that induce $h_{n-1}^{n-1}$. Then, we may conclude that $P_{n-1}^i = T_{n-1}[h_{n-1}^{n-1}]$. For every $E_i \in \Sigma_i$ we then have that

$$b_i(t_i')(E_i \times P_{n-1}^i) = b_i(t_i')(E_i \times T_{n-1}[h_{n-1}^{n-1}]) = h_i^n(t_i')(E_i \times \{h_{n-1}^{n-1}\}) = h_i^n(t_i')(E_i \times \{h_{n-1}^{n-1}\}) = b_i(t_i)(E_i \times T_{n-1}[h_{n-1}^{n-1}]) = b_i(t_i)(E_i \times P_{n-1}^i),$$

which by equation (2) indeed implies that $t_i' \in P_1^i(t_i)$. Here, the first and fifth equality follows from the insight above that $P_{n-1}^i = T_{n-1}[h_{n-1}^{n-1}]$, the second and the fourth equality follow from the definition of $h_i^n(t_i')$ and $h_i^n(t_i)$, whereas the third equality follows from the assumption that $h_i^n(t_i) = h_i^n(t_i')$.

Suppose next that $t_i' \in P_1^i(t_i)$. We show that $h_i^n(t_i) = h_i^n(t_i')$.

Take some arbitrary combination $h_{n-1}^{n-1} \in h_{n-1}^{n-1}(T_{n-1})$ of $(n - 1)$-th order beliefs that is obtained by at least one type combination in $T_{n-1}$. By the induction assumption, there must be some $P_{n-1}^i \in P_{n-1}^i$ such that $P_{n-1}^i = T_{n-1}[h_{n-1}^{n-1}]$. Then, for every $E_i \in \Sigma_i$,

$$h_i^n(t_i)(E_i \times \{h_{n-1}^{n-1}\}) = b_i(t_i)(E_i \times T_{n-1}[h_{n-1}^{n-1}]) = b_i(t_i)(E_i \times P_{n-1}^i) = b_i(t_i')(E_i \times P_{n-1}^i) = b_i(t_i')(E_i \times T_{n-1}[h_{n-1}^{n-1}]) = h_i^n(t_i')(E_i \times \{h_{n-1}^{n-1}\}),$$

which indeed implies that $h_i^n(t_i) = h_i^n(t_i')$. Here, the third equality follows from the assumption that $t_i' \in P_1^i(t_i)$ and equation (2), whereas the other equalities follow exactly as above.

By the two steps above we may thus conclude that $h_i^n(t_i) = h_i^n(t_i')$, if and only if, $t_i' \in P_1^i(t_i)$. By induction on $n$, statement (a) follows.

The proof of (b) follows immediately from (a) and property (b) in Theorem 1. This completes the proof.
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1. INTRODUCTION

In the game theoretic environment, there is a clear tension between the strength of a solution concept and its robustness to misspecification. In other words, if the analyst wants his model to be resilient to small errors in the parameters, then he must weaken the predictive power of the model. In fact, this tension can be made formal; under a richness assumption (loosely speaking, for every strategy there is a state such that it is dominant), structure theorems place clear limits to the predictive power of robust solution concepts [8, 6].

Intuitively, a similar tension arises when considering a solution concept and its epistemic demands.1 To make sharper predictions, the modeler must place more stringent requirements on the structure of the understanding of agents (at least insofar as to adhere to the requirements of the solution concept). Informally, this observation suggests a possible link between the epistemic demands of a solution concept and it’s robustness. The first aim of this paper is to formalize this connection. We show that particular notions of robustness can be thought of as epistemic concerns. In particular, we examine a solution concept’s robustness to the misspecification of players’ beliefs, the underlying space of payoff uncertainty, and to the joint misspecification of both. In each case, we show that reasonable and common notions of robustness can be described entirely through the epistemic characterization of the solution concept.

Most commonly, robustness has been defined with respect to misspecification of player’s beliefs; in particular via the upper-hemicontinuity (henceforth, UHC) of the solution concept in question. UHC dictates that if a strategy is ruled out for some type of player, then there is a neighborhood of nearby types for which the strategy is also ruled out. In the absence of UHC, approximations will not suffice; even if a strategy is selected by every successive approximation, it may not be selected in the limit.

Our first result provides the epistemic characterization of UHC, and hence, a direct method of verification of robustness. The UHC of a a solution concept is related to the closedness of the event that characterizes it. Intuitively, that a solution concept is well behaved with respect to approximation of the players types is implied by the fact that the limit of any sequence in the characterizing event is also in the event.

A second aim of this paper is to develop an appropriate notion of robustness to the misspecification of the space of payoff uncertainty (referred to as the state space). Although the richness assumption allows for structure theorems that place clear limits on the robustness of solution concepts and provide for generic dominance solvability, it is often an unreasonable demand on the space of uncertainty. To assume richness is to drop all common knowledge assumptions regarding strategic uncertainty.2 However, in many, if not most, economic situations, there are clear restrictions on payoffs. Without assuming major structural ignorance on the part of the players, the economic restrictions are best modeled by common knowledge assumptions. Moreover, simply embedding the game in a larger state space (and modeling common knowledge as initial common belief) may distort predictions (for example, see section 2.1). This is a problem exclusive to dynamic environments, as in static games, the players’ initial (and only) beliefs entirely govern actions. In dynamic environments, however, when players are able to update their beliefs, the state space itself becomes relevant to the analysis.

Penta [6] proposes the robustness notion of informational invariance, or, that the predictions of a solution concept do not change when the game is embedded in any larger state space. We argue that this is too strong a requirement, as it restricts the solution concept from having any dependence on the state space that is not present in the player’s initial beliefs. Instead, we propose the notion of state-space-robustness (s-robustness). To this end, we allow the space of uncertainty that each player considers to become a parameter of the game. We call each players understanding about the state space, and his higher order understanding about his opponents understanding of the state space, his directory. A player is described not only by his beliefs (a hierarchy of probability distributions), but also by his directory (a hierarchy of sets of parameters). Then, in analogy to UHC, a solution concept is s-robust if whenever a strategy is ruled out for a directory there is a neighborhood of nearby objects.

---

1Informally, epistemic demand refer to the restrictions placed on players beliefs regarding payoff uncertainty, opponents strategies, and the higher order beliefs over these objects. A more formal, but my no means complete, explanation is found in Section 2.

2Relaxing common knowledge assumptions can be somehow regarded as strengthening common awareness ones.
directories for which the strategy is also ruled out. As in regards to UHC, we provide the epistemic restrictions that coincide with s-robustness.

Lastly, we provide a structure theorem that identifies conditions on directories such that any strict refinement of Extensive Form Rationalizability (EFR) (introduced in [5]) is not UHC. We find conditions that are strictly weaker than the richness assumption in [6] and its static counterpart in [8]. In particular, while we require the existence of some objective rich state space, this state space need not be commonly known. Each player could be described by a directory that does not contain dominance states. Indeed, it is possible to obtain the result even in the case where it is common knowledge that no action is ever dominant.

2. UPPER-HEMICONTINUITY: AN EPISTEMIC APPROACH

We consider dynamic environments and our analysis takes place within a formal epistemic framework. Players in a game hold beliefs regarding the state space Θ, the other players’ beliefs about the payoff uncertainty, and other players’ strategies S−i. Moreover, players hold higher-order beliefs about other players’ beliefs about these objects, beliefs about these beliefs and so on.

Following closely the construction due to [2], we formally represent each player i’s higher-order conditional beliefs on opponents’ choices and the payoff state via conditional belief hierarchies, i.e., (epistemic) types drawn from a universal type space we denote by E. Note that players’ uncertainty in E−i × S−i × Θ is not modeled only at the beginning of the game, but also at every history along the possible paths of play. We further assume that beliefs are updated in a Bayesian manner whenever possible.

The epistemic analysis is then performed in the set of states of the world, Ω = E × S × Θ. Each epistemic type, ei ∈ Ei, induces a standard type, τi ∈ Ti, via the canonical quotient map, qi : Ei → Ti. For each standard type, τi, we denote by [qi = τi] the event that player i’s standard hierarchy is exactly τi. A solution concept can then be characterized by an event contained in this state space.

Definition 1. An event E ⊆ Ω characterizes the solution concept Si : Ti ⊳ S if for all τi it holds that Si(τi) = Probsi(E ∩ [qi = τi]).

Throughout the paper we focus on two different dynamic solution concepts: extensive-form rationalizability (EFR) [5], and interim sequential rationalizable (ISR) [6]. Both are generalizations of the static notion of interim correlated rationalizability; the difference being that EFR requires that players place a higher epistemic priority to rationality than ISR. Our focus on ISR is driven by the structure theorem of [6], which states that, under the richness assumption, any strict refinement of ISR is not UHC.

The epistemic characterization of ISR, provided by [6], is the event composed of Rationality (R) and Initial Common Belief in Rationality (ICBR). R states that each player will always choose a strategy that is a best response to his own

belief. ICBR for player i states that, at the beginning of the game, player i believes players j ̸= i are rational, believes that players j ̸= i believe players k ̸= j are rational, etc. Since players are Bayesian, this implies that at any history reached with positive probability according to player i’s initial belief, player i still holds a common belief in R.

In this paper, we recall the characterization of EFR as the event composed of R and Common Strong Belief in Rationality (CSBR). Strong Belief in Rationality for player i is the event that player i assigns probability 1 to event R at every history which is not belief-inconsistent with R, or, in other words, whenever R has not been falsified by observed history. This way, strong belief captures the essence of forward induction, in the sense that beliefs about future behavior are, whenever possible, updated according to observed history and the filter rationality imposes. CSBR is then the hierarchical iteration of strong belief in rationality; that is, as stated by Battigalli’s best rationalization principle, the event that players assign to their opponents the highest degree of strategic sophistication consistent with observed behavior [1]. It is immediate that ICBR is implied by CSBR and hence EFR is a refinement of ISR. This last observation, together with the structure theorem in [6], suggests a clear tension between rationalization and robustness: under richness, the robustness of predictions appears to be lost as soon as players are assumed to reason according to the highest rationalization principle. The following example illustrates the conflict.

2.1 Alexei and Polina

Example 1 by [6] studies the sequential game depicted in Figure 1, in which Alexei Ivanovich’s (player A) utility after history (In, a3) is represented by unspecified parameter θ. We focus first in the case in which Alexei and Polina Alexandrovna (player P) commonly know that θ equals 0: Θ = {0} and the corresponding standard type space is TCK = {τCK}. In this case, strategy (In, a3) is strictly dominated for Alexei. So, if Polina finds herself at information set {In, a3}, she must believe that Alexei did not choose a1 and believes that Alexei is rational, then she must believe he played (In, a2). Thus, action a1 is optimal for her. Now, if Alexei expects Polina to rationalize his choice, he is able to predict choice b1 in case he plays (In, a2), and hence, (In, a2) becomes optimal for him. However, if Polina finds herself at information set {In, a2}, she does not believe that Alexei is rational, she can rationalize any action. Hence ISR, which does not require Polina to

Figure 1: Examples 1 and 2 in [6].
believe Alexei is rational at \{ (In, a_2), (In, a_3) \} (if, say, she placed probability 1 on his playing a_1), considers strictly more strategies than EFR, which makes such a requirement. Indeed, ISR(τ^FK) = \{(a_1, In, a_2) \} \times \{ b_1, b_2 \}, and EFR(τ^FC) = \{(In, a_2), b_2 \}, as shown in greater detail in [6].

Next, consider the model in which Θ = \{ 0, 3 \} and there is common certainty that θ = 0, that is τ^CC = τ^CC. Such that type τ^CC assigns probability 1 to payoff state and opponents’ type combination (0, τ^CC).\footnote{Penta actually considers a slightly different model in which P1 has private information, but the analysis is undistorted.}

The analysis in [6] constructs a set of types \{ τ_m \}_{m \in \mathbb{N}} such that τ_m \rightarrow τ^CC and ISR(τ_m) = \{(a_1, b_2) \} for all m. Now, if EFR(τ^CC) = EFR(τ^FK) = \{ ((In, a_2), b_2) \} this would indeed be a violation of UHC, as EFR is a refinement of ISR, hence, for all types in the sequence \{ τ_m \}_{m \in \mathbb{N}}, EFR(τ_m) \subseteq ISR(τ_m) = \{(a_1, b_2) \).

Notice however, that EFR(τ^CC) \neq EFR(τ^FK); the move from common knowledge to common certainty changes the set of EFR strategies. Although Polina must retain his belief that Alexei is rational, even after surprising events, it is not the case that she must retain his belief that Alexei places probability 1 on \theta = 0. Indeed, consider the following first-order beliefs: Alexei assigns probability 1 to (b_2, 0) when \theta = 0, and probability 1 to (b_2, 3) when \theta = 3, and Polina assigns probability 1 to (a_1, 0) at the beginning of the game, and probability 1 to ((In, a_3), 3) when she observes In. Now, assume that Alexei’s second-order belief assigns probability 1 to Polina’s first-order beliefs above. Polina’s second-order beliefs assign probability 1 to Alexei’s first-order belief corresponding to \theta = 0 at the beginning of the game, and, when she observes In, assign probability 1 to Alexei’s first-order belief corresponding to \theta = 3. Keeping this iteration, it is easy to check that we obtain a profile of conditional belief hierarchies that represent CSBR and initial common belief in \theta = 0 (when \theta = 0, something Alexei is informed about). Moreover, the unique best-response is indeed profile (a_1, b_2). Hence, (a_1, b_2) \in EFR(τ^CC). The mere fact that updated beliefs may take \theta = 3 into account, and that it is commonly known that this is possible, mutes the restriction imposed by the high epistemic priority is given to rationality.

2.2 Characterization

This example illustrates two key issues. The first is that the aforementioned tension between rationalization and robustness is not present: EFR does not fail to be UHC in the example. The tension is mitigated since Polina can revise her beliefs about Alexei’s actions without losing his belief in Alexei’s rationality because there exists some state (\theta = 3) that allowed Alexei to be rational (but perhaps with incorrect beliefs) and take the particular action. This is a special case of a more general phenomena: when all common knowledge assumptions are dropped (i.e., under richness) this observation extends to any action: if an action could be rationalized by assuming an opponent is irrational, then it can be rationalized by changing only that opponents beliefs, but retaining his rationality. These observations can be made formal, and are best examined thorough the following result:

**Proposition 1.** Let \( E \subseteq \Omega \) be a closed event such that \( E \cap [q_i = \tau_i] \neq \emptyset \) for any standard type \( \tau_i \). Then, for player

\[
S^E_i : \quad \tau_i \Rightarrow \text{Proj}_{S_i}(R_i \cap E \cap [q_i = \tau_i]).
\]

Proposition 1 provides a general way of verifying if the a solution concept is UHC. Note, by requiring that \( E \cap [q_i = \tau_i] \) is non empty, we are implicitly requiring that the solution concept does not place any direct restrictions on the standard type space. In other words, this method of verification only works if the solution concept is well defined for all possible standard types.

Utilizing this result and the characterization of EFR (i.e., by setting \( E = \text{CSBR} \)), it is straightforward to check that the result holds for EFR. This observation, along with the structure theorem in [6], easily delivers the following result:

**Corollary 1.** EFR is UHC. Moreover, under richness, ISR and EFR coincide.

Since under richness no strict refinement of ISR is UHC, and since EFR is both UHC and a refinement of ISR, the two solution concepts must coincide under richness. Intuitively this is because CSBR only induces a binding restriction on player i’s conjectures about his opponents strategies under common knowledge assumptions. This is an important distinction, since it implies that the tension between robustness and rationalization would only be assured to exist when rationalization has no effect at all.

3. PERSONAL BASE SPACES OF UNCERTAINTY AND S-ROBUSTNESS

The second issue raised by the example is the importance of considering the state space, and the inability to maintain predictions under embeddings. Indeed, the initial intuition of the example, that EFR is not UHC, is being driven not by a failure of convergence of standard types (since EFR it is in fact UHC), but by the failure to foresee the effects of changing the space of strategic uncertainty. In light of this, we propose a framework where players each have a subjective understanding of the space of payoff uncertainty. This accomplishes two goals simultaneously. First, it allows for the modeler to examine how changes (or mis-specifications) of the true state-space effect predictions. Second, it relaxes the restriction that the state-space is commonly known.

In regards to the second point, it is worth noting that while the richness assumption can be interpreted as relaxing all common knowledge restrictions regarding the payoffs associated with a given strategy, it still imposes, rather restrictively, that all players commonly know that all such common knowledge restrictions are relaxed. In other words, that all players commonly know that it is not common knowledge that any action is not dominant. Hence, by allowing the space of uncertainty to be subjective, we relax the imposition that the state space is commonly known.

To do this we define each players directory. Beginning with some fixed, objective state space \( \Theta^0 \), a directory for player i assigns the subset of \( \Theta^0 \) that he understands to be the true space of parameters, the subset he understands each of his opponents to understand to be the true space, and so on. Notationally, let \( K(\Theta^0) \) be the set of all non-empty compact subsets of \( \Theta^0 \), let \( I \) be the set of players, and for each \( n \in \mathbb{N} \) let \( \Lambda^n = I^n \); finally set \( \Lambda = \bigcup_{n \in \mathbb{N}} \Lambda^n \).
Definition 2. For each player \( i \in I \), we say that \( \Theta_i : \Lambda \to \mathcal{K}(\Theta^0) \) is a directory for player \( i \), if for any \( n \in \mathbb{N} \) and any \( \lambda \in \Lambda^n \):

\( D1. \) If \( \lambda_1 = i \), then \( \Theta_i(\lambda) = \Theta_i((\lambda_2)_{k=2}^n) \).

\( D2. \) If \( \lambda_k = \lambda_{k+1} \) for some \( k < n \), then

\[ \Theta_i(\lambda) = \Theta_i((\lambda_1, \ldots, \lambda_{k-1}, \lambda_{k+1}, \ldots, \lambda_n)). \]

Let \( \mathcal{D}(\Theta^0) \) be the set of all directories defined over \( \Theta^0 \).

If \( \Theta_j(j) = \Theta_1 \), then player \( i \) only takes into account \( \Theta_1 \) when conjecturing about \( j \)'s first order beliefs. Likewise, if \( \Theta_j(j, k) = \Theta_2 \), then player \( i \) only takes into account \( \Theta_2 \) when conjecturing about \( j \)'s second order beliefs about \( k \)'s first order beliefs.

Under our interpretation, \( D1 \) states that each player correctly understands his own understanding. Then, \( D1 \) implies that \( \Theta_i(i, j) = \Theta_i(i, i, j) = \Theta_1 \), etc. Similarly, \( D2 \) dictates that in each player’s mind all other players understand the restriction imposed by \( D1 \). Hence, player 1’s understands that player 2 understands his own understanding.

Each directory, \( \Theta_i \), induces a type space, \( \mathcal{T}_i^{\Theta_i} \), in a natural way; \( \mathcal{T}_i^{\Theta_i} \) is the set of types (drawn from the universal space over \( \Theta^0 \)) whose beliefs are concentrated on the appropriate set assigned by the directory. Each player can be described by a pair \((\Theta_i, \tau_i)\), where \( \tau_i \in \mathcal{T}_i^{\Theta_i} \).

By directly incorporating each players understanding of the state space, it becomes easy to define \( s \)-robustness.

Definition 3. Let \( \mathcal{G} \) be a game with incomplete information. Then, we say that solution concept \( S_i : \text{Graph}(\mathcal{T}_i^{\Theta_i}) \supseteq S_i \) is \text{\( s \)-robust}, if for any player \( i \), standard hierarchy \( \tau_i \), and sequence \((\Theta_i^n, s_i^n)_{n \in \mathbb{N}} \subseteq \mathcal{D}(\Theta^0) \times S_i \) such that:

\( i. \) \( \tau_i \in \mathcal{T}_i^{\Theta_i} \) for all \( n \),

\( ii. \) \( s_i^n \in \mathcal{S}_i(\Theta_i^n, \tau_i) \) for all \( n \),

\( iii. \) \( \lim_{n \to \infty} \Theta_i^n = \Theta_i \), and,

\( iv. \) \( \lim_{n \to \infty} s_i^n = s_i \),

then \( s_i \in \mathcal{S}_i(\Theta_i, \tau_i) \).

Just as UHC states that the solution concept should be consistent in the limit of successive approximations of player’s true type, \( s \)-robustness imparts the same requirement on approximation of the player’s true understanding of the true state-space. One can model the situation where some state space, \( \Theta_i \), is commonly known by setting \( \Theta_i(\lambda) = \Theta_i \) for all \( i \) and \( \lambda \). It is within this specific case that we can model embeddings of the game and get a more direct comparison to informational invariance [6]. \( s \)-robustness is a significantly weaker requirement than informational invariance, as it only requires the solution concept to be resilient to small mis-specifications. It should therefore not be too surprising that EFR is also \( s \)-robust.

Proposition 2. EFR is \text{\( s \)-robust}.

This result, like its analog for UHC, is proven by examining the epistemic demands of the robustness criterion. However, this involves a large notational burden, and so, is left out of this abstract.

3.1 A Structure Theorem

Following the literature on robustness, we provide a structure theorem. While the motivation is similar, the notion of directories raises a new question: is the generic uniqueness of dominance solvability -- being driven by relaxation of common knowledge conditions on strategic uncertainty -- still present under the relaxation of common knowledge conditions on payoff uncertainty.

That is, can we still obtain a structure theorem if we allow players to understand the state space as not being rich.

We provide a (partial) affirmative answer. We find strictly weaker conditions under which a structure theorem still obtains.

Assumption 1 (Objective Richness). \( \Theta^0 \) satisfies the Richness Condition.\(^6\)

Although we are assuming that the objective space of uncertainty is sufficiently rich, Assumption 1 contains no common knowledge restrictions. This is the direct result of the disentangling of the objective space of uncertainty with players personal base spaces, as given by the directory.

Definition 4. We say that \( \Theta \in \mathcal{K}(\Theta^0) \) has strongly generic payoffs if for any strategy \( s_i \in S_i \), there is a state \( \theta \in \Theta_i \) and a profile of opponents strategies \( s_{-i} \in S_{-i} \), such that \( s_i \) is a strict best response to \( s_{-i} \) at \( \theta \).

Assumption 2 (Common Knowledge of Genericity). For all \( i \) and \( \lambda \in \Lambda \), \( \Theta_i(\lambda) \) has strongly generic payoffs.

Assumption 2 is like richness, a common knowledge restriction on the space of uncertainty. However, it is a significantly weaker restriction. The relationship is as follows: richness dictates that it is not commonly known that any action is not dominant, whereas genericity dictates that it is not commonly known that any action is dominant. Indeed, Assumptions 1 and 2 allow for the situation where it is commonly known that no action is dominant. For example, a simple “Battle of the Sexes” game with no payoff uncertainty would satisfy Assumption 2 but clearly fail to satisfy richness. Moreover, since richness implies genericity, if \( \Theta^0 \) is rich and commonly known (i.e., as in previous literature) then Assumptions 1 and 2 are both implied.

Proposition 3. Under assumptions 1 and 2, any strict refinement of EFR is not UHC. Moreover, the set \( \{(\Theta_i, \tau_i) : \text{EFR}_i(\Theta_i, \tau_i) = 1\} \) is open and dense in \( \text{Graph}(\mathcal{T}_i^{(1)}) \).

Proposition 3 shows that richness need not be commonly known to arrive at generic dominance solvability. The result relies on the ability to construct a sequence of directories that impose richness at increasingly high order understandings; then using Assumption 2 to cascade the effect.

\(^{6}\) As defined in [6].
down without losing convergence. It is worth pointing out that there has been a recent interest in providing structure theorems in the absence of richness [4, 7]. However, these papers focus on the identifying which strategies can be selected when richness is not assumed, rather than weakening the structural conditions on the space of uncertainty while retaining that all rationalizable actions can be selected.

4. CONCLUSION

In this paper we show a formal connection between the epistemic characterization of a solution concept and its robustness to the misspecification of parameters. This provides both an important conceptual link and a direct method for checking robustness when the epistemic characterization is known. We use this result to show that EFR is UHC. We also present a new framework that relaxes the common knowledge restrictions regarding the space of payoff parameters. Then, we propose a new type of robustness, s-robustness, to modeling errors of the player understanding of the space of uncertainty, which is of particular importance in dynamic environments. We characterize this notion through our epistemic framework and show that EFR is also s-robust. Finally, we provide a structure theorem for EFR with personal spaces of uncertainty that shows that no common knowledge assumptions regarding the existence of dominance states are required to achieve generic dominance solvability.
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ABSTRACT
In this paper we introduce a computational-level model of theory of mind (ToM) based on dynamic epistemic logic (DEL), and we analyze its computational complexity. The model is a special case of DEL model checking. We provide a parameterized complexity analysis, considering several aspects of DEL (e.g., number of agents, size of preconditions, etc.) as parameters. We show that model checking for DEL is PSPACE-hard, also when restricted to single-pointed models and S5 relations, thereby solving an open problem in the literature. Our approach is aimed at formalizing current intractability claims in the cognitive science literature regarding computational models of ToM.
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1. INTRODUCTION
Imagine that you are in love. You find yourself at your desk, but you cannot stop your mind from wandering off. What is she thinking about right now? And more importantly, is she thinking about you and does she know that you are thinking about her? Reasoning about other people’s knowledge, belief and desires, we do it all the time. For instance, in trying to conquer the love of one’s life, to stay one step ahead of one’s enemies, or when we lose our friends in a crowded place and we find them by imagining where they would look for us. This capacity is known as theory of mind (ToM) and it is widely studied in various fields (see, e.g., [8, 11, 23, 34, 36, 38, 47, 48]).

We seem to use ToM on a daily basis and many cognitive scientists consider it to be ubiquitous in social interaction [1]. At the same time, however, it is also widely believed that computational cognitive models of ToM are intractable, i.e., that ToM involves solving problems that humans are not capable of solving (cf. [1, 27, 31, 50]). This seems to imply a contradiction between theory and practice: on the one hand we seem to be capable of ToM, while on the other hand, our theories tell us that this is impossible. Dissolving this paradox is a critical step in enhancing theoretical understanding of ToM.

The question arises what it means for a computational-level model\(^1\) of cognition to be intractable. When looking more closely at these intractability claims regarding ToM, it is not clear what these researchers mean exactly, nor whether they mean the same thing. In theoretical computer science and logic there are a variety of tools to make precise claims about the level of complexity of a certain problem. In cognitive science, however, this is a different story. With the exception of a few researchers, cognitive scientists do not tend to specify formally what it means for a theory to be intractable. This makes it often very difficult to assess the validity of the various claims in the literature about which theories are tractable and which are not.

In this paper we adopt the Tractable-cognition thesis (see [42]) that states that people have limited resources for cognitive processing and human cognitive capacities are confined to those that can be realized using a realistic amount of time.\(^2\) More specifically we adopt the FPT-

\(^1\)In cognitive science, often Marr’s [33] tri-level distinction between computational-level (“what is the nature of the problem being solved?”), algorithmic-level (“what is the algorithm used for solving the problem?”), and implementational-level (“how is the algorithm physically realized?”) is used to distinguish different levels of computational cognitive explanations. In this paper, we will focus on computational-level models of ToM and their computational complexity.

\(^2\)There is general consensus in the cognitive science community that computational intractability is a undesirable feature of cognitive computational models, putting the cognitive plausibility of such models into question [13, 24, 26, 42, 46]. There are diverging opinions about how cognitive
cognition thesis [42] that states that computationally plausible computational-level cognitive theories are limited to the class of input-output mappings that are fixed-parameter tractable for one or more input-parameters that can be assumed to be small in practice. To be able to make more precise claims about the (in)tractability of ToM we introduce a computational-level model of ToM based on dynamic epistemic logic (DEL), and we analyze its computational complexity. The model we present is a special case of DEL model checking. Here we include an informal description of the model. The kind of situation that we want to be able to model, is that of an observer that observes one or more agents in an initial situation. The observer then witnesses actions that change the situation and the observer updates their knowledge about the mental states of the agents in the new situation. Such a set up is often found in experimental tasks, where subjects are asked to reason about the mental states of agents in a situation that they are presented.

We prove that DBU is PSPACE-complete. PSPACE-completeness was already shown by Achter and Schwarzentruber [3] for DEL model checking in general. They considered unrestricted relations and multi-pointed event models. Since their proof does not hold for the special case of DEL model checking that we consider, we propose an alternative proof. Our proof solves positively the open question in [3] whether model checking for DEL restricted to S5 relations and single-pointed models is PSPACE-complete. Bolander, Jensen and Schwarzentruber [10] independently considered an almost identical special case of DEL model checking (there called the plan verification problem). They also prove PSPACE-completeness for the case restricted to single-pointed models, but their proof does not settle whether hardness holds even when the problem is restricted to S5 models.

Furthermore, we investigate how the different aspects (or parameters, see Table 1) of our model influence its complexity. We prove that for most combinations of parameters DBU is fP-intractable and for one case we prove fP-tractability. See Figure 2 for an overview of the results.

Besides the parameterized complexity results for DEL model checking that we present, the main conceptual contribution of this paper is that it bridges cognitive science and logic, by using DEL to model ToM (cf. [28, 47]). By doing so, the paper provides the means to make more precise statements about the (in)tractability of ToM.

The paper is structured as follows. In Section 2 we introduce basic definitions from dynamic epistemic logic and parameterized complexity theory. Then, in Section 3 we introduce a formal description of our computational-level model and we discuss the particular choices that we make. Next, in Section 4 we present our (parameterized) complexity results. Finally, in Section 5 we discuss the implications of our results for the understanding of ToM.

2. PRELIMINARIES

2.1 Dynamic Epistemic Logic

Dynamic epistemic logic is a particular kind of modal logic (see [16, 6]), where the modal operators are interpreted in terms of belief or knowledge. First, we define epistemic models, which are Kripke models with an accessibility relation for every agent \( a \in A \), instead of just one accessibility relation.

**Definition 2.1 (Epistemic model).** Given a finite set \( A \) of agents and a finite set \( P \) of propositions, an epistemic model is a tuple \((W,R,V)\) where

- \( W \) is a non-empty set of worlds;
- \( R \) is a function that assigns to every agent \( a \in A \) a binary relation \( R_a \) on \( W \); and
- \( V \) is a valuation function from \( W \times P \) into \{0,1\}.

The accessibility relations \( R_a \) can be read as follows: for agents \( w,v \in W \), \( wR_a v \) means “in world \( w \), agent \( a \) considers world \( v \) possible.”

**Definition 2.2 (Multi and single-pointed epistemic model).** A pair \((M,W_d)\) consisting of an epistemic model \( M = (W,R,V) \) and a non-empty set of designated worlds \( W_d \subseteq W \) is called a pointed epistemic model. A pair \((M,W_d)\) is called a single-pointed model when \( W_d \) is a singleton, and a multi-pointed epistemic model when \(|W_d| > 1\).

By a slight abuse of notation, for \((M,w)\), we also write \((M,w)\).

We consider the usual restrictions on relations in epistemic models and event models, such as KD45 and S5 (see [16]). In KD45 models, all relations are transitive, Euclidean and serial, and in S5 models all relations are transitive, reflexive and symmetric.

We define the following language for epistemic models. We use the modal belief operator \( B \), where for each agent \( a \in A \), \( B_a \varphi \) is interpreted as “agent \( a \) believes (that) \( \varphi \)”.

**Definition 2.3 (Epistemic language).** The language \( \mathcal{L}_B \) over \( A \) and \( P \) is given by the following definition, where a ranges over \( A \) and \( p \) over \( P \):

\[
\varphi ::= p \mid \neg \varphi \mid (\varphi \land \varphi) \mid B_a \varphi.
\]

We will use the following standard abbreviations, \( \top ::= p \lor \neg p \), \( \bot ::= \neg \top \), \( \varphi \lor \psi ::= \neg (\neg \varphi \land \neg \psi) \), \( \varphi \rightarrow \psi ::= \neg \varphi \lor \psi \), \( B_a ::= \neg B_{a \bot} \).

The semantics for this language is defined as follows.

**Definition 2.4 (Truth in a (single-pointed) epistemic model).** Let \( M = (W,R,V) \) be an epistemic model, \( w \in W \), \( a \in A \), and \( \varphi, \psi \in \mathcal{L}_B \). We define \( M,w \models \varphi \) inductively as follows:

- \( M,w \models p \) if \( w \models p \in P \) and \( w \models \neg p \) if \( p \in P \).
- \( M,w \models \varphi \land \psi \) if \( M,w \models \varphi \) and \( M,w \models \psi \).
- \( M,w \models \neg \varphi \) if \( M,w \models \varphi \).
- \( M,w \models B_a \varphi \) if \( \exists w' \in W : wR_a w' \land M,w' \models \varphi \).

An epistemic model \( M \) is said to be a model of \( \varphi \) if \( M,w \models \varphi \) for every \( w \in W \).

2.2 ((Multi and single-)pointed epistemic model)

By a slight abuse of notation, for \((M,w)\), we also write \((M,w)\).

- \( M_a = (W,\subseteq R',V) \)
- \( M_a = (W,\subseteq R',V) \)
- \( M_a = (W,\subseteq R',V) \)
- \( M_a = (W,\subseteq R',V) \)
\[ M, w \models p \iff V(w, p) = 1 \]
\[ M, w \models \neg \varphi \iff \text{not } M, w \models \varphi \]
\[ M, w \models (\varphi \land \psi) \iff M, w \models \varphi \text{ and } M, w \models \psi \]
\[ M, w \models B_a \varphi \iff \text{for all } v \text{ with } wR_a v: M, v \models \varphi \]

When \( M, w \models \varphi \), we say that \( \varphi \) is true in \( w \) or \( \varphi \) is satisfied in \( w \).

**Definition 2.5 (Truth in a multi-pointed epistemic model).** Let \( (M, W_d) \) be a multi-pointed epistemic model, \( a \in A \), and \( \varphi \in L_B \). \( M, W_d \models \varphi \) is defined as follows:

\[ M, W_d \models \varphi \iff \text{for all } w \in W_d \]

Next we define event models.

**Definition 2.6 (Event model).** An event model is a tuple \( E = (E, Q, \text{pre}, \text{post}) \), where \( E \) is a non-empty finite set of events; \( Q \) is a function that assigns to every agent \( a \in A \) a binary relation \( R_a \) on \( W \); \( \text{pre} \) is a function from \( E \) to \( L_B \) that assigns to each event a precondition, which can be any formula in \( L_B \); \( \text{post} \) is a function from \( E \) to \( L_B \) that assigns to each event a postcondition. Postconditions are conjunctions of propositions and their negations (including \( \top \) and \( \bot \)).

**Definition 2.7 ((Multi and single-)pointed event model / action).** A pair \( (E, E_a) \) consisting of an event model \( E = (E, Q, \text{pre}, \text{post}) \) and a non-empty set of designated events \( E_a \subseteq E \) is called a pointed event model. A pair \( (E, E_a) \) is called a single-pointed event model when \( E_a \) is a singleton, and a multi-pointed event model when \( |E_a| > 1 \). We will also refer to \( (E, E_a) \) as an action.

We define the notion of a product update, that is used to update epistemic models with actions [4].

**Definition 2.8 (Product update).** The product update of the state \( (M, W_d) \) with the action \( (E, E_a) \) is defined as the state \( (M, W_d) \otimes (E, E_a) = ((W', R', V'), W'_d) \) where:

- \( W' = \{ (w, e) \in W \times E \}; \quad M, w \models \text{pre}(e) \}; \]
- \( R'_a = \{ ((w, e), (v, f)) \in W' \times W' \}; \quad wRav \text{ and } eQaf \}; \]
- \( V'(p) = 1 \text{ iff either } (M, w \models p \text{ and } \text{post}(e) \models \neg p) \text{ or } \text{post}(e) \models p; \text{ and} \]
- \( W'_d = \{ (w, e) \in W' \}; \quad w \in W_d \text{ and } e \in E_a \} \).

Finally, we define when actions are applicable in a state.

**Definition 2.9 (Applicability).** An action \( (E, E_a) \) is applicable in state \( (M, W_d) \) if there is some \( e \in E_a \) and some \( w \in W_d \) such that \( M, w \models \text{pre}(e) \). We define applicability for a sequence of actions inductively. The empty sequence, consisting of no actions, is always applicable. A sequence \( a_1, \ldots, a_k \) of actions is applicable in a state \( (M, W_d) \) if (1) the sequence \( a_1, \ldots, a_{k-1} \) is applicable in \( (M, W_d) \) and (2) the action \( a_k \) is applicable in the state \( (M, W_d) \otimes a_1 \otimes \cdots \otimes a_{k-1} \).

### 2.2 Parameterized Complexity Theory

We introduce some basic concepts of parameterized complexity theory. For a more detailed introduction we refer to textbooks on the topic [17, 18, 22, 35].

**Definition 2.10 (Parameterized problem).** Let \( \Sigma \) be a finite alphabet. A parameterized problem \( L \) (over \( \Sigma \)) is a subset of \( \Sigma^* \times \mathbb{N} \). For an instance \( (x, k) \), we call \( x \) the main part and \( k \) the parameter.

The complexity class \( \text{FPT} \), which stands for fixed-parameter tractable, is the direct analogue of the class \( \text{P} \) in classical complexity. Problems in this class are considered efficiently solvable, because the non-polynomial-time complexity inherent in the problem is confined to the parameter and in effect the problem is efficiently solvable even for large input sizes, provided that the value of the parameter is relatively small.

**Definition 2.11 (Fixed-parameter tractable / the class \( \text{FPT} \)).** Let \( \Sigma \) be a finite alphabet.

1. An algorithm \( A \) with input \( (x, k) \in \Sigma \times \mathbb{N} \) runs in \( f(k) \cdot p(|x|) \) time if there exists a computable function \( f \) and a polynomial \( p \) such that for all \( (x, k) \in \Sigma \times \mathbb{N} \), the running time of \( A \) on \( (x, k) \) is at most \( f(k) \cdot p(|x|) \).

Algorithms that run in \( f(k) \cdot p(|x|) \) time are called \( f(k) \)-algorithms.

2. A parameterized problem \( L \) is fixed-parameter tractable if there is an \( f(k) \)-algorithm that decides \( L \). \( \text{FPT} \) denotes the class of all fixed-parameter tractable problems.

Similarly to classical complexity, parameterized complexity also offers a hardness framework to give evidence that (parameterized) problems are not fixed-parameter tractable. The following notion of reductions plays an important role in this framework.

**Definition 2.12 (\( f(k) \)-reduction).** Let \( L \subseteq \Sigma \times \mathbb{N} \) and \( L' \subseteq \Sigma' \times \mathbb{N} \) be two parameterized problems. An \( f(k) \)-reduction from \( L \) to \( L' \) is a mapping \( R : \Sigma \times \mathbb{N} \rightarrow \Sigma' \times \mathbb{N} \) from instances of \( L \) to instances of \( L' \) such that there is a computable function \( g : \mathbb{N} \rightarrow \mathbb{N} \) such that for all \( (x, k) \in \Sigma \times \mathbb{N} \):

1. \( (x', k') = R(x, k) \) is a yes-instance of \( L' \) if and only if \( (x, k) \) is a yes-instance of \( L \);
2. \( R \) is computable in \( f(k) \)-time; and
3. \( k' \leq g(k) \).

Another important part of the hardness framework is the parameterized intractability class \( \text{W}[1] \). To characterize this class, we consider the following parameterized problem.
of all parameterized problems that can be solved by a non-deterministic fpt-algorithm. To show para-NP-hardness, it suffices to show that DBU is NP-hard for a constant value of the parameters [21]. Problems that are para-NP-hard are not fixed-parameter tractable, unless P = NP [22, Theorem 2.14].

3. COMPUTATIONAL-LEVEL MODEL OF THEORY OF MIND

Next we present a formal description of our computational-level model. Our aim is to capture, in a qualitative way, the kind of reasoning that is necessary to be able to engage in ToM. Arguably, the essence of ToM is the attribution of mental states to another person, based on observed behavior, and to predict and explain this behavior in terms of those mental states. The aspect of ToM that we aim to formalize with our model is the attribution of mental states. There is a wide range of different kinds of mental states such as epistemic, emotional and motivational states. In our model we focus on epistemic states, in particular on belief.

To be cognitively plausible, our model needs to be able to capture a wide range of (dynamic) situations, where all kinds of actions can occur, not just actions that change beliefs (epistemic actions), but also actions that change the state of the world (ontic actions). This is why, following Bolander and Andersen [9], we use postconditions in the product update of DEL (in addition to preconditions).

Furthermore, we want to model the (internal) perspective of the observer (on the situation). Therefore, the god perspective, also called the perfect external approach by Acher [2] - that is inherent to single-pointed epistemic models – will not suffice for all cases that we want to be able to model. This perfect external approach supposes that the modeler is an omniscient observer that is perfectly aware of the actual state of the world and the epistemic situation (what is going on in the minds of the agents). The cognitively plausible observers that we are interested in here will not have infallible knowledge in many situations. They are often not able to distinguish the actual world from other possible worlds, because they are uncertain about the facts in the world and the mental states of the agent(s) that they observe. That is why, again following Bolander and Andersen [9], we allow for multi-pointed epistemic models (in addition to single-pointed models), which can model the uncertainty of an observer, by representing their perspective as a set of worlds.

How to represent the internal or fallible perspective of an agent in epistemic models is a conceptual problem that has not been settled yet in the DEL-literature. There have been several proposals to deal with this (see, e.g., [2, 15, 25]).

Also, since we do not assume that agents are perfectly knowledgeable, we allow the possibility of modeling false beliefs of the observers and agents, by using KD45 models (rather than S5 models). Even though KD45 models present an idealized form of belief (with perfect introspection and logical omniscience), we argue that at least to some extent they are cognitively plausible, and that therefore, for the purpose of this paper, it suffices to focus on KD45 models. Our complexity results (which we present in the next section) do not depend on this choice; they hold for DBU restricted to KD45 models and restricted to S5 models, and also for the unrestricted case.

We define our computational-level model of ToM as follows.

DBU (formal) – DYNAMIC BELief UPDATE
Instance: A set of propositions P, and set of Agents A. An initial state s₀, where s₀ = ((W, V, R), W₀) is a pointed epistemic model. An applicable sequence of actions a₁,...,aₖ, where aᵢ = ((E, Q, pre, post), Eᵢ) is a pointed event model. A formula φ ∈ L₆.
Question: Does s₀ ⊗ a₁ ⊗ ... ⊗ aₖ |= φ?

The model can be naturally used to formalize ToM tasks that are employed in psychological experiments. The classical ToM task that is used by (developmental) psychologists is the false belief task [5, 49]. The DEL-based formalization of the false belief task by Bolander [8] can be seen as an instance of DBU. For more details on how DBU can be used to model ToM tasks, we refer to [37].

4. COMPLEXITY RESULTS

4.1 PSPACE-completeness

We show that DBU is PSPACE-complete. For this, we consider the decision problem TQBF. This problem is PSPACE-complete [45].

TQBF
Instance: A quantified Boolean formula φ = Q₁x₁Q₂x₂...Qₙxₙψ.
Question: Is φ true?

Theorem 1. DBU is PSPACE-hard.

Proof. To show PSPACE-hardness we specify a polynomial-time reduction R from TQBF to DBU. Let ψ be a Boolean formula. First, we sketch the general idea behind the reduction. We use the reduction to list all possible assignments to ψ(ψ). To do this we use groups of worlds (which are Rₚ-equivalence classes) to represent particular truth assignments. Each group consists of a string of worlds that are fully connected by equivalence relation Rₚ. Except for the first world in the string, all worlds represent a true variable x₁ (under a particular assignment).

We give an example of such a group of worlds that represents assignment α = {x₁ → T, x₂ → F, x₃ → T, x₄ → F, x₅ → T}. Each world has a reflexive loop for every agent, which we leave out for the sake of presentation. More generally, in all our drawings we replace each relation Rₚ with a minimal Rₚ′ whose transitive reflexive closure is equal to Rₚ. • marks the designated world. Since all relations are reflexive, we draw relations as lines (leaving out arrows at the end).

We refer to worlds w₁, .., w₄ as the bottom worlds of this group. If a bottom world has an Rᵢ relation to a world that
makes proposition \( y \) true, we say that it represents variable \( x_i \).

The reduction makes sure that in the final updated model (the model that results from updating the initial state with the actions – which are specified by the reduction) each possible truth assignment to the variables in \( \psi \) will be represented by a group of worlds. Between the different groups, there are no \( R_i \)-relations (only \( R_i \)-relations for \( 1 \leq i \leq m \)). By ‘jumping’ from one group (representing a particular truth assignment) to another group with relation \( R_i \), the truth value of variable \( x_i \) can be set to true or false. We can now translate a quantified Boolean formula into a corresponding formula of \( \mathcal{L}_B \) by mapping every universal quantifier \( \forall \) to \( B_i \) and every existential quantifier \( \exists \) to \( B_i \).

To illustrate how this reduction works, we give an example. Figure 1 shows the final updated model for a quantified Boolean formula with variables \( x_1, x_2 \). In this model there are four groups of worlds: \( \{w_1, w_2, w_3\}, \{w_4, w_5\}, \{w_6, w_7\} \) and \( \{w_8\} \). Worlds \( w_1, \ldots, w_8 \) are what we refer to as the bottom worlds. The gray worlds and edges can be considered a byproduct of the reduction; they have no particular function.

We represent variable \( x_1 \) by \( B_i y \) and variable \( x_2 \) by \( B_2 y \). Then, in the model above, checking whether \( \exists x_1 \forall x_2 x_1 \lor x_2 \) is true can be done by checking whether formula \( B_1 B_2 (B_2 B_1 y \lor B_2 B_2 y) \) is true, which is indeed the case. Also, checking whether \( \forall x_1 \exists x_2 x_1 \lor x_2 \) is true can be done by checking whether \( B_1 B_2 (B_2 B_1 y \lor B_2 B_2 y) \) is true, which is not the case.

Now, we continue with the formal details. Let \( \varphi = Q_1(x_1) \ldots Q_m(x_m, \psi) \) be a quantified Boolean formula with quantifiers \( Q_1, \ldots, Q_m \) and \( \varphi(x_1, \ldots, x_m) \). We define the following polynomial-time computable mappings.

For \( 1 \leq i \leq m \), let \([x_i] = B_i y \), and

\[
[TQBF] = \begin{cases} B_i & \text{if } Q_i = \forall \\ \overline{B_i} & \text{if } Q_i = \exists 
\end{cases}
\]

Formula \([\psi]\) is the adaptation of formula \( \psi \) where every occurrence of \( x_i \) in \( \psi \) is replaced by \( B_i [x_i] \). Then \([\psi] = [Q_1] \ldots [Q_m] \sqrt{\psi} \). We formally specify the reduction \( R \). We let \( R(\varphi) = (P, A, s_0, a_1, \ldots, a_m, [\varphi]) \), where:

- \( P = \{y\}, A = \{a_1, \ldots, a_m\} \)
- \( s_0 = \begin{array}{c} y \hline a \hline 1' \hline 2' \hline \vdots \hline m' \end{array} \)
- \( a_1 = \begin{array}{c} 1 \hline e_1 : (T, T) e_2 : (\neg B_1 y \lor y, T) \end{array} \)
- \( a_m = \begin{array}{c} m \hline e_1 : (T, T) e_2 : (\neg B_m y \lor y, T) \end{array} \)

We show that \( \varphi \in \mathcal{L}_B \) if and only if \( R(\varphi) \in \text{DBU} \). We prove that for all \( 1 \leq i \leq m + 1 \) the following claim holds. For any assignment \( \alpha \) to the variables \( x_1, \ldots, x_{i-1} \) and any bottom world \( w \) of a group that agrees with \( \alpha \), the formula \( Q_i(x_1) \ldots Q_m(x_m, \psi) \) is true under \( \alpha \) if and only if \([Q_i] \ldots [Q_m] \sqrt{\psi} \) is true in world \( w \). In the case for \( i = m + 1 \), we refer to [37].

We start with the case for \( i = m + 1 \). We show that the claim holds. Let \( \alpha \) be any assignment to the variables \( x_1, \ldots, x_m \), and let \( w \) be any bottom world of a group \( \gamma \) that represents \( \alpha \). Then, by construction of \([\psi]\), we know that \( \psi \) is true under \( \alpha \) if and only if \([\psi] \) is true in \( w \).

Assume that the claim holds for \( i = j + 1 \) and let \( \alpha \) be any assignment to the variables \( x_1, \ldots, x_j \) and let \( w \) be a bottom world of a group that agrees with \( \alpha \). We show that the formula \([Q_j] \ldots [Q_m] \sqrt{\psi} \) is true under \( \alpha \) if and only if \([Q_j] \ldots [Q_m] \sqrt{\psi} \) is true in \( w \).

First, assume that \([Q_j] \ldots [Q_m] \sqrt{\psi} \) is true under \( \alpha \). Consider the case where \( Q_j = \forall \). Then for all assignments \( \alpha' \supseteq \alpha \) to the variables \( x_1, \ldots, x_j \), formula \([Q_j+1] \ldots [Q_m] \sqrt{\psi} \) is true under \( \alpha ' \). Now, by assumption, we know that for any bottom world \( w' \) of a group that agrees with \( \alpha ' \) – so in particular for all bottom worlds \( w' \) that are \( R_i \)-reachable from \( w \) – formula \([Q_j+1] \ldots [Q_m] \sqrt{\psi} \) is true in \( w' \). Since \([Q_j] = B_j \), this means that \([Q_j] \ldots [Q_m] \sqrt{\psi} \) is true in \( w \). The case where \( Q_j = \exists \) is analogous.

Next, assume that \([Q_j] \ldots [Q_m] \sqrt{\psi} \) is not true under \( \alpha \). Consider the case where \( Q_j = \forall \). Then there is some assignment \( \alpha ' \supseteq \alpha \) to the variables \( x_1, \ldots, x_j \), such that \([Q_j+1] \ldots [Q_m] \sqrt{\psi} \) is not true under \( \alpha ' \). Now, by assumption, we know that for any bottom world \( w' \) of a group that agrees with \( \alpha ' \) – so in particular for some bottom world \( w' \) that is \( R_i \)-reachable from \( w \) – formula \([Q_j+1] \ldots [Q_m] \sqrt{\psi} \) is not true in \( w' \). Since \([Q_j] = B_j \), this means that \([Q_j] \ldots [Q_m] \sqrt{\psi} \) is not true in \( w \). The case where \( Q_j = \exists \) is analogous.

Hence, the claim holds for the case that \( i = j \). Now, by induction, the claim holds for the case that \( i = 1 \), and hence it follows that \( \varphi \in \mathcal{L}_B \) if and only if \( R(\varphi) \in \text{DBU} \). Since this reduction runs in polynomial time, we can conclude that DBU is PSPACE-hard.

**Theorem 2.** DBU is PSPACE-complete.

**Proof.** In order to show PSPACE-membership for the problem DBU, we can modify the polynomial-space algorithm given by Acher and Schwarzentruber [3]. Their algorithm works for the problem of checking whether a given (single-pointed) epistemic model makes a given DEL-formula true, where the formula contains event models that can be multi-pointed, but that have no postconditions. In order to make the algorithm work for multi-pointed epistemic models, we can simply call the algorithm several times, once for each of the designated worlds. Also, a modification is needed to deal with postconditions. The algorithm checks the truth of a formula by inductively calling itself for subformulas. In order to deal with postconditions, only the case where the formula is a propositional variable needs to be modified. This modification is rather straightforward. For more details, we refer to [37].

### 4.2 Parameterized Complexity Results

Next, we provide a parameterized complexity analysis of DBU.
4.2.1 Parameters for DBU

We consider the following parameters for DBU. For each subset \( \kappa \subseteq \{a, c, f, o, p, u\} \) we consider the parameterized variant \( \kappa\)-DBU of DBU, where the parameter is the sum of the values for the elements of \( \kappa \) as specified in Table 1. For instance, the problem \( \{a\}\)-DBU is parameterized by the number of agents. Even though technically speaking there is only one parameter, we will refer to each of the elements of \( \kappa \) as parameters.

For the modal depth of a formula we count the maximum number of nested occurrences of operators \( B_\kappa \). Formally, we define the modal depth \( d(\varphi) \) of a formula \( \varphi \) (in \( \mathcal{L}_B \)) recursively as follows.

\[
    d(\varphi) = \begin{cases} 
    0 & \text{if } \varphi = p \in P \text{ is a proposition;} \\
    \max\{d(\varphi_1), d(\varphi_2)\} & \text{if } \varphi = \varphi_1 \land \varphi_2; \\
    d(\varphi_1) & \text{if } \varphi = \neg \varphi_1; \\
    1 + d(\varphi_1) & \text{if } \varphi = B_\kappa \varphi_1.
    \end{cases}
\]

For the size of a formula we count the number of occurrences of propositions and logical connectives. Formally, we define the size \( s(\varphi) \) of a formula \( \varphi \) (in \( \mathcal{L}_B \)) recursively as follows.

\[
    s(\varphi) = \begin{cases} 
    1 & \text{if } \varphi = p \in P \text{ is a proposition;} \\
    1 + s(\varphi_1) + s(\varphi_2) & \text{if } \varphi = \varphi_1 \land \varphi_2; \\
    1 + s(\varphi_1) & \text{if } \varphi = \neg \varphi_1; \\
    1 + s(\varphi_1) & \text{if } \varphi = B_\kappa \varphi_1.
    \end{cases}
\]

### Table 1: Overview of the different parameters for DBU.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>number of agents</td>
</tr>
<tr>
<td>( c )</td>
<td>maximum size of the preconditions</td>
</tr>
<tr>
<td>( e )</td>
<td>maximum number of events in the event models</td>
</tr>
<tr>
<td>( f )</td>
<td>size of the formula</td>
</tr>
<tr>
<td>( o )</td>
<td>modal depth of the formula, i.e., the order parameter</td>
</tr>
<tr>
<td>( p )</td>
<td>number of propositions in ( P )</td>
</tr>
<tr>
<td>( u )</td>
<td>number of actions, i.e., the number of updates</td>
</tr>
</tbody>
</table>

4.2.2 Intractability Results

In the following, we show fixed-parameter intractability for several parameterized versions of DBU. We will mainly use the parameterized complexity classes \( \text{W}[1] \) and para-NP to show intractability, i.e., we will show hardness for these classes. Note that we could additionally use the class para-PSPACE [21] to give stronger intractability results. For instance, the proof of Theorem 1 already shows that \( \{p\}\)-DBU is para-PSPACE hard, since the reduction in this proof uses a constant number of propositions. However, since in this paper we are mainly interested in the border between fixed-parameter tractability and intractability, we will not focus on the subtle differences in the degree of intractability, and restrict ourselves to showing \( \text{W}[1] \)-hardness and para-NP-hardness. This is also the reason why we will not show membership for any of the (parameterized) intractability classes; showing hardness suffices to indicate intractability. For the following proofs we use the well-known satisfiability problem \( \text{SAT} \) for propositional formulas. The problem \( \text{SAT} \) is \( \text{NP} \)-complete [14, 30]. Moreover, hardness for \( \text{SAT} \) holds even when restricted to propositional formulas that are in 3CNF.

**Proposition 3.** \( \{a, c, f, o, u\}\)-DBU is para-NP-hard.

**Proof.** To show para-NP-hardness, we specify a polynomial-time reduction \( R \) from \( \text{SAT} \) to DBU, where parameters \( a, c, f, o \) and \( u \) have constant values. Let \( \varphi \) be a propositional formula with \( \text{var}(\varphi) = \{x_1, \ldots, x_m\} \). Without loss of generality we assume that \( \varphi \) is a 3CNF formula with clauses \( c_1 \) to \( c_l \).

The general idea behind this reduction is that we use the worlds in the final updated model (that results from updating the initial state with the actions – which are specified by the reduction) to list all possible assignments to \( \text{var}(\varphi) \), by setting the propositions (corresponding to the variables in \( \text{var}(\varphi) \)) to true and false accordingly. Then checking whether formula \( \varphi \) is satisfiable can be done by...
checking whether \( \varphi \) is true in any of the worlds. Actions \( a_1 \) to \( a_m \) are used to create a corresponding world for each possible assignment to \( \text{var}(\varphi) \). Furthermore, to keep the formula that we check in the final updated model of constant size, we sequentially check the truth of each clause \( c_i \) and encode whether the clauses are true with an additional variable \( x_{n+1} \). This is done by actions \( a_{n+1} \) to \( a_{n+l} \).

In the final updated model, variable \( x_{n+1} \) will only be true in a world, if it makes clauses \( c_i \) to \( c_l \) true, i.e., if it makes formula \( \varphi \) true.

For more details, we refer to [37].

**Proposition 4.** \( \{c,e,f,o,p\}\)-DBU is para-NP-hard.

**Proof.** To show para-NP-hardness, we specify a polynomial-time reduction \( R \) from SAT to DBU, where parameters \( c, e, f, o, \) and \( p \) have constant values. Let \( \varphi \) be a propositional formula with \( \text{var}(\varphi) = \{x_1, \ldots, x_m\} \). The general idea behind this reduction is similar to the reduction in the proof of Theorem 1. Again we use groups of worlds to represent particular assignments to the variables in \( \varphi \). Here, there is only relation \( R_b \) between the different groups. Furthermore, to keep the formula that we check in the final updated model of constant size, we sequentially check the truth of each clause \( c_i \) and encode whether the clauses are true with an additional variable \( z \). This is done by actions \( a_{n+1} \) to \( a_{n+l} \). Action \( a_{n+j} \) (corresponding to clause \( j \)) marks each group of worlds (which represents a particular assignment to the variables in \( \varphi \) that ‘satisfies’ clauses \( 1 \) to \( j \)). (This marking happens by means of an \( R_z \)-reachable world where \( z \) is true.) Then, in the final updated model, there will only be such a marked group if all clauses, and hence the whole formula, is satisfiable.

For more details, we refer to [37].

**Proposition 5.** \( \{a,e,f,o,p\}\)-DBU is para-NP-hard.

**Proof.** To show para-NP-hardness, we specify a polynomial-time reduction \( R \) from SAT to DBU, where parameters \( a, e, f, o, \) and \( p \) have constant values. Let \( \varphi \) be a propositional formula with \( \text{var}(\varphi) = \{x_1, \ldots, x_m\} \). The reduction is based on the same principle as the one used in the proof of Proposition 4. To keep the number of agents constant, we use a different construction to represent the variables in \( \text{var}(\varphi) \). We encode the variables by a string of worlds that are connected by alternating relations \( R_a \) and \( R_b \).

Furthermore, we keep the size of the formula (and consequently the modal depth of the formula) constant by encoding the satisfiability of the formula with a single proposition. We do this by adding an extra action \( a_{n+1} \). Action \( a_{n+1} \) makes sure that each group of worlds that represents a satisfying assignment for the given formula, will have an \( R_c \) relation from a world that is \( R_{o} \)-reachable from the designated world to a world where proposition \( z^* \) is true.

For more details, we refer to [37].

We consider the following parameterized problem, that we will use in our proof of Proposition 6. This problem is W[1]-complete [19].

**Proposition 6.** \( \{a,c,f,o,u\}\)-DBU is W[1]-hard.

**Proof.** We specify an fpt-reduction \( R \) from \( \{k\}\)-Multicolor Clique to \( \{a,c,f,o,u\}\)-DBU. Let \( (G,c) \) be an instance of \( \{k\}\)-Multicolor Clique, where \( G = (N,E) \). The general idea behind this reduction is that we use the worlds in the model to list all \( k \)-sized subsets of the vertices in the graph with \( k \) different colors, where each individual world represents a particular \( k \)-subset of vertices in the graph with \( k \) different colors. Then we encode (in the model) the existing edges between these nodes (with particular color endings), and in the final updated model we check whether there is a world corresponding to a \( k \)-subset of vertices that is pairwise fully connected with edges. This is only the case when \( G \) has a \( k \)-clique with \( k \) different colors.

For more details, we refer to [37].

**Proposition 7.** \( \{c,o,p,u\}\)-DBU is W[1]-hard.

**Proof.** We specify the following fpt-reduction \( R \) from \( \{k\}\)-Multicolor Clique to \( \{a,c,f,o,u\}\)-DBU. We sketch the general idea behind the reduction. Let \( \varphi \) be a propositional formula with \( \text{var}(\varphi) = \{x_1, \ldots, x_m\} \). Then let \( \varphi' \) be the formula obtained from \( \varphi \), by replacing each occurrence of \( x_i \) with \( \neg x_i \). We note that \( \varphi \) is satisfiable by some assignment \( \alpha \) that sets \( k \) variables to true if and only if \( \varphi' \) is satisfiable by some assignment \( \alpha' \) that sets \( m-k \) variables to true, i.e., that sets \( k \) variables to false. We use the reduction to list all possible assignments to \( \text{var}(\varphi') = \text{var}(\varphi) \) that set \( m-k \) variables to true. We represent each possible assignment to \( \text{var}(\varphi) \) that sets \( m-k \) variables to true as a group of worlds, like in the proof of Theorem 1. (In fact, due to the details of the reduction, in the final updated model, there will be several identical groups of worlds for each of these assignments).

For more details, we refer to [37].

**Proposition 8.** \( \{a,f,o,p,u\}\)-DBU is W[1]-hard.

**Proof.** We specify the following fpt-reduction \( R \) from \( \{k\}\)-Multicolor Clique to \( \{a,c,f,o,u\}\)-DBU. We modify the reduction in the proof of Proposition 7 to keep the values of parameters \( a \) and \( f \) constant. After these modifications, the value of parameter \( c \) will no longer be constant. To keep the number of agents constant, we use the same strategy as in the reduction in the proof of Proposition 5, where variables \( x_1, \ldots, x_m \) are represented by strings of worlds with alternating relations \( R_b \) and \( R_a \). Just like in the proof of Proposition 5, the size of the formula (and consequently the modal depth of the formula) is kept constant by encoding the satisfiability of the formula with a single proposition. Then each group of worlds that represents a satisfying assignment for the given formula, will have an \( R_c \) relation from a world
that is $R_b$-reachable from the designated world to a world
where proposition $z^*$ is true.

For more details, we refer to [37].

4.2.3 Tractability Results

Next, we turn to a case that is fixed-parameter tractable.

**Theorem 9.** $(e, u)$-DBU is fixed-parameter tractable.

**Proof.** We present the following fpt-algorithm that runs in
time $e^n \cdot p(|x|)$, for some polynomial $p$, where $e$ is the max-
imum number of events in the actions and $u$ is the number of
updates, i.e., the number of actions.

As a subroutine, the algorithm checks whether a given ba-
sic epistemic formula $\varphi$ holds in a given epistemic model $M$,
i.e., whether $M \models \varphi$. It is well-known that model checking
for basic epistemic logic can be done in time polynomial in
the of $M$ plus the size of $\varphi$ (see e.g. [7]).

Let $x = (P, A, i, s_0, a_0, \ldots, a_j, \varphi)$ be an instance of DBU.
First the algorithm computes the final updated model $s_f =
\hat{s}_0 \odot a_1 \odot \cdots \odot a_j$ by sequentially performing the updates.
For each $i$, $s_i$ is defined as $s_{i-1} \odot a_i$. The size of each $s_i$
is upper bounded by $O(|s_0| \cdot e^{|a|})$, so for each update checking the
preconditions can be done in time polynomial in $e^{|a|}$. This
means that computing $s_f$ can be done in fpt-time.

Then, the algorithm decides whether $\varphi$ is true in $s_f$. This
can be done in time polynomial in the size of $s_f$ plus the
size of $\varphi$. We know that $|s_f| + |\varphi|$ is upper bounded by $O(|s_f| \cdot e^{n|s_f|} + |\varphi|)$, thus upper bounded by $e^{n|s_f|} \cdot p(|x|)$, for some polynomial $p$.

Therefore, deciding whether $\varphi$ is true in $s_f$ is fixed-parameter tractable.

For each $i$, $s_i$ is defined as $s_{i-1} \odot a_i$. The size of each $s_i$
is upper bounded by $O(|s_0| \cdot e^n)$, so for each update checking the
preconditions can be done in time polynomial in $e^n \cdot |x|$. This
means that computing $s_f$ can be done in fpt-time.

Then, the algorithm decides whether $\varphi$ is true in $s_f$. This
can be done in time polynomial in the size of $s_f$ plus the
size of $\varphi$. We know that $|s_f| + |\varphi|$ is upper bounded by $O(|s_f| \cdot e^{n|s_f|} + |\varphi|)$, thus upper bounded by $e^{n|s_f|} \cdot p(|x|)$, for some polynomial $p$.

Therefore, deciding whether $\varphi$ is true in $s_f$ is fixed-parameter tractable.

Hence, the algorithm decides whether $x \in$ DBU and runs in fpt-time.

4.2.4 Overview of the Results

We showed that DBU is PSPACE-complete, we pre-
sented several parameterized intractability results (W[1]-
hardness and para-NP-hardness) and we presented one
fixed-parameter tractable result, namely for $(e, u)$-DBU.

In Figure 2, we present a graphical overview of our results
and the consequent border between fpt-tractability and fpt-
intractability for the problem DBU. We leave $(a, e, p)$-DBU and
$(e, f, p, u)$-DBU as open problems for future research.

5. DISCUSSION & CONCLUSIONS

We presented the Dynamic Belief Update model as a
computational-level model of ToM and analyzed its com-
plexity. The aim of our model was to provide a formal
approach that can be used to interpret and evaluate the
meaning and veridicality of various complexity claims in the
cognitive science and philosophy literature concerning ToM.

In this way, we hope to contribute to disentangling debates in
cognitive science and philosophy regarding the complexity
of ToM.

In Section 4.1, we proved that DBU is PSPACE-complete.
This means that (without additional constraints), there is
no algorithm that computes DBU in a reasonable amount of
time. In other words, without restrictions on its input
domain, the model is computationally too hard to serve as a
plausible explanation for human cognition. This may not
be surprising, but it is a first formal proof backing up this
claim, whereas so far claims of intractability in the literature
remained informal.

Informal claims about what constitutes sources of in-
tractability abound in cognitive science. For instance, it
seems to be folklore that the ‘order’ of ToM reasoning (i.e.,
that I think that you think that I think ... ) is a potential
source of intractability. The fact that people have difficulty
understanding higher-order theory of mind [20, 29, 32, 44]
is not explained by the complexity results for parameter $o$
- the modal depth of the formula that is being considered,
in other words, the order parameter. Already for a formula
with modal depth one, DBU is NP-hard; so $(o)$-DBU is not
fixed-parameter tractable. On the basis of our results we can
only conclude that DBU is fixed-parameter tractable for the
order parameter in combination with parameters $e$ and $u$.

But since DBU is fpt-tractable for the smaller parameter set $(e, u)$, this does not indicate that the order parameter is
a source of complexity. This does not mean it may not be a
source of difficulty for human ToM performance. After all,
tractable problems can be too resource-demanding for hu-
mans for other reasons than computational complexity (e.g.,
due to stringent working-memory limitations).

Surprisingly, we only found one (parameterized) tractabil-
ity result for DBU. We proved that for parameter set $(e, u)$
- the maximum number of events in an event model and the
number of updates, i.e., the number of event models - DBU
is fixed-parameter tractable. Given a certain instance $x$ of
DBU, the values of parameters $e$ and $u$ (together with the
size of initial state $s_0$) determine the size of the final up-
dated model (that results from applying the event models to
the initial state). Small values of $e$ and $u$ thus make sure
that the final updated model does not blow up too much in
relation to the size of the initial model. The result that
$(e, u)$-DBU is fp-tractable indicates that the size of the fi-
nal updated model can be a source of intractability (cf. [39,
40]).

The question arises how we can interpret parameters $e$ and
$u$ in terms of their cognitive counterparts. To what aspect of
ToM do they correspond, and moreover, can we assume that
they have small values in (many) real-life situations? If this
is indeed the case, then restricting the input domain of the
model to those inputs that have sufficiently small values for
parameters $e$ and $u$ will render our model tractable, and we
can then argue that (at least in terms of its computational
complexity) it is a cognitively plausible model.

In his formalizations of the false belief task Bolander [8] in-
deed used a limited amount of actions with a limited amount
of events in each action (he used a maximum of 4). This
could, however, be a consequence of the over-simplification
(of real-life situations) used in experimental tasks. Whether
these parameters in fact have sufficiently small values in real
life, is an empirical hypothesis that can (in principle) be
tested experimentally. However, it is not straightforward
how to interpret these formal aspects of the model in terms
of their cognitive counterparts. The associations that the
words event and action trigger with how we often use these
words in daily life, might adequately apply to some degree,
but could also be misleading. A structural way of inter-
preting these parameters is called for. We think this is an
interesting topic for future research.

Besides the role that our results play in the investigation of
(of the complexity) of ToM our results are also of interest in
and of themselves. The results in Theorems 1 and 2 re-
solve an open question in the literature about the computa-
tional complexity of DEL. Aucher and Schwarzentruber [3]
already showed that the model checking problem for DEL
in general, is PSPACE-complete. However, their proof for
PSPACE-hardness does not work when the input domain is restricted to S5 (or KD45) models and their hardness proof also relies on the use of multi-pointed models (which in their notation is captured by means of a union operator). With our proof of Theorem 1, we show that DEL model checking is PSPACE-hard even when restricted to single-pointed S5 models. Furthermore, the novelty of our approach lies in the fact that we apply parameterized complexity analysis to dynamic epistemic logic, which is still a rather unexplored area.
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ABSTRACT

In this paper, we introduce a lightweight dynamic epistemic logical framework for automated planning under initial uncertainty. We reduce plan verification and conformant planning to model checking problems of our logic. We show that the model checking problem of the iteration-free fragment is PSPACE-complete. By using two non-standard (but equivalent) semantics, we give novel model checking algorithms to the full language and the iteration-free language.

1. INTRODUCTION

Conformant planning is the problem of finding a linear plan (a sequence of action) to achieve a goal in presence of uncertainty about the initial state (cf. [28]). For example, suppose that you are a rookie spy trapped in a foreign hotel with the following map at hand:

![Map Diagram]

Now somebody spots you and sets up the alarm. In this case you need to move fast to one of the safe hiding places marked in the map (i.e., \(s_7, s_8\) and \(s_4\)). However, since you were in panic, you lost your way and you are not sure whether you are at \(s_2\) or \(s_3\) (denoted by the circle in the above graph). Now what should you do in order to reach a safe place quickly? Clearly, merely moving \(r\) or moving \(u\) may not guarantee your safety given the uncertainty. A simple plan is to move \(r\) first and then \(u\), since this plan will take you to a safe place, no matter where you actually are initially. This plan is conformant since it does not require any feedback during the execution and it should work in presence of uncertainty about the initial state. More generally, a conformant plan should also work given actions with non-deterministic effects. Such a conformant plan is crucial when there are no feedbacks/observations available during the execution of the plan.² Note that since no information is provided during the execution, the conformant plan is simply a finite sequence of actions without any conditional moves.

As discussed in [9, 24], conformant planning can be reduced to classical planning, the planning problem without any initial uncertainty, over the space of belief states. Intuitively, a belief state is a subset of the state space, which records the uncertainty during the execution of a plan, e.g., \(\{s_2, s_3\}\) is an initial belief state in the above example. In order to make sure a goal is achieved eventually, it is crucial to track the transitions of belief states during the execution of the plan, and this may traverse exponentially many belief states in the size of the original state space. As one may expect, conformant planning is computationally harder than classical planning. The complexity of checking the existence of a conformant plan is EXPSPACE-complete in the size of the variables generating the state space [18]. In the literature, people proposed compact and implicit representations of the belief spaces, such as OBDD [13, 15, 14] and CNF [30], and different heuristics are used to guide the search for a plan, e.g., [11, 12].

Besides the traditional AI approaches, we can also take an epistemic-logical perspective on planning in presence of initial uncertainties, based on dynamic epistemic logic (DEL) (cf. e.g., [31]). The central philosophy of DEL takes the meaning of an action as the change it brings to the knowledge of the agents. Intuitively, this is what we need to track the belief states during the execution of a plan³. Indeed, in recent years, there has been a growing interest in using DEL to handle multi-agent planning with knowledge goals (cf. e.g., [7, 23, 1, 3, 34, 25]), while the traditional AI planning focuses on the single-agent case. In particular, the event models of DEL (cf. [6]) are used to handle non-public actions that may cause different knowledge updates to different agents. In these DEL-based planning frameworks, states are epistemic models, actions are event models and the state transitions are implicitly encoded by the update product which computes a new epistemic model based on an epistemic model and an event model.

One advantage of this approach is its expressiveness in handling scenarios which require reasoning about agents’ higher-order knowledge about each other in presence of partially observable actions. However, this expressiveness comes at a price, as shown in [7, 4], that multi-agent epistemic plan-

¹Corresponding author
²It is a variant of the running example in [33].
³Here the belief states are actually about knowledge in epistemic logic.
ning is undecidable in general. Many interesting decidable fragments are found in the literature [7, 23, 34, 2], which suggests that the single-agent cases and restrictions on the form of event models are the key to decidability. However, if we focus on the single-agent planning, a natural question arises: how do we compare such DEL approaches with the traditional AI planning? It seems that the DEL-based approaches are more suitable for planning with actions that change (higher-order) knowledge rather than planning with fact-changing actions, although the latter type of actions can also be handled in DEL. Moreover, the standard models of DEL are purely epistemic thus do not encode the temporal information of available actions directly. This may limit the applicability of such approaches to planning problems based on transition systems.

In this paper, we tackle the standard single-agent conformant planning problem over transition systems, by using the core idea of DEL, but not its standard formalism. Our formal framework is based on the logic proposed by Wang and Li in [33], where the model is simply a transition system with initial uncertainty as in the motivating example, and an action is interpreted in the semantics as an update on the uncertainty of the agent. Our contributions are summarized as follows:

- A lightweight dynamic epistemic framework with a simple language and a complete axiomatization.
- Non-trivial reduction of conformant planning to a model checking problem using our language with programs.
- Two novel model checking algorithms based on two alternative semantics for the proposed logic, which make the context-dependency in the original semantics explicit.
- The complexity of model checking the iteration-free fragment of our language is \(PSPACE\)-complete. The model checking problem of the full language is in \(EXPTIME\). The model checking problem of the conformant planning is in \(PSPACE\).

The last result may sound contradictory to the aforementioned result that the complexity of conformant planning is \(EXPTIME\)-complete. Actually, the apparent contradiction is due to the fact that the \(EXPTIME\) complexity result is based on the number of state variables which require an exponential blow up to generate an explicit transition system that we use here. We will come back to this issue at the end of Section 4.3.

Our approach has the following advantages compared to the existing planning approaches:

- The planning goals can be specified as arbitrary formulas in an epistemic language. Extra plan constraints (e.g., what actions to use) can be expressed explicitly by programs in the language. Therefore it may cover a richer class of (conformant) planning problems compared to the traditional AI approach where a goal is Boolean.\(^4\)
- The plans can be specified as regular expressions with tests in terms of arbitrary EPDL formulas, which generalizes the knowledge-based programs in [17, 21].

\(^4\)The goal in the standard conformant planning is simply a set of different valuations of basic propositional variables. Our approach can even handle epistemic goals in negative forms, e.g., we want to make sure the agent knows something but does not know too much in the end.

- By reducing conformant planning to a model checking problem in an explicit logical language, we also see the subtleties hidden in the planning problem. In principle, there are various model checking techniques to be applied to conformant planning based on this reduction.
- Our logical language and models are very simple compared to the standard action-model based DEL approach, yet we can encode the externally given executability of the actions in the model, inspired by epistemic temporal logic (ETL) [16, 26].
- Our approach is flexible enough to provide, in the future, a unified platform to compare different planning problems under uncertainty. By studying different fragments of the logical language and model classes, we may categorize planning problems according to their complexity.

The rest of the paper is organized as follows: We introduce our basic logical framework and its axiomatization in Section 2, and extend it in Section 3 with programs to handle the conformant planning. The complexity analysis of the model checking problems is in Section 4 and we conclude in Section 5 with future directions.

2. BASIC FRAMEWORK

2.1 Epistemic action language

To talk about the knowledge of the agent during an execution of a plan, we use the following language proposed in [33].

**Definition 2.1 (Epistemic Action Language (EAL)).** Given a countable set \(A\) of action symbols and a countable set \(P\) of atomic proposition letters, the language \(EAL^P\) is defined as follows:\(^5\)

\[
\phi ::= \top | p | \neg \phi | (\phi \land \psi) | [a]\phi | K\phi,
\]

where \(p \in P\), \(a \in A\). The following standard abbreviations are used: \(\bot ::= \neg\top\), \(\phi \lor \psi ::= \neg\neg\phi \land \neg\psi\), \(\phi \rightarrow \psi ::= \neg\phi \lor \psi\), \([a]\phi ::= \neg[a]\neg\phi\), \(K\phi ::= \neg K\neg\phi\).

\(K\phi\) says that the agent knows that \(\phi\), and \([a]\phi\) expresses that if the agent can move forward by action \(a\), then after doing \(a\), \(\phi\) holds. Throughout the paper, we fix some \(P\) and \(A\), and refer to \(EAL^P\) by \(EAL\).

The size of EAL-formulas (notation \(|\phi|\)) is defined inductively: \(|\top| = 1\); \(|p| = 1\); \(|\neg\phi| = 1 + |\phi|\); \(|\phi \land \psi| = 1 + |\phi| + |\psi|\); \(|K\phi| = 1 + |\phi|\). The set of subformulas of \(\phi \in EAL\) denoted as \(\text{sub}(\phi)\), is defined as usual.

**Definition 2.2 (Uncertainty Map).** Given \(P\) and \(A\), a (multimodal) Kripke model \(N\) is a tuple \((S, \{R_a | a \in A\}, V)\), where \(S\) is a non-empty set of states, \(R_a \subseteq S \times S\) is a binary relation labelled by \(a\), \(V : S \rightarrow 2^P\) is a valuation function. An uncertainty map \(M\) is a Kripke model \((S, \{R_a | a \in A\}, V)\) with a non-empty set \(U \subseteq S\). Given an uncertainty map \(M\), we refer to its components by \(S_M, R_a_M, V_M, U_M\). A pointed uncertainty map \(M, s\) is an uncertainty map \(M\) with a designated state \(s \in U_M\). We write \(s \xrightarrow{a} t\) for \((s, t) \in R_a\).

\(^5\)We do need unboundedly many action symbols to encode the desired problem in the later discussion of model checking complexity.
Intuitively, a Kripke model encodes a map (transition system) and the uncertainty set $\mathcal{U}$ encodes the uncertainty that the agent has about where he is in the map. The graph mentioned at the beginning of the introduction is a typical example of an uncertainty map. Note that there may be non-deterministic transitions in the model, i.e., there may be $t_1 \neq t_2$ such that $s \xrightarrow{a} t_1$ and $s \xrightarrow{a} t_2$ for some $s, t_1, t_2$.

**Remark 1.** It is crucial to notice that the designated state in a pointed uncertainty map must be one of the states in the uncertainty set.

**Definition 2.3 (Semantics).** Given any uncertainty map $\mathcal{M} = (\mathcal{S}, (R_a \mid a \in A), \mathcal{V}, \mathcal{U})$ and any state $s \in \mathcal{U}$, the semantics is defined as follows:

\[
\begin{align*}
\mathcal{M}, s \models \top & \quad \text{always} \\
\mathcal{M}, s \models p & \iff s \in \mathcal{V}(p) \\
\mathcal{M}, s \models \neg \phi & \iff \mathcal{M}, s \not\models \phi \\
\mathcal{M}, s \models \phi \land \psi & \iff \mathcal{M}, s \models \phi \text{ and } \mathcal{M}, s \models \psi \\
\mathcal{M}, s \models [\alpha]\phi & \iff \forall t \in \mathcal{S} : s \xrightarrow{\alpha} t \text{ implies } \mathcal{M}^t[s \models \phi] \\
\mathcal{M}, s \models K\phi & \iff \forall u \in \mathcal{U} : \mathcal{M}, u \not\models \phi
\end{align*}
\]

where $\mathcal{M}^s = (\mathcal{S}, (R_a \mid a \in A), \mathcal{V}, \mathcal{U}^s) \quad \text{and} \quad \mathcal{U}^s = \{r' \mid \exists r \in \mathcal{U} \text{ such that } r \rightarrow r'\}$. We say $\phi$ is valid (notation: $\models \phi$) if it is true on all the pointed uncertainty maps. For a action sequence $\sigma = a_1 \ldots a_n$, we write $\mathcal{U}^\sigma = \{s' \mid \exists r \in \mathcal{U} \text{ such that } r \rightarrow s'\}$. We can observe at the new state. For conformant planning, we do not consider the observational power of the agent during the execution of a plan.

Let us call the model mentioned in the introduction $\mathcal{M}$, it is not hard to see that $\mathcal{M}^s$ and $(\mathcal{M}^s)^u$ are as follows:

- $\mathcal{M}, s \models [\mathcal{R}_a \land \neg K\text{Safe}]$
- $\mathcal{M}, s \models K[\mathcal{R}_a] (\text{Safe} \land K\text{Safe})$

The usual global model checking algorithm for modal logics labels the states with the subformulas that are true. However, this cannot work here since the truth value of epistemic formulas on the states outside $\mathcal{U}$ is simply undefined. Moreover, the exact truth value of an epistemic formula on a state depends on ‘how you get there’, as the following example shows (the underlined states mark the actual states):

Let the left-hand-side model be $\mathcal{M}$, then it is clear that $\mathcal{M}^s, s_3 \models Kp$ while $\mathcal{M}^u, s_3 \not\models Kp$ thus $\mathcal{M}, s_1 \not\models (b)Kp \land (a)(a)\neg Kp$. This shows that the truth value of an epistemic subformula w.r.t. a state in the model is somehow ‘context-dependent’, which requires new techniques in model checking. We will make this explicit in Section 4.3 when we discuss the model checking algorithm.

**2.2 Axiomatization**

Following the axioms proposed in [33], we give the following axiomatization for EAL w.r.t. our semantics:

<table>
<thead>
<tr>
<th>Axioms</th>
<th>System SELA</th>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\top$</td>
<td>all axioms of propositional logic</td>
<td>$\text{MP}$</td>
</tr>
<tr>
<td>$\phi, \psi$</td>
<td>$\phi \rightarrow \psi$</td>
<td>$\text{TAUT}$</td>
</tr>
<tr>
<td>$K(p \rightarrow q) \rightarrow (Kp \rightarrow Kq)$</td>
<td>$\phi$</td>
<td>$\text{DIST}$</td>
</tr>
<tr>
<td>$[a](p \rightarrow q) \rightarrow ([a]p \rightarrow [a]q)$</td>
<td>$\phi$</td>
<td>$\phi(p)$</td>
</tr>
<tr>
<td>$Kp \rightarrow p$</td>
<td>$\phi$</td>
<td>$\phi(\psi)$</td>
</tr>
<tr>
<td>$\neg Kp \rightarrow K\neg Kp$</td>
<td>$\phi$</td>
<td>$\phi\phi(\psi)$</td>
</tr>
</tbody>
</table>

where $\alpha$ ranges over $A, p, q$, $\alpha$ range over $P$. $\text{PR}(\cdot)$ and $\text{NM}(\cdot)$ denote the axioms of perfect recall and no miracles respectively (cf. [32]).

Note that since we do not assume that the agent can observe the available actions, the axiom $\text{OBS}(a) : K(a)\top \lor K\neg a \top$ in [33] is abandoned. Due to the same reason, the axiom of no miracles is also simplified.

We show the completeness of SELA using a more direct proof strategy compared to the one used in [33].

**Theorem 2.1.** SELA is sound and strongly complete w.r.t. EAL on uncertainty maps.

**Proof.** To prove that SELA is sound on uncertainty maps, we need to show that all the axioms are valid and all the inference rules preserve validity. Since the uncertainty set in an UM denotes an equivalent class, axioms $T, 4$ and $5$ are valid; due to the semantics, the validity of axioms $\text{PR}(\cdot)$ and $\text{NM}(\cdot)$ can be proved step by step; others can be proved as usual.

To prove that SELA is strongly complete on uncertainty maps, we only need to show that every SELA-consistent set of formulas is satisfiable on some uncertainty map. The
proof idea is that we construct an uncertainty map consisting of maximal SELA-consistent sets (MCSs), and then with the Lindenbaum-like lemma that every SELA-consistent set of formulas can be extended in to a MCS (we omit the proof here), we only need to prove that every formula holds on the MCS to which it belongs.

Firstly, we construct a canonical Kripke model $N^c = \langle S^c, \{ R^c_a \mid a \in A \}, V^c \rangle$ as follows:

- $S^c$ is the set of all MCSs;
- $s R^c_t \iff (a) \phi \in s$ for any $\phi \in t$ (equivalently $\phi \in t$ for any $[a] \phi \in s$);
- $V^c(p) = \{ s \mid p \in s \}$.

Given $s \in S^c$, we define $U^c_s = \{ u \in S^c \mid K \phi \in u \iff \phi \in s \}$, and it is obvious that $s \in U^c_s$. Thus we have that for each $s \in S^c$, $M^c_s = (N^c, U^c_s)$ is an uncertainty map, and $M^c_s$, $s$ is a pointed uncertainty map.

Secondly, we prove the following claim.

**Claim 2.1.** If $s \rightarrow t$, then we have $U^c_t = U^c_s$.

$: $Assuming $v \in U^c_t$, we need to show $v \in U^c_s$, namely we need to show that $K \phi \in v \iff \phi \in t$. Since $v \in U^c_t$, we have that there is $u \in U^c_t$ such that $u R^c_t v$. If $K \phi \in t$, it follows by axiom 4 that $K K \phi \in t$. Thus we have $(a) K \phi \in s$. By axiom $\emptyset \vDash (a)$, it follows that $K [a] K \phi \in s$. By $u \in U^c_t$ and axiom $\emptyset \vDash (a)$, we have $K [a] \phi \in u$. It follows by $u R^c_t v$ that $K \phi \in v$. If $K \phi \notin t$, we have $\neg K \phi \in t$. By axiom 5, we have $K \neg K \phi \in t$. Similarly, we have $K \neg \phi \in v$. Thus we have $K \phi \notin v$.

$: $Assuming $v \in U^c_t$, we need to show $v \in U^c_t$, namely there is $u \in U^c_t$ such that $u R^c_t v$. Let $u$ be $\{ K \phi \mid K \phi \in s \} \cup \{(a) \psi \mid \psi \in v\}$. Then $u$ is consistent. For suppose not, we have $\{ K \phi \} \wedge \cdots \wedge K \phi_n \rightarrow \{ \neg \psi_1 \vee \cdots \vee \neg \psi_k \}$ for some $k$. Since $\{ a \} \wedge \cdots \wedge \{ a \} \wedge \{ a \} \rightarrow \{ \neg \psi_1 \vee \cdots \vee \neg \psi_k \}$, we have $\{ K \phi \} \wedge \cdots \wedge K \phi_n \rightarrow \{ \neg \psi_1 \vee \cdots \vee \neg \psi_k \}$. Since $K \phi \in s$ for each $1 \leq i \leq n$, we have $K [a] \{ \neg \psi_1 \vee \cdots \vee \neg \psi_k \} \in s$. By axiom $\emptyset \vDash (a)$, it follows that $\{ a \} \wedge \cdots \wedge \{ a \} \rightarrow \{ \neg \psi_1 \vee \cdots \vee \neg \psi_k \}$. This is contrary with $\psi \in v$. Thus $u$ is consistent. By Lindenbaum-like Lemma, there exists a MCS $u$ extending $u$. It follows by $u \subseteq v \in U^c_t$ and $u R^c_t v$. We conclude that $v \in U^c_t$.

Finally, we will show that $M^c_s \models \phi$ iff $\phi \in s$. We prove it by induction on $\phi$. Please note that the ‘existence lemmas’ (that $[a] \phi \in s$ implies $\neg \phi \notin t$ for some $t$ such that $s \rightarrow t$ and that $\neg K \phi \in s$ implies $\phi \notin s'$ for some $s' \in U^c_t$) also hold in the model $N^c$. We only focus on the case of $[a] \phi$. With Claim 2.1, it follows that $M^c_s \models \phi$ if $s \rightarrow t$. Then by the induction hypothesis and the existence lemmas, it is easy to show that $M^c_s \models [a] \phi$ if $[a] \phi \in s$. $\square$

3. AN EXTENSION OF EAL FOR CONFORMANT PLANNING

3.1 Epistemic PDL over uncertainty maps

In this section we extend the language of EAL with programs in propositional dynamic logic and use this extended language to express the existence of a conformant plan.

### Definition 3.1 (Epistemic PDL)

The Epistemic PDL Language (EPDL) is defined as follows:

$$\phi ::= T \mid p \mid \neg \phi \mid (\phi \land \psi) \mid [\pi] \phi \mid K \phi$$

$$\pi ::= a \mid [\pi \land (\pi \land \psi)] \phi$$

where $p \in P$, $a \in A$. We use $[\pi] \phi$ to denote $[\pi]\phi \land (\pi \land \psi)$, which is logically equivalent to $[\pi]\phi \land (\pi \land \psi)$. Given a finite $B \subseteq A$, we write $B^\ast$ for $(\sum_{a \in a}^\ast)^\ast$, i.e., the iteration over the ‘sum’ of all the action symbols in $B$. The size of EPDL formulas/programs is given by: $|[\pi] \phi| = |[\pi]| + |\phi|$, $|a| = 1$, $|\pi_1 \land \pi_2| = 1 + |\pi_1| + |\pi_2|$, $|[\pi]| = |\pi| = 1 + |\phi|$, and $|\pi_1 \land \pi_2| = 1 + |\pi_1| + |\pi_2|$.

Given any uncertainty map $M = (S, \{ R_a \mid a \in A \}, V, U)$, any state $s \in U$, the semantics is given by a mutual induction on $\phi$ and $\pi$ (we only show the case about $[\pi] \phi$, other cases are as in EAL):

$$M, s \models [\pi] \phi \iff \text{for all } M', s' : (M, s)[[\pi][M', s')] \implies M', s' \models \phi$$

where $\circ, \cup, *$ at the right-hand side denote the usual composition, union and reflexive transitive closure of binary relations respectively. Clearly this semantics coincides with the semantics of EAL on EAL formulas.

Note that each program $\pi$ can be viewed as a set of computation sequences, which are sequences of actions in $A$ and tests with $\phi \in EPDL$:

$$L(a) = \{ a \}$$

$$L(\emptyset) = \{ \emptyset \}$$

$$L(\pi; \pi') = \{ (\sigma, \eta) \mid \sigma \in L(\pi) \text{ and } \eta \in L(\pi') \}$$

$$L(\pi + \pi') = L(\pi) \cup L(\pi')$$

$$L(\pi^\ast) = \{ \epsilon \} \cup \bigcup_{n>0} (L(\pi \cdots \pi))$$

where $\epsilon$ is the empty sequence.

Here are some valid formulas which are useful in our latter discussion:

$$\langle \pi; \pi' \rangle \phi \leftrightarrow \langle \pi \rangle \phi \land \langle \pi' \rangle \phi$$

$$[\pi + \pi'] \phi \leftrightarrow [\pi] \phi \land [\pi'] \phi$$

$$[\psi] \phi \leftrightarrow (\psi \phi)$$

We leave the complete axiomatization of EPDL on uncertainty maps to future work.

3.2 Conformant planning via model checking EPDL

### Definition 3.2 (Conformant planning)

Given an uncertainty map $M$, a goal formula $\phi \in EPDL$, and a set $B \subseteq A$, the conformant planning problem is to find a finite (possibly empty) sequence $\sigma = a_1 a_2 \cdots a_n \in L(B')$ such that for each $u \in U_M$ we have $M, u \models \{ a_1 \} [a_2] \cdots [a_n] \phi$. The existence problem of conformant planning is to test whether such a sequence exists.

Recall that $[\pi] \phi$ is the shorthand of $[\pi]\phi \land (\pi \land \psi)$. Intuitively, we want a plan which is both execututable and safe w.r.t. non-deterministic actions and initial uncertainty of the agent. It is crucial to observe the difference between $\{ a_1 \} [a_2] \cdots [a_n] \phi$ and $\{ a_1; a_2; \cdots; a_n \} \phi$ by the following example:
Example 1. Given uncertainty map $M$ depicted as follows, we have $M, s_1 \models \{a; b\}p$ but $M, s_1 \not\models \{a\}\{b\}p$.

Given $M$ and $\phi$, to verify whether $\sigma \in \mathcal{L}(\pi)$ is a conformant plan can be formulated as the model checking problem: $M, u \models K(\{a_1\})\{a_2\}\ldots\{a_n\}\phi$. On the other hand, the existence of a conformant plan is more complicated to formulate: it asks whether there exists a $\sigma \in \mathcal{L}(B')$ such that it can be verified as a conformant plan. The simple-minded attempt would be to check whether $M, u \models K(B')\phi$ holds. Despite the $\langle \cdot \rangle$-vs-$\{ \cdot \}$ distinction, $K(B')\phi$ may hold on a model where the sequences to guarantee $\phi$ on different states in $U_{\Delta^a}$ are different, as the following example shows:

Example 2. Given uncertainty map $M$ depicted as follows, let the goal formula be $p$ and $B = \{a, b\}$. We have $M, s_1 \models K(B')p$, but there is no solution to this conformant planning problem.

The right formula to check for the existence of a conformant plan w.r.t $B \subseteq A$ and $\phi \in $EPDL$ is:

$$\theta_{\phi} = \langle (\Sigma_{a \in B}(K(a) \land a)) \rangle K \phi.$$

For example, if $B = \{a_1, a_2\}$ then $\theta_{\phi} = \langle (\langle K(a_1) \land a_1 \rangle + \langle K(a_2) \land a_2 \rangle) \rangle K \phi$. Intuitively, the conformant plan consists of actions that are always executable given the uncertainty of the agent (guaranteed by the guard $K(a) \land a$). In the end the plan should also make sure that $\phi$ must hold given the uncertainty of the agent (guaranteed by $K(a)$). In the following, we will prove that this formula is indeed correct.

First, we observe that the rule of substitution of equivalents is valid $(\phi(\psi/\chi))$ is obtained by replacing any occurrence of $\chi$ by $\psi$, similar for $[\pi(\psi/\chi)]$:

Proposition 3.1. If $\models \psi \leftrightarrow \chi$, then:

1. $\models K \phi \leftrightarrow K(\phi(\psi/\chi))$;
2. $[\pi] = [\pi(\psi/\chi)]$.

Proposition 3.2. $\models K(\phi) \leftrightarrow K(\phi(\psi/\chi))$.

Proof. Since $\models K(\phi) \leftrightarrow K(\phi(\psi/\chi))$ and $\equiv (K(a) \land a) \land K \phi \equiv (K(a) \land a) \land K \phi$, we only need to show that $\models K(\phi) \land K(\phi(\psi/\chi)) \land (K(a) \land a) \land K \phi$.

Left to right:

(L1) $\models K[a] \phi \leftrightarrow [a] K \phi$, by validity of Axiom PR(a)
(L2) $\models K(a) \phi \leftrightarrow [a] K \phi$, by semantics
(L3) $\models [\phi \land K(a) \phi] \phi \leftrightarrow [a] K \phi$, by semantics
(L4) $\models K[a] \phi \land K(a) \phi \leftrightarrow K(a) \phi \land [a] K \phi$, by (L1)-(L3)

Right to left:

(R1) $\models [a] K \phi \leftrightarrow K[a] \phi$, by validity of Axiom NM(a)
(R2) $\models K[a] \phi \land K(a) \phi \leftrightarrow K(a) \phi$, by semantics
(R3) $\models K(a) \phi \land a \phi \leftrightarrow K(a) \phi \land K(a) \phi$, by (R1)-(R2)

Lemma 3.1. For any $a_1 a_2 \ldots a_n \in L(A')$:

$\models K\{a_1\}(a_2) \ldots \{a_n\}\phi \leftrightarrow \langle K(a_1) \land a_1 \rangle \ldots \langle K(a_n) \land a_n \rangle K \phi$.

Proof. It is trivial when $n = 0$ (i.e., the sequence is $\epsilon$), since the claim then boils down to $K \phi \leftrightarrow K \phi$. We prove the non-trivial cases by induction on $n \geq 1$. When $n = 1$, it follows from Proposition 3.2. Now, as the induction hypothesis, we assume that:

$\models K\{a_1\}(a_2) \ldots \{a_{k-1}\} \phi \leftrightarrow \langle K(a_1) \land a_1 \rangle \ldots \langle K(a_{k-1}) \land a_{k-1} \rangle K \phi$.

We need to show:

$\models K\{a_1\}(a_2) \ldots \{a_k\} \phi \leftrightarrow \langle K(a_1) \land a_1 \rangle \ldots \langle K(a_{k+1}) \land a_{k+1} \rangle K \phi$.

By IH,

$\models K\{a_1\}(a_2) \ldots \{a_k\} \phi \leftrightarrow \langle K(a_1) \land a_1 \rangle \ldots \langle K(a_k) \land a_k \rangle \langle K(a_{k+1}) \land a_{k+1} \rangle K \phi$.

Due to Propositions 3.1 and 3.2, we have

$\models (\langle K(a_1) \land a_1 \rangle \ldots \langle K(a_k) \land a_k \rangle \langle K(a_{k+1}) \land a_{k+1} \rangle K \phi \leftrightarrow (\langle K(a_1) \land a_1 \rangle \ldots \langle K(a_k) \land a_k \rangle \langle K(a_{k+1}) \land a_{k+1} \rangle K \phi)$.

The conclusion is immediate by combining (1) and (2).

The following theorem follows from the above lemma.

Theorem 3.1. Given a pointed uncertainty map $M, s$ is $\mathcal{L}(B)$ such that $M, s \models K\{a_1\}(a_2) \ldots \{a_n\} \phi$.

(1) There is a $\sigma = a_1 \ldots a_n \in \mathcal{L}(B')$ such that $M, s \models \langle (\Sigma_{a \in B}(K(a) \land a)) \rangle K \phi$.

(2) $M, s \models \langle (\Sigma_{a \in B}(K(a) \land a)) \rangle K \phi$.

We would like to emphasise that the $K$ operator right before $\phi$ in the definition of $\theta_{\phi}$ cannot be omitted, as demonstrated by the following example:

Example 3. Given uncertainty map $M$ depicted as follows, let the goal formula be $p$. As we can see, there is no solution to this conformant planning problem. Indeed $M, s_1 \not\models \langle (\Sigma_{a \in B}(K(a) \land a)) \rangle K p$ with $B = \{a, b\}$, but we could have $M, s_1 \models \langle (\Sigma_{a \in B}(K(a) \land a)) \rangle K p$.

$$\models \langle s_1 \rangle \ldots \langle s_3 \rangle \ldots \langle s_5 \rangle p$$

We close this section with an example about planning with both positive and negative epistemic goals (the agent should know something, but not too much).

Example 4. Given uncertainty map $M$ depicted as follows, let the goal be $Kp \land \neg Kq$, only $a$ is a good plan.

$$\models \langle s_1 \rangle \ldots \langle s_3 \rangle \ldots \langle s_5 \rangle p, q$$
4. MODEL CHECKING EPDL: COMPLEXITY AND ALGORITHMS

In this section, we first focus on the model checking problem of the following star-free fragment of EPDL (call it EPDL−):

$$\phi := T | p | \neg \phi | (\phi \land \phi) | [\pi] \phi | K\phi$$

$$\pi := a | ?\phi | (\pi; \pi) | (\pi + \pi)$$

We will show that model checking EPDL− is PSPACE-complete. In particular, the upper bound is shown by making use of an alternative context-dependent semantics. Then we give an EXPTIME algorithm for the model checking problem of the full EPDL inspired by another alternative semantics based on 2-dimensional models. Finally we give a PSPACE algorithm for the conformant planning problem in EPDL. Note that throughout this section, we focus on uncertainty maps with finitely many states and assume $R_a = \emptyset$ for co-finitely many $a \in A$.

4.1 Complexity of model checking EPDL−

4.1.1 Lower Bound

To show the PSPACE lower bound, we provide a polynomial reduction of QBF (quantified Boolean formula) truth testing to the model checking problem of EPDL−. Note that to determine whether a given QBF (even in prenex normal form based on a conjunctive normal form) is true or not is known to be PSPACE-complete [29]. Our method is inspired by [27] which discusses the complexity of model checking temporal logics with past operators. Surprisingly, we can use the uncertainty sets to encode the ‘past’ and use the dual of the knowledge operator to ‘go back’ to the past. This intuitive idea will become more clear in the proof.

QBF formulas are $Q_1x_1Q_2x_2\ldots Q_nx_n\phi(x_1,\ldots, x_n)$ where:

- For $1 \leq n \leq n, Q_i$ is $\exists$ if $i$ is odd, and $Q_i$ is $\forall$ if $i$ is even.

- $\phi$ is a propositional formula in CNF based on variables $x_1,\ldots, x_n$.

For each such QBF $\alpha$ with $n$ variables, we need to find a pointed model $\mathcal{M}_n, x_0$ and a formula $\theta_n$ such that $\alpha$ is true iff $\mathcal{M}_n, x_0 = \theta_n$. The model $\mathcal{M}_n$ is defined below.

**Definition 4.1.** Let $A = \{a_i, \bar{a}_i | i \geq 1\}$ and $P = \{p_k, q_k | k \geq 1\}$, the uncertainty map $\mathcal{M}_n = (S, \{R_a | a \in A\}, V, U)$ is defined as:

- $S = \{x_0\} \cup \{x_i | 1 \leq i \leq n\} \cup \{\bar{x}_i | 1 \leq i \leq n\}$

- $V(x_0) = \emptyset$, and $V(x_i) = \{p_i\}, V(\bar{x}_i) = \{q_i\}$ for $1 \leq i \leq n$.

- $a_1 = \{(s, s) | s \in S\} \cup \{(x_{i-1}, x_i), (\bar{x}_{i-1}, x_i)\}$

- $\bar{a}_1 = \{(s, s) | s \in S\} \cup \{(x_{i-1}, \bar{x}_i), (\bar{x}_{i-1}, \bar{x}_i)\}$

- $U = \{x_0\}$

$|\mathcal{M}_n|$ is linear in $n$ and can be depicted as the following:

Given $\alpha = Q_1x_1Q_2x_2\ldots Q_nx_n\phi(x_1,\ldots, x_n)$, the formula $\theta_n$ is defined as

$$QT_1\ldots QT_n\psi(\bar{K}p_1, \ldots, \bar{K}p_n, \bar{K}q_1, \ldots, \bar{K}q_n)$$

where $QT_i$ is $\{(a_i + \bar{a}_i); (p_i \vee q_i)\}$ if $i$ is odd and $QT_i$ is $[(a_i + \bar{a}_i); (p_i \vee q_i)]$ if $i$ is even, and $\psi$ is obtained from $\phi(x_1,\ldots, x_n)$ by replacing each $x_i$ with $\bar{K}p_i$ and $\neg x_i$ with $\bar{K}q_i$.

To ease the latter proof, we first define the valuation tree below.

**Definition 4.2 (V-tree).** A V-tree $\tau$ is a rooted tree such that 1) each node is 0 or 1 (except the root $\epsilon$); 2) each internal node in an even level has only one successor; 3) each internal node in an odd level has two successors: one is 0 and the other one is 1; 4) each edge to node 0 of level $i$ is labelled $\bar{a}_i$; 5) each edge to node 1 of level $i$ is labelled $a_i$. Given a V-tree with depth $n$, a path $\sigma$ is a sequence of $A_1\ldots A_n$ where $A_1 = a_1$ or $A_1 = \bar{a}_1$. A path $\sigma$ can also be seen as a valuation assignment for $x_1,\ldots, x_n$ with the convention that $\sigma(x_i) = 1$ if $a_i$ occurs in $\sigma$ and $\sigma(x_i) = 0$ if $\bar{a}_i$ occurs in $\sigma$. Let $path(\tau)$ be the set of all paths of $\tau$.

As an example, a V-tree $\tau$ can be depicted as below:

$$\begin{array}{c}
\epsilon \rightarrow a_1 \rightarrow 1 \leftarrow a_2 \rightarrow 0 \leftarrow \bar{a}_2 \rightarrow 1
\end{array}$$

It is not hard to see the following:

**Proposition 4.1.** For each $1 \leq i \leq n$, we have $\alpha = Q_1x_1\ldots Q_nx_n\phi(x_1,\ldots, x_n)$ is true iff there exists a V-tree $\tau$ with depth $i$ such that $\sigma(Q_1x_1,\ldots, Q_nx_n) = 1$ for each $\sigma$ in $path(\tau)$ (where $\sigma$ is viewed as a valuation).

Now let us see the update result of running a path $\sigma$ in $path(\tau)$ on $\mathcal{M}_n$. Due to the lack of space, we omit the proofs of the following two propositions.

**Proposition 4.2.** Given $\mathcal{M}_n$, let $\sigma = A_1\ldots A_n (1 \leq i \leq n)$ be a sequence of actions such that $A_k = a_k$ or $A_k = \bar{a}_k$ for each $1 \leq k \leq i$, then we have $U(\sigma) = \{x_0, X_1,\ldots, X_n\}$ where $X_k = x_k$ if $A_k = a_k$ else $X_k = \bar{x}_k$ for each $1 \leq k \leq i$.

Now we know that for each $1 \leq i \leq n$, let $g(\sigma) = x_n$ if $A_n = a_n$ and $g(\sigma) = \bar{x}_n$ if $A_n = \bar{a}_n$. By Proposition 4.2, we always have $g(\sigma) \in U(M_n)^{\sigma \psi}$ with $k > n$. Thus given $\mathcal{M}_k$ and $\sigma = A_1\ldots A_n$ and $k > n$, $M_k^{\sigma \psi}$ is a pointed uncertainty map.

**Proposition 4.3.** For each $1 \leq i \leq n$, we have $\mathcal{M}_k, x_0 = QT_1\ldots QT_i\psi$ iff there exists a V-tree $\tau$ with depth $i$ such that $\mathcal{M}_k^{\sigma \psi}, g(\sigma) = QT_i\psi$ for each $\sigma$ in $path(\tau)$, where $k > n$ and $g(\sigma)$ is the state corresponds to the last edge of $\sigma$, e.g., $g(a_1\bar{a}_2) = \bar{x}_2$.
Theorem 4.1. The following two are equivalent:

- \( \alpha = Q_1 x_1 Q_2 x_2 \ldots Q_n x_n \phi(x_1, \ldots, x_n) \) is true
- \( M_{n,x_0} \models QT_1 \cdots QT_n \psi(\bar{K}p_1 \cdots \bar{K}p_k, \bar{K}q_1 \cdots \bar{K}q_m) \) in which \( \psi \) is obtained from \( \phi \) by replacing each \( x_i \) with \( \bar{K}p_i \) and each \( \neg x_i \) with \( \bar{K}q_i \).

Proof. By Propositions 4.1 and 4.3, we only need to show that given V-tree \( \tau \) with depth \( n, \sigma(\phi) = 1 \) if and only if \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \psi \) for each \( \sigma \in \text{path}(\tau) \). Since \( \phi \) is in CNF, \( \psi \) is also in CNF-like form obtained by replacing each \( x_i \) with \( \bar{K}p_i \) and each \( \neg x_i \) with \( \bar{K}q_i \) for \( 1 \leq i \leq n \). Thus we only need to show that \( \sigma(x_i) = 1 \) iff \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}p_i \) and \( \sigma(\neg x_i) = 1 \) iff \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}q_i \). Since \( \sigma(x_i) = 1 \) iff \( \sigma(\neg x_i) = 0 \), we only need to show that \( \sigma(x_i) = 1 \) iff \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}p_i \) and \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \neg \bar{K}q_i \). By the definition of \( \sigma \), we know that \( \sigma = A_1 \ldots A_n \) where \( A_i \) are \( a_i \) or \( \bar{a}_i \) for each \( 1 \leq i \leq n \).

Firstly, we will show that \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}p_i \) if and only if \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \neg \bar{K}q_i \). To verify the right-to-left direction, if \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \neg \bar{K}q_i \) it follows by the definition of \( M_{n,x_0}^{[\sigma]} \) that \( x_i \in U^{\sigma} \). Then it must be the case that \( a_i \) occurs in \( \sigma \). Suppose not, \( \bar{a}_i \) occurs in \( \sigma \). It follows by Proposition 4.2 that \( U^{\sigma} = \{x_0, x_1, \ldots, x_{i-1}, \bar{x}_i, x_{i+1}, \ldots, x_n \} \). This is contrary with \( x_i \in U^{\sigma} \). Thus it must be that \( a_i \) occurs in \( \sigma \). It follows by Proposition 4.2 that \( U^{\sigma} = \{x_0, x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n \} \). Thus \( \bar{x}_i \notin U^{\sigma} \). By the definition of \( M_{n,x_0} \) and the semantics, we have \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \neg \bar{K}q_i \). To verify the left-to-right direction, \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \neg \bar{K}q_i \) implies that \( \bar{x}_i \notin U^{\sigma} \). For the similar reason as above, it must be the case that \( \bar{a}_i \) does not occur in \( \sigma \). Thus we have that \( a_i \) occurs in \( \sigma \). It follows by Proposition 4.2 that \( x_i \in U^{\sigma} \). Thus we have \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}p_i \).

Next we will show that \( \sigma(x_i) = 1 \) iff \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}p_i \). To verify the right-to-left direction, \( \sigma(x_i) = 1 \) implies that \( A_i = a_i \). It follows by Proposition 4.2 that \( x_i \in U^{\sigma} \). Thus we have \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}p_i \). To verify the left-to-right direction, we will show that \( \sigma(x_i) = 0 \) implies \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}q_i \). It follows by the definition of \( \sigma(x_i) = 0 \) that \( A_i = \bar{a}_i \). It follows by Proposition 4.2 that \( \bar{x}_i \in U^{\sigma} \). Thus we have \( M_{n,x_0}^{[\sigma]}, g(\sigma) \models \bar{K}q_i \). \( \square \)

This gives us the desired lower bound:

Theorem 4.2. The model checking problem for EPDL is PSPACE-hard.

4.1.2 Upper Bound

In this section we give a non-trivial model checking algorithm for EPDL inspired by an equivalent semantics.

As we mentioned earlier, the semantics of EPDL is ‘context-dependent’: reaching the same state through different paths may affect the truth value of an epistemic subformula. This means that the usual global model checking algorithm for modal logics may not work here. In order to establish the upper bound, we first give the following equivalent semantics to EPDL which makes the context dependency explicit in order to facilitate a local model checking algorithm. The idea is to keep the model intact but record the scope of action modalities in order to compute the right uncertainty set for epistemic subformulas. Similar idea appeared in [32] to give an alternative semantics of public announcement logic.

Definition 4.3. Given an uncertainty map \( \mathcal{M} = (\mathcal{S}, \{R_a \mid a \in A\}, V, \mathcal{U}) \) and any state \( s \in \mathcal{S} \), the satisfaction relation \( \models \) is defined using the auxiliary satisfaction relation \( \models_r \) and auxiliary relation \( \models_r \), where \( \sigma \) is a finite (possibly empty) sequence of actions in \( A \):\n
\[
\begin{align*}
M, s \models \phi & \iff M, s \models_r \alpha \\
M, s \models p & \iff p \in V(s) \\
M, s \models \neg \phi & \iff M, s \not\models_r \neg \phi \\
M, s \models_R \phi \land \psi & \iff M, s \models_r \phi \text{ and } M, s \models_r \psi \\
M, s \models_R \phi & \iff \text{for all } t \in U^\sigma: M, t \models_r \phi \\
M, s \models_R \langle \pi \rangle \phi & \iff \text{there exists } \omega \in L(\pi) \text{ and } t \in S \text{ such that } s \xrightarrow{\omega} t \text{ and } M, t \models_r \phi \\
\end{align*}
\]

where \( r(\omega) \) is the sequence of actions obtained by eliminating all the tests in \( \omega \).

Note that \( \omega \) in the above definition is a computation sequence, i.e., a finite sequence of actions and EPDL -tests, while \( \sigma \) is a test-free sequence of actions.

The following can be proved by induction on \( |\eta| \):

Proposition 4.4. Given an uncertainty map \( \mathcal{M} \) and sequences of actions and tests \( \eta, \omega, \omega' \) such that \( \eta = \omega \omega' \), we have \( (s, t) \in \mathcal{M}^\sigma \iff (s, t) \in \mathcal{M}^\sigma \circ \omega \omega' \) for any sequence of actions \( \sigma \).

Proof. We prove it by induction on \( |\eta| \). If \( |\eta| \leq 2 \), it is obvious by the definition. If \( |\eta| > 2 \), there are two cases, that is, \( \eta = \eta_1 \eta' \) or \( \eta = \eta_2 \eta' \).\n
Case \( \eta = \eta_1 \eta' \): We have \( \omega = \omega_1 \omega_2 \) for some initial segment \( \omega'' \) of \( \eta_1 \), and \( (s, t) \in \mathcal{M}^\sigma \) iff there exists \( s' \) such that \( s \xrightarrow{\omega_1} s' \) and \( (s', t) \in \mathcal{M}^\sigma \). Thus we have \( (s, t) \in \mathcal{M}^\sigma \circ \omega_1 \omega_2 \). By induction, we have that \( (s, t) \in \mathcal{M}^\sigma \circ \omega_1 \omega_2 \). Thus we have \( (s, t) \in \mathcal{M}^\sigma \circ \omega_1 \omega_2 \).

Case \( \eta = \eta_2 \eta' \): We have \( \omega = \omega_1 \omega_2 \) for some initial segment \( \omega'' \) of \( \eta_2 \), and \( (s, t) \in \mathcal{M}^\sigma \) iff there exists \( s' \) such that \( s \xrightarrow{\omega_2} s' \) and \( (s', t) \in \mathcal{M}^\sigma \). Thus we have \( (s, t) \in \mathcal{M}^\sigma \circ \omega_2 \omega_1 \). By induction, we have that \( (s, t) \in \mathcal{M}^\sigma \circ \omega_2 \omega_1 \).

In the following we show that \( \models \) coincides with \( \models_r \).

Theorem 4.3. Given an uncertainty map \( \mathcal{M} \) and an action sequence \( \sigma \), if \( U^\sigma \neq \emptyset \), we have that for each \( s \in U^\sigma \),

(i) \( \mathcal{M}^\sigma, s \models_R \mathcal{M}', s' \iff \text{there exists } \omega \in L(\pi) \text{ such that } \mathcal{M}' = \mathcal{M}^\sigma(\omega) \text{ and } s \xrightarrow{\omega} s' \),
(ii) \( M[\pi], s \models \phi \) iff \( M, s \models^s \phi \).

Proof. The proof is by simultaneous induction on \( \pi \) and \( \phi \) (due to the test actions). For (i), we will only focus on the case of \( \pi_1 \pi_2 \); the other cases are straightforward.

Case \( \pi_1 \pi_2 \): We only show the direction from left to right; the other direction is similar. It follows by assumption that there is pointed uncertainty map \( N, t \) such that \( M[\pi], s[\pi_1] N, t \) and \( N, \pi_2 M', s' \). By IH, we have that there exists \( \omega \in L(\pi_1) \) such that \( N = M[\pi(\omega)] \) and \( s \models^s \omega \). Since \( N, t \) is a pointed uncertainty map and \( N = M[\pi(\omega)] \), we have \( t \in U[\pi(\omega)] \). By IH and \( M[\pi(\omega)], t[\pi_2] M', s' \), we have that there exists \( \omega' \in L(\pi_2) \) such that \( M[\pi(\omega)](\omega') = M'[\omega'] = M' \) and \( t \xrightarrow{\omega'(\omega)} s' \). By Proposition 4.4, it follows that \( \omega \omega' \in L(\pi_1 \pi_2) \) and \( s \xrightarrow{\omega \omega'} \).

For (ii), we will focus on the case of \( (\pi \phi) \); the other cases are straightforward.

Case \( (\pi \phi) \): We have \( M[\pi], s \models (\pi \phi) \) if and only if there is pointed uncertainty map \( M', s \) such that \( M[\pi], s[\pi] M', s' \) and \( M' \models s \phi \) \( \phi \). By (i), it follows that \( M[\pi], s[\pi] M', s' \) if there exists \( \omega \in L(\pi) \) such that \( M' = M[\pi(\omega)] \) and \( s \xrightarrow{\omega} s' \). By IH, it follows that \( M[\pi(\omega)], s' \models \phi \) iff \( M, s \models^s \phi \). Thus we have \( M, s \models (\pi \phi) \).

Let \( \sigma \in \mathcal{E} \), we have the equivalence of \( \models^s \) and \( \models \).

**Corollary 4.1.** Given pointed uncertainty map \( M, s \), we have \( M, s \models^s \phi \) iff \( M, s \models \phi \) for each \( \phi \in \text{EPDL} \).

This alternative semantics induces a natural algorithm to compute the truth value of an EPDL formula w.r.t. to a pointed uncertainty map. The idea is to recursively call a function \( M(\mathcal{M}, s, \sigma, \phi) \) which returns the truth value of a subformula \( \phi \) on state \( s \) given the context of \( \sigma \) while keeping \( \mathcal{M} \) intact. Note that, we do not need to compute all the \( M(\mathcal{M}, s, \sigma, \phi) \) for each \( \sigma \) and each subformula \( \phi \). The only tricky part comes when evaluating \( (\pi \phi) \), since it is too space consuming to compute the whole set of \( L(\pi) \) in the search of the right \( \omega \). Instead, we can generate one by one in some lexicographical order all the possible sequences up to a bound based on the atomic actions and tests occurring in the formula, and then test whether it belongs to the program \( \pi \). Note that in this way, we can use the space repeatedly, and the membership testing of \( L(\pi) \) is not expensive (NLOGSPACE-complete according to [19]).

In the appendix we present three algorithms based on matrix representation of the model: Algorithm 1 computes the uncertainty set \( U[^s] \); Algorithm 2 computes \( \xrightarrow{\omega} \) and Algorithm 3 is the main model checking algorithm. Note that Algorithms 2 and 3 involve mutual recursion of each other due to the tests in programs. However, the depth of the recursion is bounded by the length of the formula, and for each call polynomial space suffices. The detailed algorithms and complexity analysis can be found in the appendix. It is not hard to show the following (based on Theorem 4.2)

**Theorem 4.4 (Upper Bound).** The model checking problem of EPDL is in PSPACE. Thus it is PSPACE-complete.

**4.2 Upper Bounds for model checking EPDL.**

In this section, we give an EXPTIME model checking method for the full EPDL via model checking EPDL over two-dimensional models with both epistemic and action relations. Let us first define such models.

**Definition 4.4 (Epistemic Temporal Structure).** An Epistemic Temporal Structure (ETS) is a Kripke model with both epistemic and action relations. Formally, an ETS model \( M = (S, (R_a | a \in A), \sim, V) \), where \( R_a \) is a binary relation on \( S \), \( \sim \) is an equivalence relation on \( S \) and \( V : S \rightarrow 2^s \) is a valuation function.

Now we define an alternative semantics of EPDL over ETSs.\(^6\)

**Definition 4.5 (ETS Semantics).** Given any ETS model \( M = (S, (R_a | a \in A), \sim, V) \) and any state \( s \in S \), the satisfaction relation for EPDL formulas is defined as follows (the Boolean cases are as in the standard modal logic):

\[
\begin{align*}
\models M, s \models \Box \phi & \iff \forall u \in S : s \sim u \implies M, u \models \phi \\
\models M, s \models \Diamond \phi & \iff \exists u \in S : s \rightarrow t \implies M, t \models \phi \\
\models M, s \models \phi & \iff M, s \models \phi \\
\models M, s \models \phi \land \psi & \iff M, s \models \phi \land M, s \models \psi \\
\models M, s \models \phi \lor \psi & \iff M, s \models \phi \lor M, s \models \psi \\
\models M, s \models \neg \phi & \iff \neg M, s \models \phi \\
\models M, s \models \phi \rightarrow \psi & \iff M, s \models \phi \rightarrow M, s \models \psi \\
\models M, s \models \phi \land \psi & \iff M, s \models \phi \land M, s \models \psi \\
\models M, s \models \phi \lor \psi & \iff M, s \models \phi \lor M, s \models \psi \\
\models M, s \models \neg \phi & \iff \neg M, s \models \phi \\
\models M, s \models \phi \rightarrow \psi & \iff M, s \models \phi \rightarrow M, s \models \psi \\
\end{align*}
\]

where \( \land, \lor, \rightarrow \) at right-hand side denote the usual composition, union and reflexive transitive closure of binary relations respectively.

We can turn a Kripke model without the epistemic relation into an ETS model by essentially considering all the uncertainty sets.

**Definition 4.6.** Given any Kripke model \( M = (S, (R_a | a \in A), \sim, V) \), we define the ETS model \( M^\ast \) as follows:

\[
\begin{align*}
S^\ast & = \{ s | s \in S, \Gamma \in 2^s, s \in \Gamma \} \\
R_a^\ast & = \{ (s, \tau) : s \xrightarrow{\omega} t, \Delta = \Gamma \} \\
\sim^\ast & = \{ (s, \tau) : s \sim t \} \\
V^\ast (s) & = V(s)
\end{align*}
\]

where \( \Gamma^\ast = \{ t | t \in S \} \). For any Kripke model \( M \) and any \( \Gamma \in 2^S \setminus \{\} \), let \( M^\ast \) be the uncertainty map \( (M, \Gamma) \).

Note that each \( s \Delta \) can be viewed as an uncertainty set \( \Gamma \) with a designated state \( s \), and the definition of \( R_a \) captures the update in the \( \models \) semantics of EPDL, and \( M^\ast \) unravels all the updates in a whole picture. Note that the size of \( M^\ast \) is \(|S| \cdot 2^{S-1} \) where \( S \) is the set of states of \( M \).

Now we can show that \( \models \) and \( \models^s \) coincide w.r.t. uncertainty map \( M^\ast \) and ETS model \( M^\ast \) (the proofs are omitted due to the lack of space).

**Proposition 4.5.** Given any map \( M \), we have

(i) \( M^\ast, s[\pi] M^\Delta, s \iff s \xrightarrow{\omega} t^\Delta \) in \( M^\ast \);\(^7\)

(ii) \( M^\ast, s \models \phi \iff M^\ast, s \models \phi \).

**Corollary 4.2.** Given an uncertainty map \( M = \langle N, U \rangle \) and \( s \in U \), we have \( M, s \models \phi \iff N^\ast, s \models \phi \).

Based on the above corollary we can have a model checking method via model checking EPDL over ETS models.

\(^6\)Here we abuse the notation \( \models \) to denote the new semantics. Note that it is different from the alternative semantics in the previous section.

\(^7\)Cf. the definition of \( \rightarrow \) in Def. 4.5.
Proposition 4.6. The model checking problem of EPDL on uncertainty maps is in EXPtime.

Proof. Given an uncertainty map \( M = (N, U) \), the construction of ETS \( N^\Delta \) can be done in exponential time in the size of \( N \) due to the fact that there are at most \(|N|\) \( a \)-successors \( t_\Delta \) of each \( s \) since \( \Delta = \Gamma|^a \). By modifying the algorithm for PDL in [22], we can get an algorithm to check EPDL formula \( \phi \) on \( N^\star \) w.r.t. \( \Gamma \), and its time complexity is \( O(|\phi|^2 \cdot |N^\star|^3) \). Thus, the time complexity of model checking \( \phi \) on \( M \) is bounded by \( O(|\phi|^2 \cdot |S_K| \cdot 2^{|S_N|^3}) \). \( \square \)

We conjecture that the model checking problem of full EPDL is \( \text{EXPTIME} \)-complete, and leave the lower bound to the extended version of this paper.

4.3 Complexity of conformant planning

In the rest of this section, let us look at the complexity of conformant planning in terms of EPDL model checking. Although the model checking problem of full EPDL is likely to be \( \text{EXPTIME} \)-complete, the complexity of checking the EPDL formula which encodes the conformant planning problem (cf. Theorem 3.1) is in \( \text{PSPACE} \) if the goal formula is program-free. More precisely, we can show the following:

Theorem 4.5. The problem of model checking EPDL formulas in the shape of \( \langle (\sum_{a \in A}(?K(a); t)) \rangle \phi \) \( \text{is an epistemic formula (i.e. program-free)} \) and \( \mathcal{B} \subseteq \mathcal{A} \) is in \( \text{PSPACE} \).

Proof. (Sketch) Note that \( \langle (\sum_{a \in A}(?K(a); t)) \rangle \phi \) is a special program which has only simple epistemic test depending on the structure of the underlying Kripke model. Now given a Kripke model \( N \) and a set \( \mathcal{B} \subseteq \mathcal{A} \) we can define an ETS model \( N^\gamma \) similar to \( N^\star \) but with a different definition for the action relations:

\[
\mathcal{R}_u^\gamma = \{ (s, t, \Delta) \mid s \xrightarrow{\Delta} t, \Delta = \Gamma|^a, \forall u \in \Gamma \exists v \text{ s.t. } u \xrightarrow{\gamma} v \}.
\]

Note that the extra condition guarantees that the action \( a \) is always executable w.r.t. the whole \( \Gamma \), thus fulfilling the test \( ?K(a) \). Now we can have an analog of Corollary 4.2, and reduce the problem of checking \( (N, U), s \models (\sum_{a \in A}(?K(a); t)) \phi \) to the reachability problem in \( N^\gamma \): whether there is a path from \( s_0 \) in \( N^\gamma \) such that it can reach a state \( t_U \) where \( K \phi \) holds. Since \( \phi \) is \( [\pi] \)-free, we can check it easily given \( U \) using polynomial space, thus the main task is to find the reachable \( t_U \). Note that, in the size of \( N \), there are exponentially many such \( t_U \) and the maximal length of the plan is also exponential. However, we do not need to build the whole \( \mathcal{N} \) and the bisection-like algorithm behind the proof of Savitch’s Theorem will do the job.\(^8\) More precisely, we first pick up a \( t_{U\delta} \) and then, we run the recursive bisection method to see whether it is reachable from \( s_0 \) within \( 2^{|N^\gamma|} \) steps. The depth of the recursion is bounded by \( \log_2 (2^{|N^\gamma|}) = |N| \) and at each recursion we need to record the choice of the state which can be encoded by a \((0,1)\)-vector using \( \log_2 (2^{|N^\gamma|}) = |N| \) space (plus one bit to record the result). Moreover, at the bottom of the recursion we only need to verify one step reachability, i.e., whether two states in \( N^\gamma \) are linked by \( \mathcal{R}_u^\gamma \), without building the whole \( N^\gamma \). Thus the whole procedure of model checking can be done using polynomial space. \( \square \)

As we mentioned in the introduction, the conformant planning problems in the AI literature are usually given by using state variables and actions with preconditions and (conditional) effects, rather than explicit transition systems. The corresponding explicit transition system can be generated by taking all the possible valuations of the state variables as the state space (an exponential blow up), and computing the transitions among the valuations according to the preconditions and the postconditions of the actions. In terms of the size of explicit transition systems, our above result is consistent with the \( \text{EXPSPACE} \) complexity result in the AI literature for conformant planning with Boolean and modal goals [20, 8]. Actually, the complexity result of Theorem 4.5 can be strengthened to \( \text{PSPACE} \)-complete based on the corresponding complexity result in the AI literature.

However, not all the transition systems can be generated in this way since the preconditions and postconditions are (usually) purely propositional and thus two states that share the same valuation must have the same executable actions. In an arbitrary transition system, multiple states with the same valuation may have different available actions due to some underlying protocol or other (external) factors not modelled by basic propositions.

5. CONCLUSIONS AND FUTURE WORK

In this work we first introduce the logical language \( \text{EAL} \) over uncertainty maps and axiomatize it completely. \( \text{EAL} \) is then extended to EPDL with programs to specify conformant and conditional plans. We show that the conformant planning problems can be reduced to model checking problems of EPDL. Finally we showed that model checking star-free EPDL over uncertainty maps is \( \text{PSPACE} \)-complete and model checking the full fragment is in \( \text{EXPTIME} \). On the other hand, model checking the conformant planning problem is in \( \text{PSPACE} \).

Note that our EPDL is a powerful language which can already express conditional plans, e.g., \( (?p.a+\neg p.b).c \). This suggests that we can use the very EPDL language (EPDL- is enough) to verify plans in contingent planning w.r.t. a variant of the semantics which can handle feedbacks during the execution. In fact, observational power about the availability of the actions has been already incorporated in [33], which can be extended to general feedbacks discussed in the literature of contingent planning (cf. e.g., [10]). On the other hand, to check the existence of a conditional plan, we are not sure whether EPDL is expressive enough, as subtleties may arise as in the case of conformant planning. We leave the contingent planning to future work.

Another natural extension is to go probabilistic, and reduce the probabilistic planning over MDP to some model checking problem of the probabilistic version of our EPDL. Our ultimate goal is to cast all the standard AI planning problems into one unified logical framework in order to facilitate careful comparison and categorization. We will then see clearly how the form of the goal formula, the constructor of the plan, and the observational ability matter in the theoretical and practical complexity of planning, in line with the research pioneered in [5].
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APPENDIX

A. ALGORITHMS FOR EPDL*

Definition A.1 (Matrix representation). Let $B_{n \times m}$ denote a $(0,1)$-matrix of size $n \times m$. A matrix $B_{n \times 1}$, or $B_n$, for short, is called a vector. Given finite uncertainty map
\( M \), its domain \( S \) can be linearly ordered as \( \{s_1, \ldots, s_n\} \). Thus \( M \) can be represented by a set \( \{ \mathcal{B}_{\text{n,x}}^a | a \in A \} \) of adjacency matrices for accessibility relation, a vector \( \mathcal{B}_{\text{n,x}}^M \) for \( U \) and a set \( \{ \mathcal{B}_{\text{n,x}}^p | p \in P \} \) of vectors for atomic propositions.

**Definition A.2.** Given \((0,1)\)-matrices \( \mathcal{B}_{\text{n,x}}^a, \mathcal{B}_{\text{n,y}} \), their product \( \mathcal{B}_{\text{n,x,y}} \) is defined as: \( \mathcal{B}_{\text{n,x,y}}[i,j] = 1 \) if there exists \( r \leq n \) such that \( \mathcal{B}_{\text{n,x}}[i,r] = \mathcal{B}_{\text{n,y}}[r,j] = 1 \) for all \( 1 \leq i \leq n, 1 \leq j \leq m \).

The following algorithms are to check whether \( \phi \) holds on a pointed uncertainty map \( M, s \) by Definition 4.3. The main algorithm (Algorithm 3) recursively calls itself for each non-trivial subformula of \( \phi \). The complex cases are for the subformulas in the form of \((\pi)\phi \) and \( K\phi \). By Definition 4.3, to check \( M, s \models_\sigma \langle \pi \rangle \phi \), we need to make sure that there exists a sequence \( \omega \in L(\pi) \) and a state \( t \in S \) such that \( s \xrightarrow{\omega} t \) and \( M, t \models_{\sigma,\omega} \phi \). Since \( \pi \) is star-free, \( |\omega| \leq |\pi| \) for each \( \omega \in L(\pi) \). It is clear that we cannot compute and store the whole set of \( L(\pi) \) within polynomial space. Instead, one by one we generate all the possible sequences that are shorter than \( |\pi| \) and are formed from the alphabet of \( \pi \) (cf. line 14), and check whether they are in \( L(\pi) \). We can order the possible sequences lexicographically according to an ordering of the basic actions and tests in \( Sig \), and compute the next sequence merely from the current one using function next. membChec(\( \omega, \pi \)) checks whether it is the case \( \omega \in L(\pi) \). If \( \omega \in L(\pi) \), we need to check whether there exists \( s_j \in SM \) such that \( s \xrightarrow{\omega} s_j \). In Algorithm 2, the variable consuming the most of the space is the matrix \( \mathcal{B}_{\text{n,x}} \) recording the (intermediate) relation. Since \( \pi \) and \( \omega \) are also variables in the main algorithm and one state \( s \) in the loop, which are bounded by either \( k \) or \( n \). Moreover, according to \[19\], the complexity of membChec is \( \text{NLOGSPACE} \)-complete in the size of \( Sig \), i.e., the alphabet of \( \pi \) which is bounded again by \( k \). Thus before calling MC and PW again in the \( \langle \pi \rangle \phi \) case, the space requirement is at most linear in both \( k \) and \( n \), which is less demanding than PW for each recursion. Recall that the overall recursion depth of \( MC \) (and \( PW \)) is bounded by \( k \) thus the space usage of the whole algorithm is bounded by \( O(k(k+n^2)) = O(k^3 + kn^2) \).

**B. COMPLEXITY ANALYSIS**

We suppose \( |SM| = n \) and \( |\phi| = k \). Algorithm 1 uses one variable \( A \) to record the uncertainty set which requires \( O(n) \) space. Note that there is a mutual recursion in Algorithms 2 and 3, but the depth of the overall recursion is bounded by \( k \).

In Algorithm 2, the variable consuming the most of the space is the matrix \( \mathcal{B}_{\text{n,x}} \) recording the (intermediate) relation. Since \( \sigma \) and \( \omega \) are also variables in the main algorithm and \( |\omega| + |\sigma| \leq k \) due to the construction in Algorithm 3, the space usage of Algorithm 2 before the recursive calls of PW and MC is bounded by \( O(k+n^2) \). For Algorithm 3, the most space-demanding part is the \( \langle \pi \rangle \phi \) case, where we need to store \( \pi, Sig \), and keep track one \( \omega \) and one state \( s \) in the loop, which are bounded by either \( k \) or \( n \). Moreover, according to \[19\], the complexity of membChec is \( \text{NLOGSPACE} \)-complete in the size of \( Sig \), i.e., the alphabet of \( \pi \) which is bounded again by \( k \). Thus before calling MC and PW again in the \( \langle \pi \rangle \phi \) case, the space requirement is at most linear in both \( k \) and \( n \), which is less demanding than PW for each recursion. Recalling that the overall recursion depth of \( MC \) (and \( PW \)) is bounded by \( k \) thus the space usage of the whole algorithm is bounded by \( O(k(k+n^2)) = O(k^3 + kn^2) \).

**Algorithm 1:** Function CNU(\( U, \sigma \)): Calculate the the new uncertainty set \( U' \)

```
input : \( U, \sigma \)
output: \( B_{\text{n,x}}^{U'} \)
1. \( A \leftarrow B_{\text{n,x}}^U \)
2. for \( i \leftarrow 1 \) to \( |\sigma| \) do
3. \( A \leftarrow A \times B_{\text{n,x}}^{\sigma_i} \)
4. return \( A \)
```

**Algorithm 2:** Function PW(\( \omega, \sigma \)): Calculate the binary relation \( \omega \rightarrow^* \)

```
input : computation sequence \( \omega \), action sequence \( \sigma \)
output: \( B_{\text{n,x}} \)
1. switch \( \sigma_\omega \) do
2. case \( \epsilon_\sigma \) return \( Matrix(\{(s, s) | s \in S\}) \)
/* Matrix(R) is the \((0,1)\)-matrix representation of the binary relation \( R \);*/
3. case \( (\langle \pi, \sigma \rangle_\omega) \)
4. return \( Matrix(\{(s, s) | MC(M, s, \sigma, \phi) = true \}) \times PW(\omega, \sigma) \);
5. case \( (a_\omega) \) return \( B_{\text{n,x}}^{\sigma} \times PW(\omega, \sigma_a) \)
```

**Algorithm 3:** Function MC(\( M, s, \sigma, \phi \)): Model checking algorithm for \( \text{EPDL}^- \) (Boolean cases omitted)

```
input : The pointed uncertainty map \( (M, s) \), sequence of actions \( \sigma, \phi \in \text{EPDL}^- \)
output: true if \( M, s \models_\sigma \phi \)
1. switch \( \phi \) do
2. case \( \langle \pi \rangle \phi \)
3. let \( Sig \) be the array consisting of atomic programs and formulas in \( \pi \) ordered according to their first appearances;
4. \( \omega \leftarrow Sig[1] \) /* \( \omega \) is the candidate sequence we want to test */;
5. while \(|\omega| \leq |\pi| \) do
6. if membChec(\( \omega, \pi \)) then
7. for \( i \leftarrow 1 \) to \( SM \) do
8. if \( (s, s_i) \in PW(\omega, \sigma) \) then
9. if \( MC(M, s_i, \sigma(\omega), \phi) \) then
10. return true;
11. \( \omega \leftarrow next(\omega, Sig) \) /* calculate the next sequence lexicographically according to the order \( Sig \);*/
12. return false;
13. case \( K \phi \)
14. \( B_{\text{n,x}}^{U'} = CNU(U, \sigma) \) /* calculate the vector representation of \( U' \);*/
15. for \( m \leftarrow 1 \) to \( SM \) do
16. if \( (B_{\text{n,x}}^{U'})_m = 1 \) and \( MC(M, s_m, \sigma, \phi) = false \) then
17. return false;
18. return true;
```
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ABSTRACT

Recent developments in structural equation modeling have produced several methods that can usually distinguish cause from effect in the two-variable case. For that purpose, however, one has to impose substantial structural constraints or smoothness assumptions on the functional causal models. In this paper, we consider the problem of determining the causal direction from a related but different point of view, and propose a new framework for causal direction determination. We show that it is possible to perform causal inference based on the condition that the cause is “exogenous” for the parameters involved in the generating process from the cause to the effect. In this way, we avoid the structural constraints required by the SEM-based approaches. In particular, we exploit nonparametric methods to estimate marginal and conditional distributions, and propose a bootstrap-based approach to test for the exogeneity condition; the testing results indicate the causal direction between two variables. The proposed method is validated on both synthetic and real data.
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1. INTRODUCTION

Understanding causal relations allows us to predict the effect of changes in a system and control the behavior of the system. Since randomized experiments are usually expensive and often impracticable, causal discovery from non-experimental data has attracted much interest [18, 23]. To do this, it is crucial to find (statistical) properties in the non-experimental data that give clues about causal relations. For instance, under the causal Markov condition and faithfulness assumption, the causal structure can be partially estimated by constraint-based methods, which make use of conditional independence relationships.

Here we are concerned with the two-variable case, in which constraint-based methods, such as the PC algorithm [23], do not apply. We assume that the given observations are i.i.d., i.e., there is no temporal information. Recently, causal discovery based on structural equation models (SEMs) has proved useful in distinguishing cause from effect [21, 8, 27, 26, 15, 29]; however, the performance of such approaches depends on assumptions on the functional model class and/or on the data-generating functions. On the other hand, there have been attempts in different fields to characterize properties related to causal systems. One such concept (or family of concepts) is known as exogeneity, which is salient in econometrics [3, 4]. Roughly speaking, the notion expresses the property that the process that determines one variable $X$ is in some sense separate from or independent of the process that determines another variable, say $Y$, given the value of $X$.

The sense of “separateness” or “independence” in the rough idea has been specified in several ways for different purposes, which result in different concepts of exogeneity. The concept that is most relevant in this paper is the one in the context of model reduction, which was originally proposed as a condition that justifies inferences about the parameters of interest based on the conditional likelihood function rather than the joint likelihood function [7]. Here is the basic idea. Suppose the joint distribution of $(X, Y)$ can be factorized as

$$p(X, Y | \theta, \psi) = p(Y | X, \psi)p(X | \theta). \tag{1}$$

where the conditional distribution $p(Y | X)$ is parameterized by $\psi$ alone, and the marginal distribution $p(X)$ by $\theta$ alone. According to [3, 19], $X$ is said to be exogenous for $\psi$ (or any parameter of interest that is a function of $\psi$), if $\psi$ and $\theta$ are variation free\(^1\), or in other words, are not subject to ‘cross-restrictions’\(^3\). From the frequentist point of view, this implies that $\psi$ and $\theta$ are independently estimable: the MLE of $\psi$ and that of $\theta$ are statistically independent according to the sampling distribution. From the Bayesian point of view [4], this implies that $\psi$ and $\theta$ are a posteriori independent given independent priors on them.

In this paper we will exploit the above idea to develop a test of whether there exists a parameterization $(\theta, \psi)$ for $p(X, Y)$ such that $X$ is exogenous for $\psi$, the parameters for

\(^1\)This is actually the definition of “weak exogeneity” in [3], where three types of exogeneity were defined. Here we consider the i.i.d. case where there is no temporal information, and consequently strong exogeneity in [3] and weak exogeneity coincide.
\( p(Y|X) \). The test is based on bootstrap and is applicable in nonparametric settings. We will also argue that if \( X \) is a cause of \( Y \) and there is no confounding, then there should exist a parameterization such that \( X \) is exogenous for the parameters for \( p(Y|X) \). Thus the nonparametric test can be used to indicate the causal direction between two variables, when the test passes for one direction but fails for the other. Compared to the SEM-based approach, an important novelty of this work is to use exogeneity as a new criterion for causal discovery in general settings, which allows distinguishing cause from effect and detecting confounders without structural constraints on the causal mechanism.\(^2\)

2. EXOGENITY AND CAUSALITY

In this section we define what “exogeneity” means in this paper, and explain its link to causal asymmetry. The concept of exogeneity we will use is adapted from the concept known in econometrics as \textit{weak exogeneity}, which is in itself a statistical rather than a causal concept.\(^3\) We will show that this statistical notion can nonetheless be exploited to formulate a method that can often determine the causal direction between two variables.

2.1 Exogeneity

The concept of weak exogeneity, as formulated by Engle, Hendry, and Richard (EHR) \(^3\), is concerned with when efficient estimation of a set of parameters of interest can be made in a \textit{conditional} submodel. For the purpose of this paper, suppose we are given two continuous random variables \( X \) and \( Y \), on which we have i.i.d. observations that are drawn according to a joint density \( p(X, Y|\phi) \). By a parameterization we mean a one-to-one transformation of the parameter set \( \phi \). Our definition below is adapted from the EHR definition, adjusted for our present purpose and setup:

\textbf{Definition 1 (Exogeneity of \( X \) for \( p(Y|X) \)).} Suppose \( p(X, Y) \) is parameterized by \( \phi \). \( X \) is said to be exogenous for the conditional \( p(Y|X) \) (or simply, exogenous relative to \( Y \)) if and only if there exists a parameterization \( \phi \rightarrow (\theta, \psi) \), such that

(i.) \( p(X, Y|\theta, \psi) = p(Y|X, \psi)p(X|\theta) \), and

(ii.) \( \theta \) and \( \psi \) are variation free, i.e., \( (\theta, \psi) \in \Theta \times \Psi \), where \( \Theta \) and \( \Psi \) denote the set of admissible values of \( \theta \) and \( \psi \), respectively.

Here “variation free” means that the possible values that one parameter set can take do not depend on the values of the other set. Clauses (i.) and (ii.) in Definition 1 are the defining conditions for the concept of a \textit{(classical) cut:} \( [Y|X;\psi], (X;\theta) \) is said to operate a \textit{(classical) cut} on \( p(X, Y|\theta, \psi) \) if (i.) and (ii.) are satisfied. The cut implies that the maximum likelihood estimates of \( \theta \) and \( \psi \) can be computed from \( p(X|\theta) \) and \( p(Y|X, \psi) \), respectively, and so the MLEs \( \hat{\theta} \) and \( \hat{\psi} \) are independent according to the sampling distribution. The concept of exogeneity formalizes the idea that the mechanism generating the exogenous variable \( X \) does not contain any relevant information about the parameter set \( \psi \) for the conditional model \( p(Y|X) \).

The concept of cut also has a Bayesian version: [4, 16].

\textbf{Definition 2 (Bayesian cut).} \( [Y|X;\psi], (X;\theta) \) operates a Bayesian cut on \( p(X, Y|\theta, \psi) \) if

(i.) \( \psi \) and \( \theta \) are independent \textit{a priori}, i.e., \( \psi \perp \theta \),

(ii.) \( \theta \) is sufficient for the marginal process of generating \( X \), i.e., \( \psi \perp X|\theta \), and

(iii.) \( \psi \) is sufficient for the conditional process of generating \( Y \) given \( X \), i.e., \( \theta \perp Y|(\psi, X) \).

A Bayesian cut allows a complete separation of inference (on \( \theta \)) in the marginal model and of inference (on \( \psi \)) in the conditional model. The prior independence between \( \theta \) and \( \psi \) in the Bayesian cut is a counterpart to the variation-free condition in the classical cut, and the last two conditions in Definition 2 imply condition (i.) in Definition 1. Thus, the Bayesian cut is equivalent to the classical cut in sampling theory, and for the purpose of this paper can be regarded as interchangeable. Therefore, the exogeneity of \( X \) relative to \( Y \) can also be defined as that there exists a reparameterization \( (\theta, \psi) \) of \( p(X, Y) \) such that \( [Y|X;\psi], (X;\theta) \) operates a Bayesian cut on \( p(X, Y|\theta, \psi) \).

2.2 Possible Situations Where the Parameterization Fails to Operate a Bayesian Cut

Fig. 1(a) shows a data-generating process of \( X \) and \( Y \) from which \( [Y|X;\psi], (X;\theta) \) operates a Bayesian cut. Note that in Definition 2, the two requirements of sufficiency of \( \psi \) and \( \theta \) for the marginal and the conditional (conditions (ii.) and (iii.)), respectively, are only restrictive under the assumption of prior independence of \( \theta \) and \( \psi \) (condition (i.)); otherwise, conditions (ii.) and (iii.) can be trivially met by, for example, taking \( \theta \) and \( \psi \) to be the same. In fact, any two conditions in Definition 2 could be trivial, given that the other does not hold. Fig. 1(b–d) shows the situations where conditions (i.), (ii.), and (iii.) are violated, respectively. In all those situations, \( \theta \) and \( \psi \) are not independent \textit{a posteriori}.

2.3 Relation to Causality

As Pearl [18] rightly stressed, the EHR concept of weak exogeneity is a statistical rather than a causal notion. Unlike the concept of super exogeneity, it is not defined in terms of interventions or multiple regimes. That is why, as we will show, the hypothesis that \( X \) is exogenous relative to \( Y \) in the sense we defined is generally testable by observational data. However, it is also linked to causality in that it is arguably a necessary condition for an unconfounded causal relation: if \( X \) is a cause of \( Y \) and there is no common cause of \( X \) and \( Y \), then \( X \) is exogenous relative to \( Y \) in the sense we defined.\(^4\) This follows from the principle we indicated at the beginning: if \( X \) is an unconfounded cause of \( Y \), then the process or mechanism that determines \( X \) is separate or independent from the process or mechanism that determines \( Y \) given \( X \). The separation of processes ensures the existence of separate parameterizations of the processes, which will then satisfy our definition of exogeneity.

\(^2\)A related criterion is that of \textit{algorithmic independence} between the input distribution \( p(X) \) and the conditional \( p(Y|X) \) postulated for a causal system \( X \rightarrow Y \) [11]; see also [10]. The algorithmic independence condition is defined in terms of Kolmogorov complexity, which is computable, and the method proposed in this paper provides an alternative way to assess the “independence” between \( p(X) \) and \( p(Y|X) \).

\(^3\)The stronger, causal concept of exogeneity is known as \textit{super exogeneity}.

\(^4\)In this paper we use “unconfounded” to mean the absence of any common cause.
Figure 1: Graphical representation of the data-generating process. (a) \((Y|X;\psi), (X;\theta)\) operates a Bayesian cut (implying that \(X\) and \(\psi\) are mutually exogenous). (b), (c), and (d) correspond to three situations where \([(Y|X;\psi), (X;\theta)\] does not operate a Bayesian cut: (b) \(\psi\) and \(\theta\) are dependent a priori, as both of them depend on \(\gamma\), which is a function of \(\theta\) or \(\psi\); (c) \(\theta\) is not sufficient in modeling the marginal distribution of \(X\), where \(\gamma\) is a function of \(\psi\); (d) \(\psi\) is not sufficient in modeling the conditional distribution of \(Y\) given \(X\), where \(\gamma\) is a function of \(\theta\).

We have argued that if \(X\) and \(Y\) are causally related and unconfounded, the exogeneity property holds for the correct causal direction. Furthermore, if it turns out that there is one and only one direction that admits exogeneity, then the direction for which the exogeneity property holds must be the correct causal direction. This suggests the following approach to inferring the causal direction between \(X\) and \(Y\) based on some tests of exogeneity, assuming that \(X\) and \(Y\) are causally related and that there is no common cause of \(X\) and \(Y\) (or in other words, \(X\) and \(Y\) form a causally sufficient system): test whether (1) \(X\) is exogenous for \(p(Y|X)\) and whether (2) \(Y\) is exogenous for \(p(X|Y)\), and if one of them holds and the other does not, we can infer the causal direction accordingly. Of course it may also turn out that neither (1) nor (2) holds, which will indicate that the causal direction in question is not identifiable by our criterion.

A familiar example of a non-identifiable situation is when \(X\) and \(Y\) follow a bivariate normal distribution. In that case, as shown by EHR [3], there is a cut \([(Y|X;\psi), (X;\theta)\] in one direction, as well as a cut \([(X|Y;\psi), (Y;\theta)\] in the other. Below we give an example where the causal direction is identifiable based on exogeneity.

**An example of identifiable situation: Linear non-Gaussian case.**

Let \(X\) follow a Gaussian mixture model with two Gaussians, \(X \sim \sum_{i=1}^{2} \pi_i \mathcal{N}(u_i, \sigma_i^2)\), where \(\pi_i > 0\) and \(\pi_1 + \pi_2 = 1\), and let \(Y = c + \beta X + E\) where \(E \sim \mathcal{N}(0, \sigma^2)\). Therefore

\[
\theta = \{\pi_i, \mu_i, \sigma_i\}_{i=1}^2 \text{ and } \psi = \{c, \beta, \sigma^2\}.
\]

We then have

\[
p(X, Y|\theta, \beta) = \sum_i \pi_i \mathcal{N}(x; \mu_i, \sigma_i^2) \mathcal{N}(y; c + \beta x, \sigma^2)
\]

\[
= \sum_i \pi_i \mathcal{N}(y; \tilde{\mu}_i, \tilde{\sigma}_i^2) \mathcal{N}(x; \tilde{c}_i + \tilde{\beta}_i y, \gamma_i^2),
\]

where \(\tilde{\mu}_i = c + \beta \mu_i\), \(\tilde{\sigma}_i^2 = \beta^2 \sigma_i^2 + \sigma^2\), \(\tilde{c}_i = \frac{\mu_i \sigma^2 - c \beta \sigma_i^2}{\beta \sigma_i^2 + \sigma^2}\), \(\tilde{\beta}_i = \frac{\beta \sigma_i^2}{\beta \sigma_i^2 + \sigma^2}\), and \(\gamma_i^2 = \frac{\sigma^2}{\beta \sigma_i^2 + \sigma^2}\). That is,

\[
Y \sim \sum_{i=1}^2 \pi_i \mathcal{N}(y; \tilde{\mu}_i, \tilde{\sigma}_i^2), \text{ and } p(X|Y; \theta, \beta) = \sum_{i=1}^2 \frac{\pi_i \mathcal{N}(y; \tilde{\mu}_i, \tilde{\sigma}_i^2)}{p(Y|\theta, \beta)} \cdot \mathcal{N}(x; \tilde{c}_i + \tilde{\beta}_i y, \gamma_i^2).
\]

Clearly, if \(\pi_1 \neq \pi_2 \neq 0\), no matter how one parametrizes the density of \(Y\), the conditional distribution of \(X\) given \(Y\) would involve those parameters that model the marginal density of \(Y\). The sufficient parameter set of the distribution of \(Y, \theta, \beta\), and that of the conditional distribution of \(X\) given \(Y, \psi\), cannot be variation-free or independent a priori; see Fig. 1(b). Alternatively, one can keep those parameters that are independent a priori from \(\hat{\beta}\) in \(\psi\), i.e., \(\psi\) and \(\hat{\beta}\) become independent a priori, but \(\psi\) is then not sufficient in modeling \(p(X|Y)\); see Fig. 1(d). In both situations \(Y\) is not exogenous for \(\psi\). Hence in this linear non-Gaussian case the exogeneity condition only holds for the direction \(X \rightarrow Y\), and the causal direction is identifiable. Fig. 2 gives an intuitive illustration on how the shape of \(P(Y)\) and that of \(E(X|Y)\), which is determined by \(P(X|Y)\), are related.

3. **CAUSAL DIRECTION DETERMINATION BY TESTING FOR EXOGENEITY WITH BOOTSTRAP**
We now describe our approach to testing exogeneity. We will first illustrate how bootstrap can be used to test whether a given parametric model constitutes a (Bayesian) cut, and then develop a nonparametric test for exogeneity based on bootstrap.

3.1 Bootstrap-Based Test for Bayesian Cut in the Parametric Case

In this section, we assume that a parametric form \( p(X, Y | \theta, \psi) = p(X | \theta)p(Y | X, \psi) \) is given. We would like to see whether the estimates of \( \theta \) and \( \psi \) in (1) are independent, according to the sampling distribution; in other words, with a noninformative prior, we want to test if the posterior distribution \( p(\theta, \psi | D) \) has no coupling between \( \theta \) and \( \psi \). In this case we are examining if \( [Y | X; \psi], (X; \theta) \) operates a Bayesian cut.

Bootstrap has been used in the literature to assess the dependence, as well as uncertainty, in the parameter estimates according to the sampling distribution; see e.g., [2, Sec. 5.7]. For clarity, Table 1 gives the notation used in the proposed bootstrap-based method. Suppose we draw bootstrap resamples \((x^{(b)}, y^{(b)}), b = 1, ..., B\), from the original sample \((x, y)\) with paired bootstrap, i.e., each resample \((x^{(b)}, y^{(b)})\) is obtained by independently drawing \(N\) pairs from the original sample with replacement. On each of them, we can calculate the parameter estimates \(\hat{\theta}^{(b)} \) and \(\hat{\psi}^{(b)}\). The independence between \(\theta\) and \(\psi\) according to the sampling distribution is then transformed to statistical independence between the bootstrap estimates \(\hat{\theta}^{(b)} \) and \(\hat{\psi}^{(b)}\), \(b = 1, ..., B\). To assess the latter, any independence test method, such as the correlation test, would apply.

3.2 Bootstrap-Based Test for Exogeneity in the Nonparametric Case

Let \(\tilde{x}\) be a fixed set of values of \(X\), and \(\tilde{x}_i\) be a point in \(\tilde{x}\). \(\tilde{x}\) can be drawn from the given data set, or randomly sampled on the support of \(X\), given that it contains enough points such that the values of \(P(X)\) and \(p(Y | X)\) evaluated at \(\tilde{x}\) well approximate the continuous densities. In our experiments we used 80 evenly-spaced sample points between the minimum and maximum values of \(X\) as \(\tilde{x}\) (so its length is \(N = 80\)).

On the bootstrap resamples, \(\log \hat{p}^{(b)}(X = \tilde{x})\) is fully determined by \(\hat{\theta}^{(b)}\); similarly, \(\log \hat{p}^{*\,(b)}(Y | X = \tilde{x})\) is a function of \(\hat{\psi}^{*\,(b)}\), and so is the quantity \(H_{Y | X}^{*\,(b)}(\tilde{x}) = \frac{1}{b} \sum_{i=1}^{b} \log \hat{p}^{*\,(b)}(Y | X = \tilde{x})\). Note that \(\hat{p}^{*\,(b)}(Y | X = \tilde{x}_i)\) is the estimated distribution of \(Y\) at \(X = \tilde{x}_i\), and hence \(H_{Y | X}^{*\,(b)}(\tilde{x})\) can be considered as negative entropies of \(Y\) on the 8th bootstrap resample evaluated at \(X = \tilde{x}\).

Suppose all involved parameters are identifiable, i.e., the mappings \(\theta \mapsto p(X | \theta)\) and \(\psi \mapsto p(Y | X, \psi)\) are both one-to-one [14]. Then the mapping between \(\hat{\theta}^{(b)}\) and \(\log \hat{p}^{*\,(b)}(X = \tilde{x})\) and that between \(\hat{\psi}^{*\,(b)}\) and \(\log \hat{p}^{*\,(b)}(Y | X = \tilde{x})\) are both one-to-one. Hence, the independence between \(\hat{\theta}^{(b)}\) and \(\hat{\psi}^{*\,(b)}\), \(b = 1, ..., B\), implies that between \(\log \hat{p}^{*\,(b)}(X = \tilde{x})\) and \(H_{Y | X}^{*\,(b)}(\tilde{x})\).

As a consequence, in nonparametric settings, we can imagine that there exist effective parameters \(\theta\) and \(\psi\), and can still assess where they follow a Bayesian cut by testing for independence between the bootstrapped estimates \(\log \hat{p}^{*\,(b)}(X = \tilde{x})\) and \(H_{Y | X}^{*\,(b)}(\tilde{x})\). Note that in the nonparametric case, the “parameters” \(\theta\) and \(\psi\) are not observable. The previous argument shows that if there exists \((\theta, \psi)\) admitting a Bayesian cut, \(\log \hat{p}^{*\,(b)}(X = \tilde{x})\) and \(H_{Y | X}^{*\,(b)}(\tilde{x})\) are independent; otherwise they are always dependent. In words, testing for independence between the bootstrapped estimates \(\log \hat{p}^{*\,(b)}(X = \tilde{x})\) and \(H_{Y | X}^{*\,(b)}(\tilde{x})\) is actually a way to assess the exogeneity condition. Algorithm 1 summarizes the proposed procedure to determine the causal direction between \(X\) and \(Y\), given the sample \((x, y)\) as input. In particular, it involves the following two modules.

3.2.1 Module 1: Nonparametric Estimators of \(p(X)\) and \(p(Y | X)\)

When testing for exogeneity, one assumes the (parametric) model is correctly specified. Otherwise, if the model is over-simplified, the estimated conditional distribution will depend on the marginal, which inspires the importance-reweighting scheme to handle learning problems under covariate shift (see e.g., Footnote 1 in [24]). For example, let us consider the situation where \(Y\) depends on \(X\) in a nonlinear manner while a linear model is exploited to estimate \(p_{Y | X}\); clearly the estimate of the parameters in the conditional model would depend on that in \(p_X\). To avoid this, we use flexible nonparametric models to estimate the conditional.

Suppose we aim to verify if \(X\) exogenous for effective “parameters” in \(p(Y | X)\). We need to estimate the marginal distribution \(p(X)\) and the conditional distribution \(p(Y | X)\) on the original sample as well as each bootstrap resample. We estimate \(p(X)\) with Gaussian kernel density estimation, and the kernel width was selected by Silverman’s rule of thumb [22, page 48].

To estimate the conditional density \(p(Y | X)\), we adapted

<table>
<thead>
<tr>
<th>Algorithm 1 Finding causal direction between (X) and (Y) based on exogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> data ((x, y))</td>
</tr>
<tr>
<td><strong>Output:</strong> three possibilities: causal direction between (X) and (Y), or non-identifiable causal direction by exogeneity, or existence of hidden confounders</td>
</tr>
<tr>
<td>If (\text{EXOGENEITY}(X \rightarrow Y))</td>
</tr>
<tr>
<td>If (\text{EXOGENEITY}(Y \rightarrow X))</td>
</tr>
<tr>
<td>if exogeneity holds for only one direction then</td>
</tr>
<tr>
<td>return the direction in which exogeneity holds</td>
</tr>
<tr>
<td>else if exogeneity holds for both directions then</td>
</tr>
<tr>
<td>print non-identifiable causal direction by exogeneity</td>
</tr>
<tr>
<td>else (\dashv) exogeneity does not hold in either direction</td>
</tr>
<tr>
<td>print confounder case</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td><strong>procedure</strong> (\text{IF}_X\text{EXOGENEITY}(X \rightarrow Y))</td>
</tr>
<tr>
<td>for (b = 1) to (B) do</td>
</tr>
<tr>
<td>draw bootstrap resample ((x^{(b)}, y^{(b)})) by random sampling with replacement from ((x_i, y_i));</td>
</tr>
<tr>
<td>estimate (\hat{p}<em>X^{(b)}(X = \tilde{x})) and (H</em>{Y</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>test for independence between (\hat{p}<em>X^{(b)}(X = \tilde{x})) and (H</em>{Y</td>
</tr>
<tr>
<td>return independence test result</td>
</tr>
<tr>
<td><strong>end procedure</strong></td>
</tr>
</tbody>
</table>
Table 1: Notation involved in the proposed method based on exogeneity and bootstrap

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x, y))</td>
<td>given sample of ((X, Y))</td>
</tr>
<tr>
<td>((\hat{x}^{(b)}, \hat{y}^{(b)}))</td>
<td>(b)th bootstrap resample</td>
</tr>
<tr>
<td>(\hat{\theta}^{(b)}, \hat{\psi}^{(b)})</td>
<td>estimate of parameters (\theta) and (\psi) on ((x^{(b)}, y^{(b)}))</td>
</tr>
<tr>
<td>(\hat{p}^{(b)}(X = \hat{x}))</td>
<td>marginal densities estimated on ((x^{(b)}, y^{(b)})) evaluated at (X = \hat{x})</td>
</tr>
<tr>
<td>(\hat{p}^{(b)}(Y</td>
<td>X = \hat{x}))</td>
</tr>
<tr>
<td>(H_{Y</td>
<td>X}(\hat{x}))</td>
</tr>
</tbody>
</table>

the method originally proposed for causal inference based on the structural equation \(Y = f(X, E)\) [15]. This method aims to find the functional causal model \(Y = f(X, E)\), where \(E \perp X\), given \((x, y)\). Without loss of generality, one can assume that \(E \sim N(0, 1)\). (Otherwise, one can always write \(E = g(E)\) where \(g\) is some appropriate function and \(E \sim N(0, 1)\), and use the functional causal model \(Y = f(X, g(E))\) instead.) Here \(f\) is completely nonparametric: it takes a Gaussian process prior with zero mean function and covariance function \(k((x, e), (x', e'))\), where \(k\) is a Gaussian kernel, and \((x, e)\) and \((x', e')\) are two points of \((X, E)\). Like in [13], this method optimizes the values of \(E\), denoted by \(\hat{e}_i\), as well as involved hyperparameters, and produces the maximum a posteriori (MAP) solution of \(f\), by maximizing the approximate marginal likelihood. The functional causal model implies the conditional density:

\[
P(Y|X) = \frac{p(X, Y)}{p(X)} = \frac{p(X, E)|\frac{\partial f}{\partial E}}{p(X)|\frac{\partial f}{\partial E}} = p(E)|\frac{\partial f}{\partial E}.
\]

Finally, once we have the \(\hat{e}_i\) and the estimate of \(f\), the conditional density at each point can be estimated as \(p(Y = y|X = x) = p(E = \hat{e}_i)|\frac{\partial f}{\partial E}(x, \hat{e}_i)\).

3.2.2 Module 2: Testing for Independence Between High-Dimensional Vectors

The task is then to test for independence between the estimated quantities on the bootstrap resamples, \(\log \hat{p}^{(b)}(X = \hat{x})\) and \(H_{Y|X}(\hat{x})\), \(b = 1, \ldots, B\). Their dimention is the number of data points in \(\hat{x}\), which is 80 in our experiments.

Let \(R\) be the matrix consisting of the centered version of \(\log \hat{p}^{(b)}(X = \hat{x})\), obtained on all bootstrap resamples, i.e., the \((i, b)\)th entry of \(R\) is

\[
R_{ib} = \log \hat{p}(X^{(b)}|X = \hat{x}_i) - \frac{1}{B} \sum_{k=1}^{B} \log \hat{p}^{(k)}(X = \hat{x}_i).
\]

Similarly, \(S\) contains the centered version of \(H_{Y|X}(\hat{x}_i)\), i.e.,

\[
S_{ib} = H_{Y|X}(\hat{x}_i) - \frac{1}{B} \sum_{k=1}^{B} H_{Y|X}^{(k)}(\hat{x}_i).
\]

Both \(R\) and \(S\) are of the size \(N \times B\). We define the statistic as \(C_{X \rightarrow Y} \triangleq \text{Tr}(RS^T)(RS^T)^T) = \text{Tr}(R^T R \cdot S^T S)\), which is actually the sum of squares of the covariances between all rows of \(R\) and those of \(S\). The distribution of this statistic under the null hypothesis that \(\log \hat{p}^{(b)}(X = \hat{x})\) and \(H_{Y|X}(\hat{x})\) are independent can then be constructed by permutation test.

Note that this statistic is actually the Hilbert-Schmidt independence criterion (HSIC) [6] with a linear kernel. That is, we care about linear dependence between \(\log \hat{p}^{(b)}(X = \hat{x})\) and \(H_{Y|X}(\hat{x})\); this is reasonable because they are in the vicinity of the maximum likelihood estimates and their dependence can be captured by linear approximation. On the other hand, if we use HSIC with Gaussian kernels, the result will be sensitive to the kernel width because the data dimension (the number of rows of \(R\) and \(S\)) is high.

4. EXPERIMENTS

In this section we first evaluate the behavior of the proposed bootstrap-based method for causal inference with synthetic data, on which the ground-truth is known, and then apply it on real data. We use two variables, and with synthetic data, we examine both the case where the two variables have a direct causal relation and the confounder case (i.e., there are confounders influencing both of them). We compare the proposed bootstrap-based approach with the additive noise model (ANM) proposed in [8]), GPe [15], and information-geometric causal inference (IGCI) approach [10]: ANM assumes that the effect is a nonlinear function of the cause plus additive noise, GPe applies the Gaussian Process prior on the generating function, and IGCI assumes the transformation from the cause to the effect is deterministic, nonlinear, and independent from the distribution of the cause in a certain way. For computational reasons, we used 1000 bootstrap replications.

Simulation: Without Confounders. Inspired by the settings in [8, 15], we generated the simulated data with the model \(Y = (X + bX^3)e^{\alpha E} + (1 - \alpha)E\), where \(X\) and \(E\) were obtained by passing i.i.d. Gaussian samples through power nonlinearities with exponent \(q\), while keeping the original signs. The parameter \(\alpha\) controls the type of the observation noise, ranging from purely additive noise (\(\alpha = 0\)) to purely multiplicative noise (\(\alpha = 1\)). \(b\) determines how nonlinear the effect of \(X\) is, and when \(b = 0\) the model is linear. The parameter \(q\) controls the non-Gaussianity of \(X\) and \(E\): \(q = 1\) corresponds to a Gaussian distribution, and \(q > 1\) and \(q < 1\) produce super-Gaussian and sub-Gaussian distributions, respectively.

We considered three situations, in each of which two of \(q, b, \alpha\) were fixed and we see how the other changes the performance of different methods. For each combination of \(q, b, \alpha\), we independently simulated 10 data sets with 500 data points. Fig. 3 shows the accuracy of the considered methods. One can see that the accuracy of the bootstrap-based approach is among or close to the best results, indicating that it is able to perform causal inference in various situations. We note that in practice, the performance of the bootstrap-based approach depends on the number of bootstrap replications and the method used for conditional distribution estimation. Although due to computational reasons, we did not try a larger number of boot-
Figure 3: Accuracy of correctly estimating the causal direction for different generating models: (a) $q = 1$, $b = 1$, and $\alpha$ changed from 0 to 1, (b) for a linear function ($b = 0$) with additive noise ($\alpha = 0$) which changed from sub-Gaussian ($q < 1$) to sub-Gaussian ($q > 1$), and (c) various nonlinear functions ($b$ changed from -1 to 1) with additive Gaussian noise ($q = 1, \alpha = 0$).

Figure 4: Number of replications in which the methods find correct directions, report existence of confounders, and give wrong directions, respectively. For each value of $\beta$, the four bars correspond to bootstrap-based method, GPI, IGCI, and ANM (from left to right).

(a) Situation 1: Linear confounder case.

(b) Situation 2: Nonlinear confounder case.

Simulation: With Confounders. We then include the confounder variable $Z$ in the system, so that the causal structure is $Z \rightarrow X$ and $(Z, X) \rightarrow Y$. For simplicity, we assume that both $X$ and $Y$ are influenced by $Z$ in a linear form: $X = (2 - \beta)E_X + \beta Z$, and $Y = 0.3(2 - \beta)(X + bX^3)e^{(1 - \alpha)E} + \beta Z$, where $E_X$, $Z$, and $E$ were obtained by passing i.i.d. Gaussian samples through power nonlinearities with exponent $q = 1.5$, and $\beta$ controls how strong the effect of $Z$ is in both $X$ and $Y$. We considered two situations: in one of them, we set $\alpha = 0$ and $b = 0$, i.e., the whole model is linear; in the other situation, $\alpha = 0.2$, and $b = 0.3$, so the model contains both additive noise and multiplicative noise. We changed $\beta$ from 0 to 1, and Fig. 4 shows the performances of the four methods in the two situations; note that for each value of $\beta$, the four bars (from left to right) correspond to the bootstrap-based method, GPI, IGCI, and ANM. In particular, one can see that the bootstrap-based method tends to detect the presence of the confounder when its effect is significant.

On Real Data. We applied the bootstrap-based method
on the cause-effect pairs available at
http://webdav.tuebingen.mpg.de/cause-effect/.
To reduce computational load, we used at most 500 points
for each cause-effect pair. On 20 pairs (pairs 21, 43, 45, 48-
51, 56-58, 61-64, 72, 75, 77-79, and 81), the p-values of
the independence test for both directions are smaller than 0.01,
indicating that there might be significant confounders. This
seems reasonable, as the data scatter plots for these pairs
indicate that the two variables have complex dependence
relationships. On the remaining 57 data sets, the bootstrap-
based method output correct causal directions on 41 of them
(with an accuracy 72%). We also applied the recently pro-
pposed causal inference approaches, including IGCI [10], the
approach based on the Gaussian process prior [15], and that
based on the post-nonlinear causal model [27] on those 57
data sets for comparison. Their performance was similar: the
three approaches gave correct causal directions on 41,
40, and 43 pairs, respectively.

5. CONCLUSION AND DISCUSSIONS

We proposed to do causal inference based on the crite-
ron of exogeneity of the cause for the parameters in the
conditional distribution of the effect given the cause. We
discussed how to assess such exogeneity in nonparametric
settings. To this end, one needs to draw a number of samples
according to the unknown data-generating process. Fortu-
nately, the bootstrap provides a way to mimic the data gen-
nerating process from which we can draw a number of samples
and analyze their statistical properties.

Our approach shows that it is possible to determine causal
direction without structural constraints or a specific type of
smoothness assumptions on the functional models. The pro-
posed computational approach successfully demonstrated the
validity of this idea, though it is computationally demand-
ing because of the bootstrap procedure and its performance
is not necessarily the best among existing methods. At the
same time, it enjoys some advantages. First, it does not
make a strong assumption on the data-generating process.
Second, it could often tell us if significant confounders exist.
The performance of the proposed bootstrap-based approach
depends on the number of bootstrap replications and the
method for conditional distribution estimation. In future
work we aim to develop more reliable methods along this
line, including methods that can handle more than two vari-
able.

In this paper we made an attempt to discover causal in-
formation from observational data based on a condition of
exogeneity, which provides another perspective to concep-
tualize the "independence" between the process generating
the cause and that generating the effect from cause. On
the other hand, it is worth mentioning that this type of in-
dependence is able to facilitate understanding and solving
some machine learning or data analysis problems. For in-
stance, it helps understand when unlabeled data points will
help in the semi-supervised learning scenario [20], and in-
spired new settings and formulations for domain adaptation
by characterizing what information to transfer and how to
do so [28, 25].
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This supplementary material provides the proofs and discussions which are omitted in the submitted paper. The equation numbers in this material are consistent with those in the paper.

S1. Mutual Exogeneity and Its Relationship to Definition 1

There are two types of analysis of exogeneity [4]; one considers the inference based on the complete sample results, and the other considers dynamic models where the data were obtained by “sequential sampling”. In this paper we focus on the former scenario.

From the Bayesian point of view, exogeneity of X for ψ allows an admissible reduction of the complete model p(X,Y|θ,ψ) to the conditional model p(Y|X,ψ), in that both models lead to the same posterior distribution on the parameter set ψ [4, 16]. Below we give the definition of mutual exogeneity according to [4].

**Definition 3 (Mutual exogeneity).** X and ψ are mutually exogenous if and only if

(i) ψ and X are independent, i.e., ψ ⊥ X, and

(ii) ψ is sufficient in the conditional distribution of Y given X, i.e., θ ⊥ Y|(ψ,X).

Here condition (i) is to do with the independence between ψ and X; those two quantities play different roles in the model p(X,Y|θ,ψ), and consequently this independence condition is usually not convenient to verify. Moreover, for the same reason, there is no fully equivalent concept in sampling theory (it is weaker than exogeneity defined in Definition 1, because the property of θ is not specified). A natural way of obtaining the mutual exogeneity of X and ψ is to exploit a stronger but more operational condition, namely the condition of the Bayesian cut.

A Bayesian cut allows a complete separation of inference (on parameters θ) in the marginal distribution and of inference (on ψ) in the conditional one. The prior independence between θ and ψ in the Bayesian cut is a counterpart to the variation-free condition in the classical cut (condition (ii) in Definition 1), and the last two conditions in Definition 2 implies condition (i) in Definition 1. Thus, the Bayesian cut is equivalent to the classical cut in sampling theory, and consequently characterizes the exogeneity property defined in Definition 1. Therefore, hereafter the exogeneity of X for ψ is used interchangeably with the statement that [ψ, (X,θ)] operates a Bayesian cut in p(X,Y,θ,ψ).

The following theorem, extracted from [5], relates the Bayesian cut to the independence of the parameters according to the posterior distribution, as well as mutual exogeneity.

**Theorem 4.** Suppose [ψ, (X,θ)] operates a Bayesian cut in p(X,Y;{ψ,θ}); then

(i) X and ψ are mutually exogenous, and

(ii) ψ and θ are independent a posteriori.

On the other hand, if X and ψ are mutually exogenous and if θ ⊥ ψ|X, [ψ, (X,θ)] operates a Bayesian cut.

When one (or more) condition in Definition 2 is violated, [ψ, (X,θ)] does not operate a Baysian cut, i.e., X is not exogenous for ψ. Fig. 1(b-d) shows the situations where conditions (i), (ii), and (iii) are violated, respectively, so that [ψ, (X,θ)] does not operate a Bayesian cut. Note that by reparameterization, the three situations can reduce to each other. Take situations (b) and (c) as an example. If we divide θ in (b) into (θ, θ⊥), where θ depends on γ while θ⊥ does not, and consider θ⊥ as the new θ, (b) becomes (c). Similarly, if we merge γ and θ in (c) as the new θ, we then have (b). In all those situations, θ and ψ are not independent a posterior, or the maximum likelihood estimates θ and ψ are not independent according to the sampling distribution.

S2. Relation to SEM-Based Causal Inference

S2.1. Relation to Causal Inference Based on Marginal Likelihood

Recently, SEM-based approaches have demonstrated their power for causal inference of real-world problems. Structural equations represent the effect as a function of the causes and independent noise, which, from another point of view, provide a way to represent the conditional distribution P(effect|cause), or the causal mechanism. The generation of the cause-effect pair consists of two stages, one generating the cause according to P(cause) and the other further generating the effect from the value of the cause according to the structural equation. The “simplicity” constraints (e.g., linearity in [21], additive noise in [8], the post-nonlinear process in [27], and the smoothness assumption in [15]) on the functions are crucial. On the one hand, they make the models asymmetric in cause and effect; otherwise, for any two variables, we can always represent one of the variables as a function of the other and an independent noise term [9]. On the other hand, if the functions are constrained to be simple, the independence between the cause and the error terms would imply the exogeneity of the cause for the parameters in P(cause), as suggested by the error-based definition of exogeneity [17] (see also [18]).

An error-based definition of exogeneity was given by [17] (see also [18]): X is said to be exogenous for parameters in p(Y|X) is X is independent of all errors that influence Y, except those mediated by X. We know that without appropriate constraints on the functions, given any two random variable, we can always represent one of them as a function of the other variable and an independent noise term [9], i.e., the functional causal models are not identifiable. Therefore,
The concept “exogeneity” provides theoretical support for the SEM-based causal inference methods that find the causal direction by comparing the marginal likelihood of the models in two directions; for an example of such methods, see [15].\footnote{Note that due to computational difficulties, this method does not evaluate the marginal likelihood, but approximate it with the maximum regularized likelihood.} One candidate model is given in Fig. 1(a), where X is exogenous for ψ (or [ψ, (X, ψ)]) operates a Bayesian cut in \( p(X, Y, \theta, \psi) \), denoted by \( M_1 \). The other corresponds to the causal direction \( X \rightarrow Y \) (resp. \( Y \rightarrow X \)) if \( M_1 \) (resp. \( M_2 \)) gives a higher marginal likelihood.

**Theorem 5.** Suppose that the two random variables X and Y are generated according to \( M_1 \), and that the exogeneity-based causal model is identifiable. Let the prior distributions of the parameters be \( p^\theta(\theta|M_1) \) and \( p^\psi(\psi|M_1) \). For the given sample \( X,Y \), let \( p(X,Y|M_1) \) be the marginal likelihood, i.e.,

\[
p(X,Y|M_1) = \prod_{i=1}^N \int p(X_i, Y_i|\psi, \theta)p^\theta(\theta|M_1)p^\psi(\psi|M_1)d\theta d\psi
\]

where \( [\hat{\psi}, (Y, \hat{\theta})] \) operates a Bayesian cut in \( p(Y, X, \hat{\theta}, \hat{\psi}) \), denoted by \( M_2 \). Note that under the above models, the marginal likelihood of \( X \) is the product of that of the conditioning variable and that of the conditional distribution. Ideally, if all the involved distributions are correctly specified, one would prefer the causal direction \( X \rightarrow Y \) (resp. \( Y \rightarrow X \)) if \( M_1 \) (resp. \( M_2 \)) gives a higher marginal likelihood.

Assume that by a one-to-one reparametrization we can represent \( p(X,Y|\psi, \theta) \) as \( p(Y|\theta)p(X|\psi, \psi) \), where Y is not exogenous for \( \hat{\psi} \). Let \( p(X,Y|M_2) \) be the marginal likelihood of \( M_2 \), i.e.,

\[
p(X,Y|M_2) = \prod_{i=1}^N \int p(X_i, Y_i|\hat{\psi}, \hat{\theta})p^\theta(\hat{\theta}|M_2)p^\psi(\hat{\psi}|M_2)d\hat{\theta }d\hat{\psi}
\]

where \( \hat{\theta} \) and \( \hat{\psi} \) have independent priors. As the sample size N goes to infinity, for any choice of \( p^\theta(\hat{\theta}|M_2) \) and \( p^\psi(\hat{\psi}|M_2) \), \( p(X,Y|M_2) \) is always greater than \( p(X,Y|M_1) \).

**Proof.** As the data were generated according to model \( M_1 \), we have

\[
\mathbb{E}\log p(X,Y|M_1) = \int p(X,Y|M_1) \log p(X,Y|M_1) dxdy.
\]

Additionally, the above error-based definition is consistent with Definition 1 only when the functional class is well constrained. Otherwise, if the function and the distribution of the assumed cause are related in some way, the above definition is not rigorous.

Furthermore,

\[
\mathbb{E}\log p(X,Y|M_1) = \mathbb{E}\log p(X,Y|M_2)
\]

\[
= \int p(X,Y|M_1) \log \frac{p(X,Y|M_1)}{p(X,Y|M_2)} dxdy
\]

\[
= D(p(X,Y|M_1) \| p(X,Y|M_2)),
\]

where \( D(\cdot|\cdot) \) denotes the Kullback-Leibler divergence. Clearly the above quantity is non-negative, and it is zero if and only if \( p(X,Y|M_1) = p(X,Y|M_2) \) for all possible x and y. However, this condition cannot hold, because the model \( M_1 \) is assumed to be identifiable based on exogeneity.

Consequently, we have \( \mathbb{E}\log p(X,Y|M_1) > \mathbb{E}\log p(X,Y|M_2) \) for all possible x and y. However, this condition cannot hold, because the model \( M_1 \) is assumed to be identifiable based on exogeneity.

However, the marginal likelihood depends heavily on the models or assumptions for the marginal and conditional distributions. Besides the exogeneity property, such approaches also make additional assumptions about the functions, such as structural constraints [21, 8, 27] and the smoothness assumption [15]. The proposed approach avoids such assumptions, by directly assessing the exogeneity property.

**S2.1. A Simple Illustration on Parametric Models with Laplace Approximation**

Here we use a somehow oversimplified parametric example to illustrate why the marginal likelihood implies the causal direction. Assume that \( M_1 \) holds, that is, in factorization (1), X is exogenous to \( \psi \). We will demonstrate that the likelihood for model (2) would be asymptotically smaller if we wrongly assume that Y is exogenous for \( \psi \). We assume that there is a one-to-one correspondence between \( (\theta, \psi) \) and \( (\hat{\theta}, \hat{\psi}) \). As seen from the proof of Theorem 5, the marginal distribution of (1) under \( M_1 \) would be the same as that of (2) with the dependence between \( \hat{\theta} \) and \( \hat{\psi} \) taken into account. Suppose that the corresponding log marginal likelihood \( \log p(X,Y|M_1) \), can be evaluated with the Laplace approximation in terms of \( (\hat{\theta}, \hat{\psi}) \) [12]:

\[
\log p(X,Y|M_1) \approx \log p(X,Y|\hat{\theta}, \hat{\psi}) + \log p^\theta(\hat{\theta}, \hat{\psi})
\]

\[
- \frac{1}{2} \log |\Sigma_{\hat{\theta},\hat{\psi}}| + \frac{d}{2} \log (2\pi),
\]

where \( \hat{\theta} \) and \( \hat{\psi} \) are the maximum a posterior (MAP) estimate, \( p^\theta(\hat{\theta}, \hat{\psi}) \) is the prior, \( \Sigma_{\hat{\theta},\hat{\psi}} \) is the negative Hessian of \( \log p(X,Y|\hat{\theta}, \hat{\psi})p^\theta(\hat{\theta}, \hat{\psi}) \) evaluated at \( (\hat{\theta}, \hat{\psi}) \), and d is the number of parameters.

On the other hand, under \( M_2 \), the negative Hessian matrix becomes \( \Sigma_{\hat{\theta},\hat{\psi}} - \Sigma_{\hat{\theta},\hat{\psi}} \), which is block-diagonal and shares the same main diagonal block matrices \( \Sigma_\theta \) and \( \Sigma_\psi \) with \( \Sigma_{\hat{\theta},\hat{\psi}} \).

We then have \( \log p(X,Y|M_1) - \log p(X,Y|M_2) \approx \frac{1}{2} \left( \log |\Sigma_{\hat{\theta},\hat{\psi}}| - 

\log |\Sigma_{\hat{\theta},\hat{\psi}} - \Sigma_{\hat{\theta},\hat{\psi}}| \right)
\]

One can show that \( |\Sigma_{\hat{\theta},\hat{\psi}} - \Sigma_{\hat{\theta},\hat{\psi}}| \) is not block-diagonal; for a proof, see [1, page 239]. Hence, we have \( \log p(X,Y|M_1) > \log p(X,Y|M_2) \) asymptotically.

**S2.2. Relation to Invariance of SEMs**

The proposed bootstrap-based method provides a way to examine if an equation is structural or not. Suppose Y =
\( f(X, E) \), where \( E \perp X \), is a structural causal model in that \( f \) is invariant to changes in the distribution of \( X \) [18]. One can then see that since \( E \) and \( X \) are independent processes, the bootstrapped \( \hat{P}^*(b)(X) \) is independent from the underlying \( \hat{p}^*(b)(E) \), and hence independent from \( \hat{p}^*(b)(Y|X) = \hat{p}^*(b)(E)/|\partial f/\partial E| \).

Now consider the other direction. According to [9], we can always find an equation \( X = \tilde{f}(Y; \tilde{E}) \) such that \( \tilde{E} \perp Y \); suppose this equation is not structural, in that \( \tilde{f} \), or in particular, \( |\partial \tilde{f}/\partial \tilde{E}| \) is dependent on \( p(Y) \). Again, we have \( \hat{p}^*(b)(X|Y) = \hat{p}^*(b)(\tilde{E})/|\partial \tilde{f}/\partial \tilde{E}| \). The bootstrapped \( \hat{p}^*(b)(Y) \) and \( \hat{p}^*(b)(X|Y) \) are then dependent due to the dependence between \( |\partial \tilde{f}/\partial \tilde{E}| \) and \( \hat{p}^*(b)(Y) \).

In particular, the SEM-based causal inference approaches [21, 8, 27, 15] constrain the functions \( f \) to be simple in respective senses; consequently they are not so flexible as to change with the input distribution \( p(X) \), and then the independence between the input \( X \) and the noise \( E \) serves as a surrogate to achieve the exogeneity condition of \( X \) for the parameters in \( p(Y|X) \).

Compared to SEM-based approaches, the proposed exogeneity-based approach avoids the constraints on the functional causal model \( f \). On the other hand, some SEM-based approaches have clear identifiability conditions under which the reverse direction \( Y \rightarrow X \) that induces the same joint distribution on \( (X, Y) \) does not exist in general, given the causal direction \( X \rightarrow Y \); for instance, see [8, 27]. However, to find theoretical identifiability results for the proposed approach, one has to establish the identifiability conditions in terms of data distributions, which turns out to be extremely difficult.
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