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#### Abstract

This paper addresses the problem of how to directly read off the 'fusion coefficients' (for the tensor-products of bimodules arising in the 'tower of the basic construction') for a subfactor, from the data of the associated paragroup. The solution to this problem is closely related to a reformulation, which is obtained here, of the flatness condition to be satisfied by the connection on a paragroup; our reformulation is best described by the phrase ' 1 * flatness', in contrast with Ocneanu's initial formulation as '4 * flatness' and Kawahigashi's subsequent reformulation as ' 2 * flatness'.


## 1 Introduction

Ocneanu obtained - see [AO1], [AO2] - a combinatorial structure, which he called a paragroup, as a complete isomorphisminvariant for the so-called 'finite-depth subfactors of the hyperfinite $I I_{1}$ factor', which has been quite useful in various related considerations. As stated in the abstract, in this paper, we obtain formulae for the fusion coefficients for tensor-products of the four kinds of bimodules associated to a finite-depth hyperfinite subfactor. Most existing computations of such fusion rules use only the principal and dual principal graphs of the subfactor, by some ad hoc methods; but as Bisch found - see [DB] - there exist five different fusion algebras that are consistent with the graphs of the $3+\sqrt{3}$ subfactor. This is the reason we wished to find a formula that derives the fusion coefficients using only the standard invariant (which must necessarily involve the underlying flat connection).

It should probably be mentioned that the literature contains various other treatments of the fusion rule algebra of a subfactor - for instance, see [Iz], [FRS], [Lo], [Lo1] (the endomorphism/ sector approach), [Bi], [Bi1] (the bimodule-shift- projection approach), [GW] (the shift-projection approach int he special case of Hecke algebra subfactors), [SV] (the bimodule approach), etc. It should definitely be mentioned that the authors only became aware of the work [Gne], which has non-trivial overlap with this paper, after these results had been obtained. ${ }^{1}$

The paper is organised as follows.
In $\S 2$, we recall the basic notions - connection on a suitable pair of bipartite graphs, unitarity and 'flip-invariance' of the connection, flatness, etc. - needed to describe paragroups. (It should be remarked, however, that our description and notation for a paragroup vary somewhat from the one most commonly found in the literature (as in [EK] or [YK]).)

In $\S 3$, we first deduce our ' $1 *$ flatness' condition from the $(4 *)$ flatness axiom on the paragroup, and then derive some

[^0]consequences of this condition, including the fact that the ' $4 *$ flatness' axiom may be deduced from the $1 *$ version.

In $\S 4$, we show that a certain function that comes up naturally in the context of ' $1 *$ flatness' is actually nothing but the fusion coefficients of the associated subfactor. We recall various facts concerning path models which are used in the proof of this assertion.

In $\S 5$, we show how one can directly (without having to go through the associated subfactor and relying on the bijectivity of the pairing between paragroups and 'finite-depth hyperfinite subfactors') show that the paragoup gives rise to a pair of fusion algebras, as well as the known fact (see [EK]) that of the four graphs appearing in the definition of the paragroup, there are natural isomorphisms between two pairs.

## 2 Paragroups

We recall here what goes into Ocneanu's paragroup. The basic ingredient is a collection $\left\{V_{0}, V_{1}, H_{0}, H_{1}\right\}$ of graphs (where we allow multiple bonds between the same pair of vertices, but do NOT allow loops); we shall refer to the $V_{i}$ 's (resp., the $H_{j}$ 's) as the vertical (resp., horizontal) graphs, and to edges in vertical (resp., horizontal) graphs as vertical (resp., horizontal) edges.

The graphs are required to satisfy the following requirements:

## Vertex requirements:

(i) (Vertex identifications):

Each of the four graphs is a finite, connected bipartite graph; further, it is assumed that there are four sets $\left\{B_{i j}: 0 \leq i, j \leq 1\right\}$ such that the decomposition of the vertex sets of $V_{0}$ and $V_{1}$ (resp., $H_{0}$ and $H_{1}$ ) are given by $B_{00} \coprod B_{10}$ and $B_{01} \coprod B_{11}$ (resp., $B_{00} \coprod B_{01}$ and $B_{10} \coprod B_{11}$ ) respectively. (Here and elsewhere, the symbol $\coprod$ denotes 'disjoint union'.)
(ii) ( $*$ vertices and $\alpha$ vertices):

There exist vertices $*_{0} \in B_{00}, *_{1} \in B_{11}$ and $\alpha_{01} \in B_{01}, \alpha_{10} \in$ $B_{10}$ such that
(a) $*_{0}$ has degree 1 in $V_{0}$ as well as $H_{0}$; and $\alpha_{10}$ (resp., $\alpha_{01}$ ) is the only vertex which is adjacent to $*_{0}$ in $V_{0}$ (resp., $H_{0}$ ); and
(b) $*_{1}$ has degree 1 in $V_{1}$ as well as $H_{1}$; and $\alpha_{01}$ (resp., $\alpha_{10}$ ) is the only vertex which is adjacent to $*_{1}$ in $V_{1}$ (resp., $H_{1}$ ).

## Harmonicity:

There exists a function $\mu: \coprod_{i, j=0,1} B_{i j} \rightarrow(0, \infty)$, and a scalar $\beta>0$ which satisfy:
(i) $\mu\left(*_{i}\right)=1$ for $i=0,1$; and
(ii) Let $G$ denote any of the four graphs above. If $A_{G}$ denotes the adjacency matrix of $G$ (defined by letting $A_{G}(u, v)$ denote the number of edges joining the vertices $u$ and $v$ ), then

$$
\sum_{\lambda} A_{G}(\pi, \lambda) \mu(\lambda)=\beta \mu(\pi)
$$

for all vertices $\pi$ of the graph.
(Thus $\beta$ is the Perron-Frobenius eigenvalue - see [FRG], for instance - of (the adjacency matrix of) each of the four graphs, and the corresponding Perron-Frobenius eigenvectors (uniquely determined by the normalisation (i) above) are required to be consistent with the vertex identifications, and they 'patch up' to give the function $\mu$.)

We shall henceforth use the 'subscript convention' whereby a symbol such as $\gamma_{p q}$ will always denote a vertex in $B_{p q}$; further, subscripts such as $i, j, p, q$ will always be assumed to range over $\{0,1\}$.
The connection:
By a cell is meant a configuration of the form

$$
\begin{array}{ccc}
\gamma_{i, j} & \tau_{i} & \gamma_{i, 1-j} \\
\sigma_{j} & & \sigma_{1-j}  \tag{2.1}\\
\gamma_{1-i, j} & \tau_{1-i} & \gamma_{1-i, 1-j}
\end{array}
$$

where it is assumed that (a) $\tau_{p}$ is an edge joining $\gamma_{p, j}$ and $\gamma_{p, 1-j}$ in $H_{p}$, for $p=i, 1-i$; and (b) $\sigma_{q}$ is an edge joining $\gamma_{i, q}$ and $\gamma_{1-i, q}$ in $V_{q}$, for $q=j, 1-j$.

The connection is a function, which assigns a complex number to each cell as above; the number associated by the connection to the cell illustrated in (2.1) will be denoted by either of the following symbols:

$$
W_{\tau_{i} \sigma_{1-j}}^{\sigma_{j} \tau_{1-i}}=\begin{array}{ccc}
\gamma_{i, j}  \tag{2.2}\\
\sigma_{j} \downarrow & \xrightarrow{\tau_{i}} & \gamma_{i, 1-j} \\
\gamma_{1-i, j} & \xrightarrow{\tau_{1-i}} & \downarrow \sigma_{1-j} \\
\gamma_{1-i, 1-j}
\end{array} .
$$

(We shall refer to $\sigma_{j} \tau_{1-i}$ and $\tau_{i} \sigma_{1-j}$ as the south-west and north-east paths, respectively, of the cell depicted in (2.1). The $W$-notation for the connection is meant to indicate that this value of the connection is to be regarded as the entry of a matrix with rows indexed by appropriate south-west paths and columns indexed by appropriate north-east paths.)

The connection is required to satisfy the following conditions:
Unitarity: For any pair $\gamma_{i j}, \gamma_{1-i, 1-j}$ of vertices, the matrix

$$
W\left(\gamma_{i j}, \gamma_{1-i, 1-j}\right)=\begin{array}{|ccc}
\gamma_{i, j} & - & \dot{j} \\
\cdot & - & \gamma_{1-i, 1-j}
\end{array}
$$

with rows (resp., columns) indexed by south-west (resp., northeast) paths from $\gamma_{i j}$ to $\gamma_{1-i, 1-j}$, is a unitary matrix.

Invariance under flips: With the notation of (2.2), we have:

$$
\begin{array}{lll}
\begin{array}{ccc}
\gamma_{i, j} & \xrightarrow[\rightarrow]{\tau_{i}} & \gamma_{i, 1-j} \\
\sigma_{j} \downarrow & & \downarrow \sigma_{1-j} \\
\gamma_{1-i, j} & \xrightarrow{\tau_{1-i}} & \gamma_{1-i, 1-j}
\end{array} \\
=\sqrt{\frac{\mu\left(\gamma_{1-i, j}\right) \mu\left(\gamma_{i, 1-j}\right)}{\mu\left(\gamma_{i j}\right) \mu\left(\gamma_{1-i, 1-j}\right)}}\left(\begin{array}{ccc}
\gamma_{i, 1-j} & \xrightarrow{\tau_{i}} & \gamma_{i, j} \\
\sigma_{1-j} \downarrow & & \downarrow \sigma_{j} \\
\gamma_{1-i, 1-j} & \xrightarrow{\tau_{1-i}} & \gamma_{1-i, j}
\end{array}\right)^{-} \\
=\sqrt{\frac{\mu\left(\gamma_{1-i, j}\right) \mu\left(\gamma_{i, 1-j}\right)}{\mu\left(\gamma_{i j}\right) \mu\left(\gamma_{1-i, 1-j}\right)}}\left(\begin{array}{cccc}
\gamma_{1-i, j} & \xrightarrow{\tau_{1-i}} & \gamma_{1-i, 1-j} \\
\sigma_{j} \downarrow & & \downarrow \sigma_{1-j} \\
\gamma_{i, j} & \xrightarrow{\tau_{j}} & \gamma_{i, 1-j}
\end{array}\right)- \\
= & \gamma_{1-i, 1-j} \xrightarrow{\tau_{1-i}} & \gamma_{1-i, j} \\
\sigma_{1-j} \downarrow & & \downarrow \sigma_{j} \\
\gamma_{i, 1-j} & \xrightarrow{\tau_{i}} & \gamma_{i, j}
\end{array}
$$

(The first two equations state 'invariance' of the connection under 'horizontal flips' and 'vertical flips' respectively, while the third equation (which is a consequence of the previous two) states a 'rotational symmetry' of the connection.)

Before proceeding to the final - and most crucial - 'flatness' requirement to be satisfied by a connection, we need to make some comments about paths and larger rectangles.

Recall that a path of length $k$ in a graph is a sequence

$$
\sigma=\left(v_{0}, \sigma_{1}, v_{1}, \cdots, v_{r-1}, \sigma_{r}, v_{r}, \cdots, v_{k-1}, \sigma_{k}, v_{k}\right)
$$

where $\sigma_{r}$ is an edge joining $v_{r-1}$ and $v_{r}$, for $1 \leq r \leq k$. We shall say that $\sigma$ starts at $v_{0}$ and ends at $v_{k}$. We shall also use the notation $\sigma^{o}$ to denote the opposite or reversed path (which starts at $v_{k}$ and finishes at $v_{0}$ ).

The symbol $\tau$ (resp., $\sigma$ ) will be reserved for a horizontal (resp., vertical) path.

We shall use the following notation: the symbol $\mathcal{P}_{l}^{H}(\pi, \lambda)$ (resp., $\mathcal{P}_{k}^{V}(\pi, \lambda)$ ) will denote the collection of horizontal (resp., vertical) paths of length $l$ (resp., $k$ ) between the vertices $\pi$ and $\lambda$. Also, we shall write $|\sigma|$ for the length of $\sigma$, as well as $\mathcal{P}_{k}^{V}(\pi,-)$ for the set of vertical paths of length $k$ starting at $\pi$, and $\mathcal{P}^{V}(\pi, \lambda)$ for the set of vertical paths of arbitrary length between $\pi$ and $\lambda$, as well as corresponding 'horizontal' versions.

We shall need to work with the following generalised cells, which we follow Ocneanu in calling macro-cells:

$$
\begin{array}{ccc}
\gamma_{p r} & \tau_{p} & \gamma_{p s} \\
\sigma_{r} & & \sigma_{s}  \tag{2.3}\\
\gamma_{q r} & \tau_{q} & \gamma_{q s}
\end{array},
$$

where (a) $\tau_{i}$ is a horizontal path from $\gamma_{i r}$ to $\gamma_{i s}$ and $\sigma_{j}$ is a vertical path from $\gamma_{p j}$ to $\gamma_{q j}$, for $j \in\{r, s\}, i \in\{p, q\}$, and (b) $\left|\tau_{p}\right|=\left|\tau_{q}\right|$, and $\left|\sigma_{r}\right|=\left|\sigma_{s}\right|$.

When dealing with a macro-cell as above, we shall always regard the horizontal paths as 'going from left to right' and the vertical paths as 'going from top to bottom'.

Given such a macro-cell, we associate a connection-value, denoted by

$$
W_{\tau_{p} \sigma_{s}}^{\sigma_{r} \tau_{q}}=\begin{array}{ccc}
\gamma_{p r} & \xrightarrow{\tau_{p}} & \gamma_{p s} \\
\sigma_{r} \downarrow & & \downarrow \sigma_{s} \\
\gamma_{q r} & \xrightarrow{\tau_{q}} & \gamma_{q s}
\end{array},
$$

as follows.
Rather than giving the general definition, we shall describe it in a special case. Consider the case when the horizontal paths have length 3 and the horizontal paths have length 2 ; then, we define

$$
\begin{aligned}
& \begin{array}{rllllllll}
\nu & \xrightarrow[\rightarrow]{\tau_{1}^{\prime}} & \nu_{1} & \xrightarrow{\tau_{3}^{\prime}} & \nu_{2} & \xrightarrow{\tau_{3}^{\prime}} & \rho \\
\sigma_{1} & \downarrow & & & & & & \\
& \downarrow & & \sigma_{1}^{\prime} \\
\gamma & & & & & & \gamma^{\prime} \\
\sigma_{2} \downarrow & & & & & & \\
\pi & & & & & & \sigma_{2}^{\prime} \\
\pi & \pi_{1} & \xrightarrow{\tau_{2}} & \pi_{2} & \xrightarrow{\tau_{3}} & \lambda
\end{array}
\end{aligned}
$$

where:
(i) $\gamma_{1}$ is any vertex that is simultaneously a 'horizontal neighbour' of $\gamma$ as well as a 'vertical neighbour' of both $\nu_{1}$ and $\pi_{1}$;
(ii) $\gamma_{2}$ is any vertex that is simultaneously a 'horizontal neighbour' of both $\gamma_{1}$ and $\gamma^{\prime}$, as well as a 'vertical neighbour' of both $\nu_{2}$ and $\pi_{2}$;
(iii) the $\tilde{\tau}_{i}$ 's are edges of horizontal paths and the $\tilde{\sigma}_{j}^{i}$ 's are edges of vertical graphs, with end-points as indicated;
(iv) the value of the totally labelled ' $2 \times 3$ ' rectangle in the second line of the displayed equation above, is interpreted as the product of the values assigned by the connection to each of the six ' $1 \times 1$ ' subrectangles.

It is true, and not very hard to verify, that for the configuation described by the general macro-cell shown in (2.3), with
$\left|\tau_{p}\right|=\left|\tau_{q}\right|=l$ (say), and $\left|\sigma_{r}\right|=\left|\sigma_{s}\right|=k$ (say), if we consider the matrix $W_{k l}\left(\gamma_{p r}, \gamma_{q s}\right)=\left(\left(W_{\tau_{p} \sigma_{s}}^{\sigma_{r} \tau_{q}}\right)\right)$, with rows indexed by 'south-west paths of type $(k, l)$ ' (through arbitrary $\gamma_{q r}$ ) and columns indexed by 'north-east paths of type $(l, k)$ ' (through arbitrary $\gamma_{p s}$ ), from $\gamma_{p r}$ to $\gamma_{q s}$, then this matrix is unitary; and further, this extension of the connection to 'macro-cells' also satisfies an appropriately amended version of the 'invariance under flips' condition, as follows:

$$
\begin{aligned}
& \gamma_{i, j} \xrightarrow{\tau_{i}} \quad \gamma_{i, r} \\
& \begin{array}{ccc}
\sigma_{j} \downarrow & & \downarrow \sigma_{r} \\
\gamma_{p, j} & \xrightarrow{\tau_{p}} & \gamma_{p, r}
\end{array} \\
& =\sqrt{\frac{\mu\left(\gamma_{p, j}\right) \mu\left(\gamma_{i, r}\right)}{\mu\left(\gamma_{i, j}\right) \mu\left(\gamma_{p, r}\right)}}\left(\begin{array}{ccc}
\gamma_{i, r} & \xrightarrow{\tau_{i}^{o}} & \gamma_{i, j} \\
\sigma_{r} \downarrow & & \downarrow \sigma_{j} \\
\gamma_{p, r} & \xrightarrow{\tau_{\rightarrow}^{o}} & \gamma_{p, j}
\end{array}\right)^{-} \\
& =\sqrt{\frac{\mu\left(\gamma_{p, j}\right) \mu\left(\gamma_{i, r}\right)}{\mu\left(\gamma_{i, j}\right) \mu\left(\gamma_{p, r}\right)}}\left(\begin{array}{ccc}
\gamma_{p, j} & \xrightarrow{\tau_{p}} & \gamma_{p, r} \\
\sigma_{j}^{o} \downarrow & & \downarrow \sigma_{r}^{o} \\
\gamma_{i, j} & \xrightarrow{\tau_{i}} & \gamma_{i, r}
\end{array}\right)^{-} \\
& =\begin{array}{cccc}
\gamma_{p, r} & \xrightarrow{\tau_{p}^{o}} & \gamma_{p, j} & \\
\sigma_{r}^{o} \downarrow & & \downarrow \sigma_{j}^{o} & \\
\gamma_{i, r} & \xrightarrow{\tau_{i}^{o}} & \gamma_{i, j}
\end{array} .
\end{aligned}
$$

We are now ready for the 'flatness' condition.

## Flatness axiom:

Let $*$ denote either $*_{0}$ or $*_{1}$ (in all occurrences of $*$ below). Then, for any (necessarily even) positive integers $k, l$, and vertical paths $\sigma, \sigma^{\prime} \in \mathcal{P}_{k}^{V}(*, *)$ and horizontal paths $\tau, \tau^{\prime} \in \mathcal{P}_{l}^{H}(*, *)$, we have:

$$
\begin{array}{rll}
* & \xrightarrow{\tau} & *  \tag{2.4}\\
\sigma \downarrow & & \downarrow \sigma^{\prime}=\delta_{\sigma, \sigma^{\prime}} \delta_{\tau, \tau^{\prime}} . \\
* & \xrightarrow{\tau^{\prime}} & *
\end{array}
$$

Definition 2.1 $A$ coupled system is the data $\left(V_{0}, V_{1}, H_{0}, H_{1} ; W\right)$ consisting of a collection of four finite, connected, bipartite graphs
and a connection $W$ defined on them, which satisfy the six requirements that we have termed vertex identification, * vertices and $\alpha$ vertices, harmonicity, unitarity, invariance under flips, and the flatness axiom.

It is possible to define an equivalence relation on the class of coupled systems; this involves changing the graphs up to graph isomorphisms (which 'patch up' well) and changing the connection up to a 'coboundary'. We shall not make this any more precise, since we will not need the exact definition. (The interested reader may consult [AO1], [EK] or [JS].)

A paragroup is an equivalence class of coupled systems.
Remark 2.2 It must be noted that we only discuss finite paragroups here. Also, all other structure of the paragroup (such as the 'global contragredient axiom') will be shown to be consequences of our definition - at least in this finite case.

In fact, more general 'unitarity statements' (than in the paragraph preceding the flatness axiom) hold for any connection which satisfies the unitarity condition; we need to set up a little notation in order to state this generalisation.

Fix a positive integer $n$; we shall use the phrase admissible tuple of size $n$ to mean an ordered pair ( $\mathbf{k}, \mathbf{l}$ ), where

$$
\mathbf{k}=\left(k_{1}, k_{2}, \cdots, k_{n}\right), \mathbf{l}=\left(l_{1}, l_{2}, \cdots, l_{n}\right)
$$

and the $k_{i}$ and $l_{j}$ are all non-negative integers, of which only $k_{1}$ and $l_{n}$ may be zero. An admissible tuple ( $\mathbf{k}, \mathbf{l}$ ) of size $n$ determines a planar walk on the (planar) lattice by the following prescription: start at the origin; take $k_{1}$ steps to the south; then take $l_{1}$ steps east; then take $k_{2}$ steps south; then take $l_{2}$ steps east; and so on, until a total of $\sum_{i}\left(k_{i}+l_{i}\right)$ steps have been taken. (The possibility, that such a walk may not have an initial southward step or a final eastward step, is the reason for the peculiar 'non-zero' assumptions in the definition of an admissible tuple.)

Given such an admissible tuple, we shall use the expression 'path of type $(\mathbf{k}, \mathbf{l})$ from a vertex $\nu$ to a vertex $\lambda$ ' to mean a sequence

$$
\left(\sigma_{1}, \tau_{1}, \cdots, \sigma_{i}, \tau_{i}, \cdots, \sigma_{n}, \tau_{n}\right)
$$

where (i) each $\sigma_{i}$ (resp., $\tau_{i}$ ) is a vertical (resp., horizontal) path of length $k_{i}$ (resp., $l_{i}$ ), (ii) $\sigma_{1}$ starts at $\nu$ and $\tau_{n}$ finishes at $\lambda$, and (iii) for each $i, \sigma_{i}$ finishes where $\tau_{i}$ starts, and $\tau_{i}$ finishes where $\sigma_{i+1}$ starts.

Given two admissible tuples $(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)$, of possibly different sizes, we shall say that $(\mathbf{k}, \mathbf{l}) \geq\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)$ if the following conditions are satisfied:
(i) $\sum_{i} k_{i}=\sum_{i^{\prime}} k_{i^{\prime}}^{\prime}$ and $\sum_{i} l_{i}=\sum_{i^{\prime}} l_{i^{\prime}}^{\prime}$; and
(ii) for each $1 \leq j \leq \sum_{i}\left(k_{i}+l_{i}\right)$, the number of southward steps taken in the first $j$ steps of the planar walk corresponding to $(\mathbf{k}, \mathbf{l})$ is at least as large as the corresponding number for ( $\mathbf{k}^{\prime}, \mathbf{l}^{\prime}$ ).
(This just says that the walk for $(\mathbf{k}, \mathbf{l})$ is always 'below' the walk for ( $\mathbf{k}^{\prime}, \mathbf{l}^{\prime}$ ).)

If $(\mathbf{k}, \mathbf{l}) \geq\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)$ are admissible tuples, and if $\nu$ and $\lambda$ are arbitrary vertices, consider the matrix $W_{(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)}(\nu, \lambda)=\left(\left(W_{\eta}^{\xi}\right)\right)$, with rows (resp., columns) indexed by paths $\xi$ (resp., $\eta$ ) of type $(\mathbf{k}, \mathbf{l})$ (resp., $\left.\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)\right)$ from $\nu$ to $\lambda$, whose typical matrix entry is defined as follows: (i) if it so happens that there exists $1 \leq j \leq \sum_{i}\left(k_{i}+l_{i}\right)$ such that the initial and final points (on the lattice) of the $j$-th step in the planar walk for ( $\mathbf{k}, \mathbf{l}$ ) agree with the corresponding points for the walk for $\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)$, then $W_{\eta}^{\xi}=0$ unless the $j$-th edge in the path $\xi$ is the same as the $j$-th edge in the path $\eta$; and (ii) $W_{\eta}^{\xi}$ is defined as the sum of products of values of the connection on $1 \times 1$ sub-rectangles, exactly as in the case of macro-cells (which correspond to the specialisation $\left.(\mathbf{k}, \mathbf{l})=(k, l), \quad\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)=((0, k),(l, 0))\right)$.

We state the desired generalisation of unitarity as a lemma below, for convenience of reference; we omit the proof of this well-known fact. (See, for instance, [AO2] or [EK].)

Lemma 2.3 Suppose $(\mathbf{k}, \mathbf{l}) \geq\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right) \geq\left(\mathbf{k}^{\prime \prime}, \mathbf{l}^{\prime \prime}\right)$ are admissible tuples; and suppose $\nu \in B_{p q}, \lambda \in B_{r s}$ are such that $\sum_{i} k_{i}-(r-$ $p)$ and $\sum_{i} l_{i}-(s-q)$ are even.
(a) Then $W_{(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)}(\nu, \lambda)$ is a unitary matrix; and
(b) $W_{(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)}(\nu, \lambda) W_{\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right),\left(\mathbf{k}^{\prime \prime}, l^{\prime \prime}\right)}(\nu, \lambda)=W_{(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime \prime}, \mathbf{l}^{\prime \prime}\right)}(\nu, \lambda)$.

## 31 * flatness

We would like to use the phrase ' $4 *$ flatness' to refer to what we have termed the flatness axiom above. This is because it is known - see [EK] - that this requirement can be shown to be equivalent to another one of a pair of equivalent requirements, that should analogously be termed ' $2 *$ flatness'.

We wish to talk about ' $1 *$ flatness' - which, besides being equivalent to the ' $4 *$ flatness' condition, has the advantage of being intimately connected with the 'fusion coefficients' between the four kinds of bimodules associated with the subfactor corresponding to the paragroup.

Definition 3.1 Let $*=*_{i}, i=0$, 1. Fix positive integers $k, l$, a vertex $\lambda \in B_{p, r}$, and paths $\sigma \in \mathcal{P}_{k}^{V}(*,-)$ and $\tau \in \mathcal{P}_{l}^{H}(*,-)$, where it is assumed that $p-i-l$ and $r-i-k$ are even. Suppose $\sigma$ and $\tau$ finish at $\pi$ and $\rho$, respectively.

We shall write $A(\sigma, \tau, \lambda)$ for the matrix, with rows and columns indexed by $\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)$ and $\sigma^{\prime} \in \mathcal{P}_{k}^{V}(\rho, \lambda)$ respectively, defined by

$$
\begin{array}{rlll}
*(\sigma, \tau, \lambda)_{\sigma^{\prime}}^{\tau^{\prime}}=\sigma & \stackrel{\tau}{\rightarrow} & \rho \\
\pi & & \xrightarrow[\rightarrow]{\tau^{\prime}} & \downarrow
\end{array} .
$$

(It must be noted that in order for $A(\sigma, \tau, \lambda)$ to be a non-zero matrix, it is necessary that there exist (necessarily uniquely defined) $i, p, r \in\{0,1\}$ such that $*=*_{i}, \rho \in B_{i r}, \pi \in B_{p i}$ and $\lambda \in B_{p r}$.)

Proposition 3.2 ( $\mathbf{1} *$ flatness) Suppose $\sigma_{i}$ are vertical paths starting at $*$ and $\tau_{i}$ are horizontal paths starting at $*$, for $i=$ 1,2,3, which satisfy:
(i) $\tau_{1}$ and $\tau_{2}$ end at the same vertex, say $\rho_{1}$;
(ii) $\left|\sigma_{1}\right|=\left|\sigma_{2}\right|$;
(iii) $\sigma_{2}$ and $\sigma_{3}$ end at the same vertex, say $\pi_{2}$; and
(iv) $\left|\tau_{2}\right|=\left|\tau_{3}\right|$.

Then,

$$
\begin{equation*}
A\left(\sigma_{1}, \tau_{1}, \lambda\right) A\left(\sigma_{2}, \tau_{2}, \lambda\right)^{*} A\left(\sigma_{3}, \tau_{3}, \lambda\right)=\delta_{\sigma_{1}, \sigma_{2}} \delta_{\tau_{2}, \tau_{3}} A\left(\sigma_{3}, \tau_{1}, \lambda\right) \tag{3.5}
\end{equation*}
$$

(It should be noted that the assumptions (i)-(iv) are precisely what are needed to ensure that the matrices above are 'multipliable’.)

Proof: Suppose $\left|\sigma_{1}\right|=\left|\sigma_{2}\right|=k_{1},\left|\sigma_{3}\right|=k_{2}$, and $\left|\tau_{1}\right|=$ $l_{1},\left|\tau_{2}\right|=\left|\tau_{3}\right|=l_{2}$; and suppose $\sigma_{1}$ and $\tau_{3}$ finish at $\pi_{1}$ and $\rho_{3}$ respectively.

First, deduce from the invariance under flips, for the connection value on 'macro-cells', that

$$
\begin{align*}
\left(A\left(\sigma_{2}, \tau_{2}, \lambda\right)^{*}\right)_{\tilde{\tau}}^{\tilde{\sigma}} & =\left(\begin{array}{ccc}
* & \xrightarrow{\tau_{2}} & \rho_{1} \\
\sigma_{2} \downarrow & & \downarrow \tilde{\sigma} \\
\pi_{2} & \xrightarrow{\tilde{\tau}} & \lambda
\end{array}\right)^{-} \\
& =\sqrt{\frac{\mu\left(\pi_{2}\right) \mu\left(\rho_{1}\right)}{\mu(\lambda) \mu(*)}}\left(\begin{array}{ccc}
\rho_{1} & \xrightarrow{\tau_{2}^{o}} & * \\
\tilde{\sigma} \downarrow & & \downarrow \sigma_{2} \\
\lambda & \xrightarrow{\tilde{\tau}^{o}} & \pi_{2}
\end{array}\right) \tag{3.6}
\end{align*}
$$

and that

$$
\begin{array}{rlccc}
A\left(\sigma_{3}, \tau_{3}, \lambda\right)_{\sigma^{\prime}}^{\tilde{\tau}} & = & \sigma_{3} \downarrow & \xrightarrow{\tau_{3}} & \rho_{3} \\
\pi_{2} & \xrightarrow[\rightarrow]{\tilde{\tau}} & \downarrow  \tag{3.7}\\
& \\
& \lambda & \xrightarrow{\tau^{o}} & \sigma^{\prime} \\
\sigma^{\prime o} & & \\
& & & & \downarrow \sigma_{3}^{o}
\end{array} .
$$

Hence we see that

$$
\begin{aligned}
& \left(A\left(\sigma_{1}, \tau_{1}, \lambda\right) A\left(\sigma_{2}, \tau_{2}, \lambda\right)^{*} A\left(\sigma_{3}, \tau_{3}, \lambda\right)\right)_{\sigma^{\prime}}^{\tau^{\prime}} \\
& =\sum_{\tilde{\sigma} \in \mathcal{P}_{k_{1}}^{V}\left(\rho_{1}, \lambda\right)} \sum_{\tilde{\tau} \in \mathcal{P}_{l_{2}}^{H}\left(\pi_{2}, \lambda\right)} A\left(\sigma_{1}, \tau_{1}, \lambda\right)_{\tilde{\sigma}}^{\tau^{\prime}}\left(A\left(\sigma_{2}, \tau_{2}, \lambda\right)^{*}\right)_{\tilde{\tau}}^{\tilde{\sigma}} A\left(\sigma_{3}, \tau_{3}, \lambda\right)_{\sigma^{\prime}}^{\tilde{\tau}} \\
& =\sum_{\tilde{\sigma} \in \mathcal{P}_{k_{1}}^{V}\left(\rho_{1}, \lambda\right)} \sum_{\tilde{\tau} \in \mathcal{P}_{l_{2}}^{H}\left(\pi_{2}, \lambda\right)}\left(\begin{array}{ccc}
* & \xrightarrow{\tau_{1}} & \rho_{1} \\
\sigma_{1} \downarrow & & \downarrow \tilde{\sigma} \\
\pi_{1} & \xrightarrow{\tau^{\prime}} & \lambda
\end{array}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \sqrt{\frac{\mu\left(\pi_{2}\right) \mu\left(\rho_{1}\right)}{\mu(\lambda)}}\left(\begin{array}{ccc}
\rho_{1} & \xrightarrow{\tau_{2}^{o}} & * \\
\tilde{\sigma} \downarrow & & \downarrow \sigma_{2} \\
\lambda & \xrightarrow{\tilde{\tau}^{o}} & \pi_{2}
\end{array}\right)\left(\begin{array}{ccc}
\lambda & \xrightarrow{\tilde{\tau}^{o}} & \pi_{2} \\
\sigma^{\prime o} \downarrow & & \downarrow \sigma_{3}^{o} \\
\rho_{3} & \xrightarrow{\tau_{3}^{o}} & *
\end{array}\right) \\
& =\sum_{\tilde{\sigma}, \tilde{\tau}} \sqrt{\frac{\mu\left(\pi_{2}\right) \mu\left(\rho_{1}\right)}{\mu(\lambda)}}\left(\begin{array}{rlrll}
* & \xrightarrow{\tau_{1}} & \rho_{1} & \xrightarrow{\tau_{3}^{o}} & * \\
\sigma_{1} \downarrow & & \tilde{\sigma} \downarrow & & \downarrow \sigma_{2} \\
\pi_{1} & \xrightarrow{\tau^{\prime}} & \lambda & \xrightarrow{\tilde{\tau}^{o}} & \pi_{2} \\
& & \sigma^{\prime o} \downarrow & & \downarrow \sigma_{3}^{o} \\
& & \rho_{3} & \xrightarrow{\tau^{o}} & *
\end{array}\right) \\
& =\sqrt{\frac{\mu\left(\pi_{2}\right) \mu\left(\rho_{1}\right)}{\mu(\lambda)}}\left(W_{\left(\left(k_{1}, k_{2}\right),\left(l_{1}, l_{2}\right)\right),\left(\left(0, k_{1}+k_{2}\right),\left(l_{1}+l_{2}, 0\right)\right)}(*, *)\right)_{\left(\tau_{1}, \tau_{2}^{o}, \sigma_{2}, \sigma_{3}^{o}\right)}^{\left(\sigma_{1}, \tau^{\prime}, \sigma^{\circ}\right)}, \tag{3.8}
\end{align*}
$$

where we have used equations (3.6) and (3.7) in the second step above, and we have used the notation of Lemma 2.3 in the last step. In the same notation, let us write $k=k_{1}+k_{2}, l=l_{1}+l_{2}$, and
$(\mathbf{k}, \mathbf{l})=((k),(l)),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)=\left(\left(k_{1}, k_{2}\right),\left(l_{1}, l_{2}\right)\right),\left(\mathbf{k}^{\prime \prime}, \mathbf{l}^{\prime \prime}\right)=((0, k),(l, 0))$
and

$$
W_{1}=W_{(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)}(*, *), W_{2}=W_{\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right),\left(\mathbf{k}^{\prime \prime}, \mathbf{l}^{\prime}\right)}(*, *)
$$

Then, we may deduce from Lemma 2.3(b) and the flatness axiom (i.e., what we refer to as the $4 *$ flatness condition) that

$$
\left(W_{1} W_{2}\right)_{\left(\tau_{1}, \tau_{2}^{\prime}, \sigma_{2}, \sigma_{3}^{o}\right)}^{\left(\sigma_{1}, \sigma_{3}^{\prime o}, \tau_{1}^{\prime}, \tau_{3}^{o}\right)}=\delta_{\tau_{1}}^{\tau_{1}^{\prime}} \delta_{\tau_{2}}^{\tau_{3}} \delta_{\sigma_{2}}^{\sigma_{1}} \sigma_{\sigma_{3}}^{\sigma_{3}^{\prime}}
$$

and since the $W_{i}, i=1,2$ are unitary, it follows that

$$
\begin{equation*}
\left(W_{2}\right)_{\left(\tau_{1}, \tau_{2}^{\prime}, \sigma_{2}, \sigma_{3}^{)}\right)}^{\left(\sigma_{1}, \tau^{\prime}, \sigma^{\prime o}, \tau_{3}^{o}\right)}=\delta_{\sigma_{2}}^{\sigma_{1}} \delta_{\tau_{3}}^{\tau_{2}}\left(\left(W_{1}\right)_{\left(\sigma_{1}, \tau^{\prime}, \sigma^{\prime}, \tau_{3}^{\prime}\right)}^{\left(\sigma_{1}, \sigma_{3}^{o}, \tau_{1}, \tau_{3}^{o}\right)}\right)^{-} . \tag{3.9}
\end{equation*}
$$

We finally conclude - from yet another application of flipinvariance - that

$$
\begin{aligned}
& \delta_{\sigma_{2}}^{\sigma_{1}} \delta_{\tau_{3}}^{\tau_{2}} A\left(\sigma_{3}, \tau_{1}, \lambda\right)_{\sigma^{\prime}}^{\tau^{\prime}} \\
& \quad=\delta_{\sigma_{2}}^{\sigma_{1}} \delta_{\tau_{3}}^{\tau_{2}}\left(\begin{array}{ccc}
* & \xrightarrow{\tau_{1}} & \rho_{1} \\
\sigma_{3} \downarrow & & \downarrow \sigma^{\prime} \\
\pi_{2} & \xrightarrow{\tau^{\prime}} & \lambda
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\delta_{\sigma_{2}}^{\sigma_{1}} \delta_{\tau_{3}}^{\tau_{2}}\left(\begin{array}{ccc}
* & \xrightarrow{\tau_{1}} & \rho_{3} \\
\sigma_{3} \downarrow & & \downarrow \sigma^{\prime} \\
\pi_{1} & \xrightarrow{\tau^{\prime}} & \lambda
\end{array}\right) \\
& =\delta_{\sigma_{2}}^{\sigma_{1}} \delta_{\tau_{3}}^{\tau_{2}} \sqrt{\frac{\mu\left(\pi_{1}\right) \mu\left(\rho_{3}\right)}{\mu(\lambda)}}\left(\begin{array}{ccc}
\pi_{1} & \xrightarrow[\rightarrow]{\tau^{\prime}} & \lambda \\
\sigma_{3}^{o} \downarrow & & \downarrow \sigma^{\prime o} \\
* & \xrightarrow{\tau_{1}} & \rho_{3}
\end{array}\right)^{-} \\
& =\sqrt{\frac{\mu\left(\pi_{1}\right) \mu\left(\rho_{3}\right)}{\mu(\lambda)}} \delta_{\sigma_{2}}^{\sigma_{1}} \delta_{\tau_{3}}^{\tau_{2}}\left(\left(W_{1}\right)_{\left(\sigma_{1}, \tau^{\prime}, \sigma^{\prime}, \tau_{3}^{o}\right)}^{\left(\sigma_{1}, \sigma_{3}^{o}, \tau_{1}, \tau_{3}^{o}\right)}\right)^{-} \\
& =\sqrt{\frac{\mu\left(\pi_{1}\right) \mu\left(\rho_{3}\right)}{\mu(\lambda)}}\left(W_{2}\right)_{\left(\tau_{1}, \tau_{2}^{\prime}, \sigma_{2}, \sigma_{3}^{( }\right)}^{\left(\sigma_{1}, \tau^{\prime}, \sigma^{o}, \tau_{3}^{o}\right)} \\
& =\left(A\left(\sigma_{1}, \tau_{1}, \lambda\right) A\left(\sigma_{2}, \tau_{2}, \lambda\right)^{*} A\left(\sigma_{3}, \tau_{3}, \lambda\right)\right)_{\sigma^{\prime}}^{\tau^{\prime}},
\end{aligned}
$$

as desired. (We have used equations (3.9) and (3.8) in the last two steps of the above array of equations.)

We wish to show, among other things, that ' $4 *$ flatness', which was used in the above derivation of ' $1 *$ flatness', can also be deduced as a consequence of ' $1 *$ flatness'. So, in what follows, we assume that we are working with the modified definition of a paragroup, where we have replaced the flatness axiom by the above proposition; and we will deduce various consequences of the above ' $1 *$ flatness' condition.

In the sequel, we shall assume, unless explicitly indicated otherwise, that the symbols $*, \pi, \rho, \lambda, \sigma, \tau, k, l$ always satisfy the following relationship:
there exist $i, p, r \in\{0,1\}$ such that
$*=*_{i}, \pi \in B_{p i}, \rho \in B_{i r}, \lambda \in B_{p r}, \sigma \in \mathcal{P}_{k}^{V}(*, \pi), \tau \in \mathcal{P}_{l}^{H}(*, \rho)$.
Proposition 3.3 $A(\sigma, \tau, \lambda)$ is a partial isometry (possibly equal to 0), whose 'inital and final projections' have the following properties:
(i) the projection $E(\sigma, \rho, \lambda)=A(\sigma, \tau, \lambda)^{*} A(\sigma, \tau, \lambda)$ is independent of the path $\tau$ (and, in particular, of its length); and
(ii) the projection $F(\pi, \tau, \lambda)=A(\sigma, \tau, \lambda) A(\sigma, \tau, \lambda)^{*}$ is independent of the path $\sigma$ (and, in particular, of its length).

Proof: Setting $\sigma_{i}=\sigma, \tau_{i}=\tau$ for all $i$ in equation (3.5), we see that the matrix $A(\sigma, \tau, \lambda)$ satisfies the equation $A A^{*} A=A$, which is the defining characteristic of a partial isometry.

Let $\sigma_{1}, \sigma_{3} \in \mathcal{P}^{V}(*, \pi)$ and $\tau_{1}, \tau_{2} \in \mathcal{P}^{H}(*, \rho)$ be arbitrary (with possibly different lengths); set $\sigma_{2}=\sigma_{1}$ and $\tau_{3}=\tau_{2}$, and deduce from equation (3.5) that
range $A\left(\sigma_{3}, \tau_{1}, \lambda\right) \subset \operatorname{range} A\left(\sigma_{1}, \tau_{1}, \lambda\right), \operatorname{ker} A\left(\sigma_{3}, \tau_{1}, \lambda\right) \supset \operatorname{ker} A\left(\sigma_{3}, \tau_{3}, \lambda\right) ;$
by symmetry, we see that $\operatorname{ran} A(\sigma, \tau, \lambda)$ (resp., $\operatorname{ker} A(\sigma, \tau, \lambda)$ ) is independent of $\sigma$ (resp., $\tau$ ), as desired.

Proposition 3.4 (a) Suppose that $\sigma, \sigma^{\prime}$ are vertical paths of the same length starting at $*$ (whose finishing points $\pi$ and $\pi^{\prime}$ may be distinct), and that $\tau, \tau^{\prime}$ are paths of possibly different lengths between $*$ and $\rho$. Then

$$
\begin{equation*}
A(\sigma, \tau, \lambda) A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right)^{*}=\delta_{\sigma, \sigma^{\prime}} V\left(\tau, \tau^{\prime}, \pi^{\prime}, \lambda\right) \tag{3.10}
\end{equation*}
$$

where $V\left(\tau, \tau^{\prime}, \pi, \lambda\right)$ is a partial isometry with initial projection $F\left(\pi, \tau^{\prime}, \lambda\right)$ and final projection $F(\pi, \tau, \lambda)$.
(b) Dually, if $\sigma, \sigma^{\prime} \in \mathcal{P}^{V}(*, \pi)$, if $\tau \in \mathcal{P}^{H}(*, \rho), \tau^{\prime} \in \mathcal{P}^{H}\left(*, \rho^{\prime}\right)$ and if $|\tau|=\left|\tau^{\prime}\right|$, then

$$
\begin{equation*}
A(\sigma, \tau, \lambda)^{*} A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right)=\delta_{\tau, \tau^{\prime}} U\left(\sigma, \sigma^{\prime}, \rho^{\prime}, \lambda\right) \tag{3.11}
\end{equation*}
$$

where $U\left(\sigma, \sigma^{\prime}, \rho^{\prime}, \lambda\right)$ is a partial isometry with initial projection $E\left(\sigma^{\prime}, \rho, \lambda\right)$ and final projection $E(\sigma, \rho, \lambda)$.

Proof: (a) Note that the matrix products make sense under the hypotheses, and that the fact that $A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right)^{*}$ is a partial isometry, coupled with equation (3.5), shows that

$$
\begin{aligned}
A(\sigma, \tau, \lambda) A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right)^{*} & =A(\sigma, \tau, \lambda) A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right)^{*} A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right) A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right)^{*} \\
& =\delta_{\sigma, \sigma^{\prime}} A\left(\sigma^{\prime}, \tau, \lambda\right) A\left(\sigma^{\prime}, \tau^{\prime}, \lambda\right)^{*}
\end{aligned}
$$

and the desired conclusion follows from the following observation (which applies in this case): if $V, V^{\prime}$ are partial isometries with the same initial space, then $V\left(V^{\prime}\right)^{*}$ is a partial isometry whose initial (resp., final) projection is the same as the final projection of $V^{\prime}$ (resp., $V$ ).

The proof of (b) is identical.

Proposition 3.5 (a) If $\tau$ and $\tau^{\prime}$ are distinct horizontal paths of the same length starting at $*$ (with possibly different endpoints), then, for any vertex $\pi$, the projections $F(\pi, \tau, \lambda)$ and $F\left(\pi, \tau^{\prime}, \lambda\right)$ are mutually orthogonal.
(b) If $\sigma$ and $\sigma^{\prime}$ are distinct vertical paths of the same length starting at * (with possibly different end-points), then, for any vertex $\rho$, the projections $E(\sigma, \rho, \lambda)$ and $E\left(\sigma^{\prime}, \rho, \lambda\right)$ are mutually orthogonal.

Proof: (a)

$$
\begin{aligned}
F(\pi, \tau, \lambda) F\left(\pi, \tau^{\prime}, \lambda\right) & =A(\sigma, \tau, \lambda) A(\sigma, \tau, \lambda)^{*} A\left(\sigma, \tau^{\prime}, \lambda\right) A\left(\sigma, \tau^{\prime}, \lambda\right)^{*} \\
& =\delta_{\tau \tau^{\prime}} A(\sigma, \tau, \lambda) A\left(\sigma, \tau^{\prime}, \lambda\right)^{*} \\
& =0
\end{aligned}
$$

The proof of (b) is similar.
Proposition 3.6 (a)

$$
\sum_{\tau \in \mathcal{P}_{l}^{H}(*,-)} F(\pi, \tau, \lambda)=I_{\mathcal{P}_{l}^{H}(\pi, \lambda)},
$$

where we write $I_{X}$ to denote the identity matrix with rows and columns indexed by the set $X$.
(b)

$$
\sum_{\sigma \in \mathcal{P}_{k}^{V}(*,-)} E(\sigma, \rho, \lambda)=I_{\mathcal{P}_{k}^{V}(\rho, \lambda)}
$$

Proof: (a) Arbitrarily choose and fix some $\sigma \in \mathcal{P}_{k}^{V}(*, \pi)$. Then, by the unitarity axiom in a paragroup, we have, for each $\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)$,

$$
1=\sum_{\tau, \sigma^{\prime}}\left|\begin{array}{rlll}
* & \stackrel{\tau}{\rightarrow} & \cdot \\
\pi & \xrightarrow[\rightarrow]{\tau^{\prime}} & \downarrow & \downarrow \sigma^{\prime} \tag{3.12}
\end{array}\right|^{2} .
$$

Summing over $\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)$, we find that

$$
\left|\mathcal{P}_{l}^{H}(\pi, \lambda)\right|=\sum_{\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)} \sum_{\tau, \sigma^{\prime}}\left|\begin{array}{rll}
* & \xrightarrow{\tau} & \cdot \\
\pi & \xrightarrow{\tau^{\prime}} & \downarrow
\end{array} \quad \sigma^{\prime}\right|^{2}
$$

$$
\begin{aligned}
& =\sum_{\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)} \sum_{\tau, \sigma^{\prime}}\left|A(\sigma, \tau, \lambda)_{\sigma^{\prime}}^{\tau^{\prime}}\right|^{2} \\
& =\sum_{\tau \in \mathcal{P}_{l}^{H}(*,-)}\|A(\sigma, \tau, \lambda)\|_{2}^{2} \\
& =\sum_{\tau \in \mathcal{P}_{l}^{H}(*,-)} \operatorname{Tr} F(\pi, \tau, \lambda) .
\end{aligned}
$$

(Above, and in the sequel, we use the symbols $\|\cdot\|_{2}$ and ' Tr ' to denote the Hilbert-Schmidt norm and the usual trace on any matrix algebra.)

Since, by Proposition 3.5, $\left\{F(\pi, \tau, \lambda): \tau \in \mathcal{P}_{l}^{H}(*,-)\right\}$ is a collection of mutually orthogonal projections in $\operatorname{Mat}_{\mathcal{P}_{l}^{H}(\pi, \lambda)}(\mathbb{C})$, the desired conclusion follows.

The proof of (b) is similar.
Remark 3.7 On the one hand,

$$
\|A(\sigma, \tau, \lambda)\|_{2}^{2}=\operatorname{Tr}\left(A(\sigma, \tau, \lambda) A(\sigma, \tau, \lambda)^{*}\right)=\operatorname{Tr}(F(\pi, \tau, \lambda))
$$

is independent of $\sigma$; on the other,

$$
\|A(\sigma, \tau, \lambda)\|_{2}^{2}=\operatorname{Tr}\left(A(\sigma, \tau, \lambda)^{*} A(\sigma, \tau, \lambda)\right)=\operatorname{Tr}(E(\sigma, \rho, \lambda))
$$

is independent of $\tau$. Hence we see that $\|A(\sigma, \tau, \lambda)\|^{2}$ is independent of $\sigma$ and $\tau$ (and hence of $k$ and $l$ ), and depends only on $\pi, \rho, \lambda$. We define

$$
f(\pi, \rho, \lambda)=\|A(\sigma, \tau, \lambda)\|_{2}^{2} .
$$

Lemma 3.8 Let $i, p, r \in\{0,1\}$ be arbitrary.
(a) For any $\pi \in B_{p i}$ and $\rho \in B_{i r}$, there exists at least one $\lambda \in B_{p r}$ such that $f(\pi, \rho, \lambda)>0$.
(b) For any $\pi \in B_{p i}$ and $\lambda \in B_{p r}$, there exists at least one $\rho \in B_{\text {ir }}$ such that $f(\pi, \rho, \lambda)>0$.

Proof: (a) Choose some $\sigma \in \mathcal{P}^{V}(*, \pi), \tau \in \mathcal{P}^{H}(*, \rho)$. The unitarity axiom implies the existence of a $\lambda$ and $\sigma^{\prime} \in \mathcal{P}_{|\sigma|}^{V}(\rho, \lambda), \tau^{\prime} \in$ $\mathcal{P}_{|\tau|}^{H}(\pi, \lambda)$ such that

$$
\begin{array}{rll}
\pi & \xrightarrow[\rightarrow]{\tau^{\prime}} & \lambda \\
\sigma^{o} \\
\downarrow & & \downarrow \sigma^{o o} \neq 0 . \\
* & \xrightarrow{\tau} & \rho
\end{array}
$$

Then, by flip-invariance, we see that

$$
\begin{aligned}
A(\sigma, \tau, \lambda)_{\sigma^{\prime}}^{\tau^{\prime}} & =\sigma \stackrel{\tau}{\rightarrow} \rho \\
& \sigma \stackrel{\tau^{\prime}}{ } \quad \lambda \\
& \lambda \\
& =\sqrt{\frac{\mu(\pi) \mu(\rho)}{\mu(\lambda)}}\left(\begin{array}{rlll}
\pi & \xrightarrow{\tau^{\prime}} & \lambda \\
\sigma^{o} \downarrow & & \downarrow \\
* & \xrightarrow{\tau} & \rho
\end{array}\right) \\
& \neq 0 .
\end{aligned}
$$

The proof of (b) is similar.
Proposition 3.9 (a)

$$
\begin{array}{rll}
* & \xrightarrow{\tau} & * \\
\sigma \downarrow & & \downarrow \sigma^{\prime}=\delta_{\sigma, \sigma^{\prime}} \delta_{\tau, \tau^{\prime}} . \\
* & \xrightarrow[\rightarrow]{\tau^{\prime}} & *
\end{array}
$$

(b) For any $\pi \in B_{p i}$ and $\rho \in B_{i r}$,

$$
\begin{equation*}
\sum_{\lambda \in B_{p r}} f(\pi, \rho, \lambda) \mu(\lambda)=\mu(\pi) \mu(\rho) \tag{3.13}
\end{equation*}
$$

Proof: First of all, note that we must have

$$
|\sigma|=\left|\sigma^{\prime}\right|=2 m,|\tau|=\left|\tau^{\prime}\right|=2 n
$$

for some integers $m, n$. So we may write $\sigma=\sigma_{1} \sigma_{2}, \sigma^{\prime}=\sigma_{1}^{\prime} \sigma_{2}^{\prime}$ and $\tau=\tau_{1} \tau_{2}, \tau^{\prime}=\tau_{1}^{\prime} \tau_{2}^{\prime}$, where $\left|\sigma_{i}\right|=\left|\sigma_{i}^{\prime}\right|=m,\left|\tau_{i}\right|=\left|\tau_{i}^{\prime}\right|=n$, for $i=1,2$. (Here and elsewhere, we shall denote concatenation of paths by merely juxtaposing the symbols; thus, the symbol $\sigma_{1} \sigma_{2}$ denotes the path obtained by first traversing the path $\sigma_{1}$ and then going on to traverse the path $\sigma_{2}$; this naturally demands that $\sigma_{1}$ finishes where $\sigma_{2}$ starts.)

Suppose that $\sigma_{1}$ and $\sigma_{1}^{\prime}$ finish at $\pi$ and $\pi^{\prime}$ respectively, and that $\tau_{1}$ and $\tau_{1}^{\prime}$ finish at $\rho$ and $\rho^{\prime}$ respectively. Now, compute
thus:

$$
\begin{align*}
& \begin{array}{rlllll}
* & \xrightarrow{\tau_{1}} & \rho & \xrightarrow{\tau_{2}} & * \\
\sigma_{1} \downarrow & & & & \downarrow \\
\pi & & & & \pi_{1}^{\prime} \\
\sigma_{2} \downarrow & & & & \downarrow \sigma_{2}^{\prime} \\
* & \xrightarrow{\tau_{i}^{\prime}} & & \rho^{\prime} & \xrightarrow{\tau_{2}^{\prime}} & *
\end{array} \\
& \begin{array}{rlrrrl} 
& * & \xrightarrow{\tau_{1}} & \rho & \xrightarrow{\tau_{2}} & * \\
\sigma_{1} \downarrow & & \nu_{1} \downarrow & & \downarrow \sigma_{1}^{\prime} \\
\pi & & \xrightarrow{\nu_{4}} & \lambda & \xrightarrow{\nu_{2}} & \pi^{\prime} \\
\sum_{\lambda} & & \nu_{\nu_{1}, \nu_{2}, \nu_{3}, \nu_{4}} & \sigma_{2} \downarrow & & \nu_{3} \downarrow \\
& & & \downarrow \sigma_{2}^{\prime} \\
& & \xrightarrow{\tau_{1}^{\prime}} & \rho^{\prime} & \xrightarrow{\tau_{2}^{\prime}} & *
\end{array} \\
& =\sum_{\lambda} \sum_{\nu_{1}, \nu_{2}, \nu_{3}, \nu_{4}} A\left(\sigma_{1}, \tau_{1}, \lambda\right)_{\nu_{1}}^{\nu_{4}} \sqrt{\frac{\mu(\lambda)}{\mu(\rho) \mu\left(\pi^{\prime}\right)}}\left(A\left(\sigma_{1}^{\prime}, \tau_{2}^{o}, \lambda\right)_{\nu_{1}}^{\nu_{2}^{o}}\right)^{-} \\
& \times A\left(\sigma_{2}^{\prime o}, \tau_{2}^{\prime o}, \lambda\right)_{\nu_{3}^{\prime}}^{\nu_{2}^{o}} \sqrt{\frac{\mu(\lambda)}{\mu\left(\rho^{\prime}\right) \mu(\pi)}}\left(A\left(\sigma_{2}^{o}, \tau_{1}^{\prime}, \lambda\right)_{\nu_{3}^{\prime}}^{\nu_{4}}\right)^{-} \\
& =\sum_{\lambda} \frac{\mu(\lambda)}{\sqrt{\mu(\pi) \mu\left(\pi^{\prime}\right) \mu(\rho) \mu\left(\rho^{\prime}\right)}} \times \\
& \times \operatorname{Tr}\left(A\left(\sigma_{1}, \tau_{1}, \lambda\right) A\left(\sigma_{1}^{\prime}, \tau_{2}^{o}, \lambda\right)^{*} A\left(\sigma_{2}^{\prime o}, \tau_{2}^{\prime o}, \lambda\right) A\left(\sigma_{2}^{o}, \tau_{1}^{\prime}, \lambda\right)^{*}\right) \\
& =\sum_{\lambda} \frac{\mu(\lambda)}{\sqrt{\mu(\pi) \mu\left(\pi^{\prime}\right) \mu(\rho) \mu\left(\rho^{\prime}\right)}} \delta_{\sigma_{1}, \sigma_{1}^{\prime}} \delta_{\tau_{2}, \tau_{2}^{\prime}} \operatorname{Tr}\left(A\left(\sigma_{2}^{\prime o}, \tau_{1}, \lambda\right) A\left(\sigma_{2}^{o}, \tau_{1}^{\prime}, \lambda\right)^{*}\right) \\
& =\sum_{\lambda} \frac{\mu(\lambda)}{\sqrt{\mu(\pi) \mu\left(\pi^{\prime}\right) \mu(\rho) \mu\left(\rho^{\prime}\right)}} \delta_{\sigma_{1}, \sigma_{1}^{\prime}} \delta_{\tau_{2}, \tau_{2}^{\prime}} \delta_{\sigma_{2}, \sigma_{2}^{\prime}} \operatorname{Tr} V\left(\tau_{1}, \tau_{1}^{\prime}, \pi, \lambda\right)  \tag{*}\\
& =\sum_{\lambda} \frac{\mu(\lambda)}{\sqrt{\mu(\pi) \mu\left(\pi^{\prime}\right) \mu(\rho) \mu\left(\rho^{\prime}\right)}} \delta_{\sigma_{1}, \sigma_{1}^{\prime}} \delta_{\tau_{2}, \tau_{2}^{\prime}} \delta_{\sigma_{2}, \sigma_{2}^{\prime}} \delta_{\tau_{1}, \tau_{1}^{\prime}} \operatorname{Tr} F\left(\tau_{1}, \pi, \lambda\right) \quad(* *)  \tag{**}\\
& =\delta_{\sigma, \sigma^{\prime}} \delta_{\tau, \tau^{\prime}} K(\pi, \rho),
\end{align*}
$$

where we have used : (a) Proposition 3.4 in step $\left(^{*}\right.$ ) (and used the two Kronecker deltas to ensure that the hypotheses of that proposition are indeed satisfied), (b) Proposition 3.5 (a) and the fact that a partial isometry with mutually orthogonal initial and final spaces must necessarily have 0 trace, in step $\left({ }^{* *}\right)$ and (c)
the notation

$$
K(\pi, \rho)=\sum_{\lambda} \frac{\mu(\lambda)}{\mu(\pi) \mu(\rho)} f(\pi, \rho, \lambda)
$$

in the last step.
It is clear that $K(\pi, \rho) \geq 0$; but, in fact, it follows from Lemma 3.8 that $K(\pi, \rho)>0$. It follows, therefore, that $A(\sigma, \tau, *)$ is a partial isometry which has the positive entry $K(\pi, \rho)$ in the $(\tau, \sigma)$ entry and has all other entries equal to 0 ; hence we see that

$$
K(\pi, \rho)=\|A(\sigma, \tau, *)\|=1
$$

(since the norm of a partial isometry is 0 or 1 , and we know that $K(\pi, \rho)>0)$.

The truth of both parts of the proposition is seen to follow.

## 4 Derivation of the formula

Suppose one starts with a 'finite-depth hyperfinite subfactor' $R_{0} \subset R_{1}$; then for the associated paragroup, the set $B_{i j}$ can be identified with the collection of (isomorphism classes of) irreducible $R_{i}-R_{j}$ bimodules that 'occur in the tower of the basic construction' - see [AO1] or [VJ]. In this case, we have $*_{i}={ }_{R_{i}} L^{2}\left(R_{i}\right)_{R_{i}}$ and $\alpha_{i, 1-i}={ }_{R_{i}} L^{2}\left(R_{1}\right)_{R_{1-i}}$ for $i=0,1$. Further, it is true that if $X_{i j}$ is such a bimodule, then, we have

$$
\mu\left(X_{i j}\right)=\sqrt{\operatorname{dim}\left({ }_{R_{i}} X\right) \operatorname{dim}\left(X_{R_{j}}\right)},
$$

where $\operatorname{dim}\left({ }_{P} X\right)$ (resp., $\left.\operatorname{dim}\left(X_{P}\right)\right)$ denotes the $P$-dimension of the left (resp., right) $P$-module $X$.

A vertical edge starting at $\rho \in B_{i r}$ and finishing at $\gamma \in B_{1-i, r}$ corresponds to a member of a maximal family (chosen and fixed once and for all) of $R_{1-i}-R_{r}$ linear coisometries from $\alpha_{1-i, i} \otimes_{R_{i}} \rho$ to $\gamma$; while the same edge, when thought of as starting from $\gamma$ and finishing at $\rho$ is identified with the image, under a suitable ('left flip') Frobenius reciprocity map (cf. [EK]), of the intertwiner corresponding to the 'unreversed edge'. Similar comments apply to horizontal graphs, which correspond to tensoring
on the right, just as the vertical graphs correspond to tensoring on the left. (Making a different choice of the 'maximal sets of co-isometric intertwiners' corresponds exactly to replacing the connection by an equivalent one.)

The point we wish to make here is that $f(\pi, \rho, \lambda)$ is now nothing but the fusion coefficient $\left\langle\pi \otimes_{R_{i}} \rho, \lambda\right\rangle$.

THEOREM 4.1 With the foregoing notation, if $\pi_{0} \in B_{p i}, \rho_{0} \in$ $B_{i r}$ and $\lambda_{0} \in B_{p r}$, then $f\left(\pi_{0}, \rho_{0}, \lambda_{0}\right)$ is nothing but the the fusion coefficient $\left\langle\pi_{0} \otimes_{R_{i}} \rho_{0}, \lambda_{0}\right\rangle$, i.e., the 'multiplicity with which the bimodule $\lambda_{0}$ features in $\pi_{0} \otimes_{R_{i}} \rho_{0}$ '.

Proof: We shall ignore the 'tensor-product' symbol, and simply write such symbols as $\left(\alpha_{01} \alpha_{10}\right)^{m}$ to denote appropriate tensor-products; thus, for instance,

$$
\left(\alpha_{01} \alpha_{10}\right)^{2}=\alpha_{01} \otimes_{R_{1}} \alpha_{10} \otimes_{R_{0}} \alpha_{01} \otimes_{R_{1}} \alpha_{10}
$$

Let us write

$$
X_{k}= \begin{cases}\left(\alpha_{i, 1-i} \alpha_{1-i, i}\right)^{m} & \text { if } k=2 m \\ \alpha_{1-i, i}\left(\alpha_{i, 1-i} \alpha_{1-i, i}\right)^{m} & \text { if } k=2 m+1\end{cases}
$$

and

$$
Y_{l}= \begin{cases}\left(\alpha_{i, 1-i} \alpha_{1-i, i}\right)^{m} & \text { if } l=2 m \\ \alpha_{i, 1-i}\left(\alpha_{i, 1-i} \alpha_{1-i, i}\right)^{m} & \text { if } l=2 m+1\end{cases}
$$

Fix a positive integer $k$ (resp., $l$ ) such that: (i) $\mathcal{P}_{k}^{V}\left(*_{i}, \pi_{0}\right) \neq$ $\emptyset$ (resp., $\mathcal{P}_{l}^{H}\left(*_{i}, \rho_{0}\right)$ ), and (ii) $k$ (resp., $l$ ) is at least as large as the distance, in $V_{i}$ (resp., $H_{i}$ ) from $*_{i}$ to any vertex in $B_{p i}$ (resp., $B_{i r}$ ). It then follows that $\mathcal{P}_{k}^{V}\left(*_{i}, \pi\right) \neq \emptyset \forall \pi \in B_{p i}$ (resp., $\left.\mathcal{P}_{l}^{H}\left(*_{i}, \rho_{0}\right) \forall \rho \in B_{i r}\right)$.

Note that $X_{k}$ is an $R_{p}-R_{i}$ bimodule and $Y_{l}$ is an $R_{i}-R_{r}$ bimodule. For the sake of typographical convenience, let us write

$$
\begin{aligned}
A_{00} & =\operatorname{End}_{R_{i}}\left(L^{2}\left(R_{i}\right)\right)_{R_{i}}=\mathbb{C} \\
A_{k 0} & =\operatorname{End}_{R_{p}}\left(X_{k}\right)_{R_{i}} \\
A_{0 l} & =\operatorname{End}_{R_{i}}\left(Y_{l}\right)_{R_{r}} \\
A_{k l} & =\operatorname{End}_{R_{p}}\left(X_{k} \otimes_{R_{i}} Y_{l}\right)_{R_{r}}
\end{aligned}
$$

We will be interested in the grid

$$
\begin{array}{ccc}
\mathbb{C} & \subset & A_{0 l}  \tag{4.14}\\
\cup & & \cup \\
A_{k 0} & \subset & A_{k l}
\end{array}
$$

where the inclusion map in the second row (resp., column) is given by $S \mapsto S \otimes_{R_{i}} i d_{Y_{l}}$ (resp., $T \mapsto i d_{X_{k}} \otimes_{R_{i}} T$ ).

It will be necessary to use the 'path-model' - see [JS] for instance - for the above algebras; for this, we shall consider the admissible tuples given by $(\mathbf{k}, \mathbf{l})=((k),(l))$ and $\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)=$ $((0, k),(l, 0))$, and we will find it convenient to use the notation $\mathcal{P}_{k l}^{V H}\left(*_{i}, \lambda\right)$ (resp., $\left.\mathcal{P}_{l k}^{H V}\left(*_{i}, \lambda\right)\right)$ to denote the set of all (south-west) paths of type ( $\mathbf{k}, \mathbf{l}$ ) (resp., (north-east) paths of type $\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)$ ) from $*_{i}$ to $\lambda$. We shall also consistently use the notation $f(\xi)$ to denote the vertex where a path $\xi$ finishes. When we want to consider paths with possibly differing finishing points, we shall also use the (abbreviated) symbols

$$
\mathcal{P}^{V H}=\coprod_{\lambda \in B_{p r}} \mathcal{P}_{k l}^{V H}\left(*_{i}, \lambda\right), \mathcal{P}^{H V}=\coprod_{\lambda \in B_{p r}} \mathcal{P}_{l k}^{H V}\left(*_{i}, \lambda\right) .
$$

It is then true - see [JS], for instance - that we can find two subsets $\mathcal{B}_{k l}$ and $\mathcal{B}_{l k}$ of $A_{k l}$, given by:

$$
\mathcal{B}_{k l}=\left\{\left(\xi^{+}, \xi^{-}\right): \xi^{ \pm} \in \mathcal{P}^{V H}, \text { and } f\left(\xi^{+}\right)=f\left(\xi^{-}\right)\right\}
$$

and

$$
\mathcal{B}_{l k}=\left\{\left(\eta^{+}, \eta^{-}\right): \eta^{ \pm} \in \mathcal{P}^{H V}, \text { and } f\left(\eta^{+}\right)=f\left(\eta^{-}\right)\right\}
$$

which have the following properties:
(a) both $\mathcal{B}_{k l}$ and $\mathcal{B}_{l k}$ are systems of 'generalised matrix units for $A_{k l}$ ', meaning:
(i) they are both (vector space) bases for $A_{k l}$;
(ii) $\left(\xi^{+}, \xi^{-}\right)^{*}=\left(\xi^{-}, \xi^{+}\right)$and $\left(\xi_{1}^{+}, \xi_{1}^{-}\right) \cdot\left(\xi_{2}^{+}, \xi_{2}^{-}\right)=\delta_{\xi_{1}^{-}, \xi_{2}^{+}}\left(\xi_{1}^{+}, \xi_{2}^{-}\right)$;
(iii) $\left(\eta^{+}, \eta^{-}\right)^{*}=\left(\eta^{-}, \eta^{+}\right)$and $\left(\eta_{1}^{+}, \eta_{1}^{-}\right) \cdot\left(\eta_{2}^{+}, \eta_{2}^{-}\right)=\delta_{\eta_{1}^{-}, \eta_{2}^{+}}\left(\eta_{1}^{+}, \eta_{2}^{-}\right)$;
(b) the basis $\mathcal{B}_{k l}$ is well-behaved with respect to the tower $A_{00} \subset A_{k 0} \subset A_{k l}$ in the following sense: if $\sigma^{ \pm} \in \mathcal{P}_{k}^{V}\left(*_{i},-\right)$
satisfy $f\left(\sigma^{+}\right)=f\left(\sigma^{-}\right)$, then $\left(\sigma^{+} \tau, \sigma^{-} \tau\right) \in \mathcal{B}_{k l}$ whenever $\tau \in$ $\mathcal{P}_{l}^{H}\left(f\left(\sigma^{+}\right),-\right)$; in fact, if we define

$$
\left(\sigma^{+}, \sigma^{-}\right)=\sum_{\tau \in \mathcal{P}_{l}^{H}\left(f\left(\sigma^{+}\right),-\right)}\left(\sigma^{+} \tau, \sigma^{-} \tau\right)
$$

and

$$
\mathcal{B}_{k 0}=\left\{\left(\sigma^{+}, \sigma^{-}\right): \sigma^{ \pm} \in \mathcal{P}_{k}^{V}\left(*_{i},-\right) \text { and } f\left(\sigma^{+}\right)=f\left(\sigma^{-}\right)\right\}
$$

then $\mathcal{B}_{k 0}$ is a 'system of generalised matrix units for $A_{k 0}$ ';
(c) the basis $\mathcal{B}_{l k}$ is well-behaved with respect to the tower $A_{00} \subset A_{0 l} \subset A_{k l}$ in the following sense: if $\tau^{ \pm} \in \mathcal{P}_{l}^{H}\left(*_{i},-\right)$ satisfy $f\left(\tau^{+}\right)=f\left(\tau^{-}\right)$, then $\left(\tau^{+} \sigma, \tau^{-} \sigma\right) \in \mathcal{B}_{l k}$ whenever $\sigma \in$ $\mathcal{P}_{k}^{V}\left(f\left(\tau^{+}\right),-\right)$; in fact, if we define

$$
\left(\tau^{+}, \tau^{-}\right)=\sum_{\sigma \in \mathcal{P}_{k}^{V}\left(f\left(\tau^{+}\right),-\right)}\left(\tau^{+} \sigma, \tau^{-} \sigma\right)
$$

and

$$
\mathcal{B}_{0 l}=\left\{\left(\tau^{+}, \tau^{-}\right): \tau^{ \pm} \in \mathcal{P}_{l}^{H}\left(*_{i},-\right) \text { and } f\left(\tau^{+}\right)=f\left(\tau^{-}\right)\right\}
$$

then $\mathcal{B}_{0 l}$ is a 'system of generalised matrix units for $A_{0 l}$ ';
(d) the two bases are related via the connection, as follows:

$$
\begin{equation*}
\left(\xi^{+}, \xi^{-}\right)=\sum_{\eta^{ \pm} \in \mathcal{P}_{l k}^{H V}\left(*_{i}, f\left(\xi^{+}\right)\right)} W_{\eta^{+}}^{\xi^{+}} \overline{W_{\eta^{-}}^{\xi^{-}}}\left(\eta^{+}, \eta^{-}\right) \tag{4.15}
\end{equation*}
$$

for all $\left(\xi^{+}, \xi^{-}\right) \in \mathcal{B}_{k l}$.
It is seen from the above statements regarding 'generalised matrix units' that a basis vector $\left(\xi^{+}, \xi^{-}\right) \in \mathcal{B}_{k l}$ is a projection if and only if $\xi^{+}=\xi^{-}$; and that, further, if we define $p_{k 0}(\pi)$ to be the sum of all the projections in $\mathcal{B}_{k 0}$ which 'finish' at $\pi$, then $\left\{p_{k 0}(\pi): \pi \in B_{p i}\right\}$ is the set of (all the) minimal central projections of $A_{k 0}$. In fact, $p_{k 0}(\pi)$ is nothing but the projection onto the isotypical sub-bimodule of $X_{k}$ of type $\pi$. It should be clear that analogous statements, with ( $\pi, k 0$ ) replaced by ( $\rho, 0 l$ ) and $(\lambda, k l)$, are valid.

Now let us fix a $\sigma_{0} \in \mathcal{P}_{k}^{V}\left(*_{i}, \pi_{0}\right)$ and a $\tau_{0} \in \mathcal{P}_{l}^{H}\left(*_{i}, \rho_{0}\right)$, and let us write $p_{k 0}^{0}=\left(\sigma_{0}, \sigma_{0}\right)\left(\in \mathcal{B}_{k 0}\right)$ and $p_{0 l}^{0}=\left(\tau_{0}, \tau_{0}\right)\left(\in \mathcal{B}_{0 l}\right)$. The facts stated above, concerning 'generalised matrix units', imply that $p_{k 0}^{0}$ (resp., $p_{0 l}^{0}$ ) is a minimal projection in $A_{k 0} p_{k 0}\left(\pi_{0}\right)$ (resp., $A_{0 l} p_{0 l}\left(\rho_{0}\right)$ ), and hence that ran $p_{k 0}^{0}$ (resp., ran $p_{0 l}^{0}$ ) is a model of the irreducible bimodule of type $\pi_{0}$ (resp., $\rho_{0}$ ).

The definitions, and a moment's thought reveal that the fusion coefficient $\left\langle\pi_{0} \otimes_{R_{i}} \rho_{0}, \lambda_{0}\right\rangle$ is exactly that number $N$ such that $\left(p_{k 0}^{0} p_{0 l}^{0}\right) p_{k l}\left(\lambda_{0}\right)$ is a sum of $N$ minimal projections in $A_{k l} p_{k l}\left(\lambda_{0}\right)$. Hence, it follows that if $\phi$ denotes any faithful positive tracial functional on $A_{k l}$, then

$$
\begin{equation*}
\left\langle\pi_{0} \otimes_{R_{i}} \rho_{0}, \lambda_{0}\right\rangle=\frac{\phi\left(p_{k 0}^{0} p_{0 l}^{0} p_{k l}\left(\lambda_{0}\right)\right)}{\phi(q)}, \tag{4.16}
\end{equation*}
$$

for any minimal projection $q \in A_{k l} p_{k l}\left(\lambda_{0}\right)$.
However, if 'tr' denotes the so-called Markov trace on $A_{k l}$, then there exists a constant $C>0$ such that if $\phi=C t r$, then $\phi$ is a faithful positive tracial functional on $A_{k l}$, and further,

$$
\begin{equation*}
\phi\left(\left(\eta^{+}, \eta^{-}\right)\right)=\delta_{\eta^{+}, \eta^{-}} \mu\left(f\left(\eta^{+}\right)\right), \forall\left(\eta^{+}, \eta^{-}\right) \in \mathcal{B}_{l k} \tag{4.17}
\end{equation*}
$$

Now deduce from the definitions and from equation (4.15) that

$$
\begin{aligned}
& \phi\left(p_{k 0}^{0} p_{0 l}^{0} p_{k l}\left(\lambda_{0}\right)\right) \\
&= \sum_{\tau \in \mathcal{P}_{l}^{H}\left(\pi_{0}, \lambda_{0}\right)} \sum_{\sigma \in \mathcal{P}_{k}^{V}\left(\rho_{0}, \lambda_{0}\right)} \phi\left(\left(\sigma_{0} \tau, \sigma_{0} \tau\right)\left(\tau_{0} \sigma, \tau_{0} \sigma\right) p_{k l}\left(\lambda_{0}\right)\right) \\
&=\sum_{\tau \in \mathcal{P}_{l}^{H}\left(\pi_{0}, \lambda_{0}\right)} \sum_{\sigma \in \mathcal{P}_{k}^{V}\left(\rho_{0}, \lambda_{0}\right)} \sum_{\eta^{ \pm} \in \mathcal{P}_{l k}^{H V}{ }_{\left(*_{i}, \lambda_{0}\right)}} \phi\left(W_{\eta^{+}}^{\sigma_{0} \tau} \overline{W_{\eta^{-}}^{\sigma_{0} \tau}}\left(\eta^{+}, \eta^{-}\right)\left(\tau_{0} \sigma, \tau_{0} \sigma\right)\right) \\
&=\sum_{\tau \in \mathcal{P}_{l}^{H}\left(\pi_{0}, \lambda_{0}\right)} \sum_{\sigma \in \mathcal{P}_{k}^{V}\left(\rho_{0}, \lambda_{0}\right)} \sum_{\eta^{+} \in \mathcal{P}_{l k}^{H V}{ }_{\left(*_{i}, \lambda_{0}\right)}} W_{\eta^{+}}^{\sigma_{0} \tau} \overline{W_{\tau_{0} \sigma}^{\sigma_{0} \tau}} \phi\left(\left(\eta^{+}, \tau_{0} \sigma\right)\right) \\
&=\sum_{\tau \in \mathcal{P}_{l}^{H}\left(\pi_{0}, \lambda_{0}\right)} \sum_{\sigma \in \mathcal{P}_{k}^{V}\left(\rho_{0}, \lambda_{0}\right)} \sum_{\eta^{+} \in \mathcal{P}_{l k}^{H V}\left(*_{i}, \lambda_{0}\right)} W_{\eta^{+}}^{\sigma_{0} \tau} \overline{W_{\tau_{0} \sigma}^{\sigma_{0} \tau}} \delta_{\eta^{+}, \tau_{0} \sigma} \mu\left(\lambda_{0}\right) \\
&=\mu\left(\lambda_{0}\right) \sum_{\tau \in \mathcal{P}_{l}^{H}\left(\pi_{0}, \lambda_{0}\right)} \sum_{\sigma \in \mathcal{P}_{k}^{V}\left(\rho_{0}, \lambda_{0}\right)} W_{\tau_{0} \sigma}^{\sigma_{0} \tau} \overline{W_{\tau_{0} \sigma}^{\sigma_{0} \tau}} \\
&=\mu\left(\lambda_{0}\right) \sum_{\tau \in \mathcal{P}_{l}^{H}\left(\pi_{0}, \lambda_{0}\right)} \sum_{\sigma \in \mathcal{P}_{k}^{V}\left(\rho_{0}, \lambda_{0}\right)}\left|W_{\tau_{0} \sigma}^{\sigma_{0} \tau}\right|^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\mu\left(\lambda_{0}\right) \sum_{\tau \in \mathcal{P}_{l}^{H}\left(\pi_{0}, \lambda_{0}\right)} \sum_{\sigma \in \mathcal{P}_{k}^{V}\left(\rho_{0}, \lambda_{0}\right)}\left|A\left(\sigma_{0}, \tau_{0}, \lambda_{0}\right)_{\sigma}^{\tau}\right|^{2} \\
& =\mu\left(\lambda_{0}\right)\left\|A\left(\sigma_{0}, \tau_{0}, \lambda_{0}\right)\right\|_{2}^{2} ;
\end{aligned}
$$

and hence, by equations (4.16) and (4.17), we see that if $\eta \in$ $\mathcal{P}_{l k}^{H V}\left(*_{i}, \lambda_{0}\right)$, then

$$
\begin{aligned}
\left\langle\pi_{0} \otimes_{R_{i}} \rho_{0}, \lambda_{0}\right\rangle & =\frac{\phi\left(p_{k 0}^{0} p_{0 l}^{0} p_{k l}\left(\lambda_{0}\right)\right)}{\phi((\eta, \eta))} \\
& =\frac{\mu\left(\lambda_{0}\right) f\left(\pi_{0}, \rho_{0}, \lambda_{0}\right)}{\mu\left(\lambda_{0}\right)} \\
& =f\left(\pi_{0}, \rho_{0}, \lambda_{0}\right)
\end{aligned}
$$

and the proof is complete.

## 5 The fusion algebras

We first proceed toward showing how the 'contragredient' (in the sense of bimodules) can be read off from the paragroup.

Proposition 5.1 Let $\pi \in B_{p i}, \rho \in B_{i r}, \lambda \in B_{p r}$, and let $k, l$ be positive integers such that $(p-i)-k$ and $(r-i)-l$ are even; then

$$
\begin{aligned}
\sum_{\rho^{\prime} \in B_{i r}} f\left(\pi, \rho^{\prime}, \lambda\right)\left|\mathcal{P}_{l}^{H}\left(*_{i}, \rho^{\prime}\right)\right| & =\left|\mathcal{P}_{l}^{H}(\pi, \lambda)\right| \\
\sum_{\pi^{\prime} \in B_{p i}} f\left(\pi^{\prime}, \rho, \lambda\right)\left|\mathcal{P}_{k}^{V}\left(*_{i}, \pi^{\prime}\right)\right| & =\left|\mathcal{P}_{k}^{V}(\rho, \lambda)\right|
\end{aligned}
$$

Proof: Fix a $\sigma \in \mathcal{P}^{V}(*, \pi)$. Deduce from the unitarity axiom that if $\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)$, then

$$
1=\sum_{\tau \in \mathcal{P}_{l}^{H}(*,-)} \sum_{\sigma^{\prime} \in \mathcal{P}_{k}^{V}(f(\tau), \lambda)}\left|A(\sigma, \tau, \lambda)_{\sigma^{\prime}}^{\tau^{\prime}}\right|^{2},
$$

where we have used the notation $f(\tau)$ to denote the vertex at which $\tau$ finishes.

Now sum over $\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)$ to find that

$$
\begin{aligned}
\left|\mathcal{P}_{l}^{H}(\pi, \lambda)\right| & =\sum_{\tau^{\prime} \in \mathcal{P}_{l}^{H}(\pi, \lambda)} \sum_{\tau, \sigma^{\prime}}\left|A(\sigma, \tau, \lambda)_{\sigma^{\prime}}^{\tau^{\prime}}\right|^{2} \\
& =\sum_{\tau} f(\pi, f(\tau), \lambda) \\
& =\sum_{\rho} f(\pi, \rho, \lambda)\left|\mathcal{P}_{l}^{H}(*, \rho)\right|
\end{aligned}
$$

The proof of the second identity is similar.
The identities of the last proposition show that the function contains the information of the four graphs.

Corollary 5.2 For any $\gamma_{i j} \in B_{i j}$, we have:

$$
\begin{aligned}
& A_{H_{j}}\left(\gamma_{j j}, \gamma_{j, 1-j}\right)=f\left(\gamma_{j j}, \alpha_{j, 1-j}, \gamma_{j, 1-j}\right)=f\left(\gamma_{j, 1-j}, \alpha_{1-j, j}, \gamma_{j j}\right) \\
& A_{V_{j}}\left(\gamma_{j j}, \gamma_{1-j, j}\right)=f\left(\alpha_{1-j, j}, \gamma_{j j}, \gamma_{1-j, j}\right)=f\left(\alpha_{j, 1-j}, \gamma_{1-j, j}, \gamma_{j j}\right)
\end{aligned}
$$

Proof: The first identity follows immediately from specialising the first identity of Proposition 5.1 to the case $i=j, \pi=$ $\gamma_{j j}, \lambda=\gamma_{j, 1-j}$, (and to the case $i=1-j, \pi=\gamma_{j, 1-j}, \lambda=\gamma_{j j}$ ) and $l=1$, and noting that $\alpha_{i, 1-i}$ is the unique horizontal neighbour of $*_{i}$, and that $\mathcal{P}_{1}^{H}(u, v)=A_{H}(u, v)$ for an appropriate horizontal graph $H$.

The second identity follow analogously from the second identity of Proposition 5.1.

Proposition 5.3 (a) For each vertex $\pi \in B_{p i}$, there exists a unique vertex $\bar{\pi} \in B_{i p}$ such that $f\left(\pi, \bar{\pi}, *_{p}\right)>0$; and, in fact, $f\left(\pi, \bar{\pi}, *_{p}\right)=1$.
(b) Further, it is true that $\overline{\bar{\pi}}=\pi$, and that for all $l, k$,
(i) $\left|\mathcal{P}_{l}^{H}\left(*_{i}, \bar{\pi}\right)\right|=\left|\mathcal{P}_{l}^{H}\left(*_{p}, \pi\right)\right|$;
(ii) $\left|\mathcal{P}_{k}^{V}\left(*_{p}, \bar{\pi}\right)\right|=\left|\mathcal{P}_{k}^{V}\left(*_{i}, \pi\right)\right|$.

Proof: We see from Lemma 3.8 that there exists at least one vertex $\bar{\pi} \in B_{i p}$ such that $f\left(\pi, \bar{\pi}, *_{p}\right)>0$. Fix positive integers $k, l$ which are (i) both even (resp., odd) if $i=p$ (resp., $i \neq p$ ),
and (ii) at least as large as the maximum distance between any two vertices on any of the four graphs. Since the graphs are connected, the assumptions (i) and (ii) show that $\mathcal{P}_{k}^{V}\left(*_{i}, \pi\right) \neq \emptyset$ and $\mathcal{P}_{l}^{H}\left(*_{i}, \rho\right) \neq \emptyset$ for all $\rho \in B_{i p}$.

Since $f(\pi, \rho, \lambda) \in \mathbb{Z}_{+}$, we deduce from Proposition 5.1 that

$$
\begin{align*}
\left|\mathcal{P}_{l}^{H}\left(*_{p}, \pi\right)\right| & =\left|\mathcal{P}_{l}^{H}\left(\pi, *_{p}\right)\right| \\
& =\sum_{\rho} f\left(\pi, \rho, *_{p}\right)\left|\mathcal{P}_{l}^{H}\left(*_{i}, \rho\right)\right| \\
& \geq\left|\mathcal{P}_{l}^{H}\left(*_{i}, \bar{\pi}\right)\right| . \tag{5.18}
\end{align*}
$$

On the other hand, for any $\tau \in \mathcal{P}_{l}^{H}\left(*_{i}, \bar{\pi}\right), \sigma \in \mathcal{P}_{k}^{V}\left(*_{i}, \pi\right)$, note that by 'rotational symmetry' of the connection, we have the identity

$$
A\left(\sigma, \tau, *_{p}\right)_{\sigma^{\prime}}^{\tau^{\prime}}=A\left(\sigma^{o o}, \tau^{\prime o}, *_{i}\right)_{\sigma^{o}}^{\tau^{o}}
$$

which implies that

$$
\begin{align*}
& \left|\mathcal{P}_{k}^{V}\left(*_{i}, \pi\right)\right|\left|\mathcal{P}_{l}^{H}\left(*_{i}, \bar{\pi}\right)\right| f\left(\pi, \bar{\pi}, *_{p}\right) \\
& =\sum_{\sigma \in \mathcal{P}_{k}^{V}\left(*_{i}, \pi\right)} \sum_{\tau \in \mathcal{P}_{l}^{H}\left(*_{i}, \bar{\pi}\right)}\left(\sum_{\sigma^{\prime} \in \mathcal{P}_{k}^{V}\left(\bar{\pi}, *_{p}\right)} \sum_{\tau^{\prime} \in \mathcal{P}_{l}^{H}\left(\pi, *_{p}\right)}\left|A\left(\sigma, \tau, *_{p}\right)_{\sigma^{\prime}}^{\tau^{\prime}}\right|^{2}\right) \\
& =\sum_{\sigma^{\prime o} \in \mathcal{P}_{k}^{V}\left(*_{p}, \bar{\pi}\right)} \sum_{\tau^{\prime o} \in \mathcal{P}_{l}^{H}\left(*_{p}, \pi\right)}\left(\sum_{\sigma^{o} \in \mathcal{P}_{k}^{V}\left(\pi, *_{i}\right)} \sum_{\tau^{o} \in \mathcal{P}_{l}^{H}\left(\bar{\pi}, *_{i}\right)}\left|A\left(\sigma^{\prime}, \tau^{\prime}, *_{i}\right)_{\sigma}^{\tau}\right|^{2}\right) \\
& =\left|\mathcal{P}_{k}^{V}\left(*_{p}, \bar{\pi}\right)\right|\left|\mathcal{P}_{l}^{H}\left(*_{p}, \pi\right)\right| f\left(\bar{\pi}, \pi, *_{i}\right) ; \tag{5.19}
\end{align*}
$$

it follows that $f\left(\bar{\pi}, \pi, *_{i}\right)>0$. Hence, we deduce, exactly as in the case of inequality (5.18) that we also have

$$
\begin{equation*}
\left|\mathcal{P}_{l}^{H}\left(*_{i}, \bar{\pi}\right)\right| \geq\left|\mathcal{P}_{l}^{H}\left(*_{p}, \pi\right)\right|, \tag{5.20}
\end{equation*}
$$

and hence that, in fact,

$$
\begin{equation*}
\left|\mathcal{P}_{l}^{H}\left(*_{i}, \bar{\pi}\right)\right|=\left|\mathcal{P}_{l}^{H}\left(*_{p}, \pi\right)\right| . \tag{5.21}
\end{equation*}
$$

This equation, and the manner in which inequality (5.18) was obtained, imply that

$$
f\left(\pi, \rho, *_{p}\right)=\delta_{\rho, \bar{\pi}},
$$

and (a) is completely proved.
The uniqueness assertion of (a), coupled with equation (5.19), equation (5.21) and its vertical counterpart (which is proved similarly, shows that we must have $\overline{\bar{\pi}}=\pi$, and that (b)(i) and (ii) must hold at least when $k, l$ satisfy the additional hypotheses (i) and (ii) stated in the first paragraph of the proof.

On the other hand, note that both sides of (b)(i) (resp., (ii)) are zero unless $l$ (resp., $k$ ) satisfies the condition stated in (i) of the initial paragraph and is, in addition, at least as large as the length of the shortest horizontal path joining $*_{i}$ and $\bar{\pi}$ (resp., vertical path joining $*_{i}$ and $\pi$ ). Conversely, if $k$ and $l$ satisfy the two conditions of the last sentence, then the left-side (and hence the right side) of equation (5.19) is non-zero, and we may deduce the validity of (b)(i) and (ii) (as in the special case earlier considered).

Corollary 5.4

$$
\mu(\pi)=\mu(\bar{\pi}) \quad \forall \pi
$$

Proof: Let $\pi \in B_{p i}$. We consider the cases $i=p$ and $i \neq p$ separately.

Case 1: $i=p$.
Let $A$ be the matrix, with rows and columns indexed by $B_{i i}$, defined by $A(\pi, \gamma)=\left|\mathcal{P}_{2}^{H}(\pi, \gamma)\right|$. This may be viewed as the adjacency matrix of a connected graph with vertex set $B_{i i}$. The equation in Proposition 5.3(b)(i), when $l=2 n$, may be re-written as:

$$
\begin{equation*}
A^{n}(*, \pi)=A^{n}(*, \bar{\pi}) \forall \pi . \tag{5.22}
\end{equation*}
$$

On the other hand, it is seen that if $v$ is the vector defined by $v(\pi)=\mu(\pi)$, then $A v=\beta^{2} v$; and it now follows from the Perron-Frobenius theorem that

$$
\lim _{n \rightarrow \infty} \frac{A^{n}}{\beta^{2 n}}=P_{v}
$$

where $P_{v}$ denotes the projection onto the one-dimensional subspace spanned by the Perron-Frobenius eigenvector $v$ of $A$. It
follows therefore that, if we write $w=\sum_{\pi \in B_{i i}} \mu(\pi)^{2}$, then

$$
\begin{aligned}
\frac{\mu(\pi) \mu(*)}{w} & =P_{v}(*, \pi) \\
& =\lim _{n \rightarrow \infty} \frac{1}{\beta^{2 n}} A^{n}(*, \pi) \\
& =\lim _{n \rightarrow \infty} \frac{1}{\beta^{2 n}} A^{n}(*, \bar{\pi}) \\
& =P_{v}(*, \bar{\pi}) \\
& =\frac{\mu(\bar{\pi}) \mu(*)}{w}
\end{aligned}
$$

as desired.
Case 2: $i \neq p$.
In this case, let $A_{i}$ denote the matrix with rows and columns indexed by $B_{i, 1-i}$ and defined by $A_{i}(\pi, \gamma)=\left|\mathcal{P}_{2}^{H}(\pi, \gamma)\right|$. Note that there is an obvious bijective correspondence between $\mathcal{P}_{2 n}^{H}\left(\alpha_{i, 1-i}, \gamma\right)$ and $\mathcal{P}_{2 n+1}^{H}\left(*_{i}, \gamma\right)$, so that the equation in Proposition 5.3(b)(i), when $l=2 n+1$, may be re-written as:

$$
A_{0}^{n}\left(\alpha_{01}, \gamma\right)=A_{1}^{n}\left(\alpha_{10}, \bar{\gamma}\right)
$$

further, since the Perron-Frobenius eigenvectors of the $A_{i}$ 's are given by the $\mu$ function, and since they both have Perron-Frobenius eigenvalue given by $\beta^{2}$, we may argue exactly as in Case 1 to obtain the desired conclusion.

Proposition 5.5 For any $\pi \in B_{p i}, \rho \in B_{i r}, \gamma \in B_{r s}, \nu \in$ $B_{p s}$, we have

$$
\begin{equation*}
\sum_{\lambda \in B_{p r}} f(\pi, \rho, \lambda) f(\lambda, \gamma, \nu)=\sum_{\kappa \in B_{i s}} f(\pi, \kappa, \nu) f(\rho, \gamma, \kappa) . \tag{5.23}
\end{equation*}
$$

Proof: To start with, fix paths $\sigma_{1} \in \mathcal{P}^{V}\left(*_{r}, \rho\right), \sigma_{2} \in$ $\mathcal{P}^{V}\left(*_{i}, \pi\right), \tau_{1} \in \mathcal{P}^{H}\left(*_{i}, \rho\right), \tau_{2} \in \mathcal{P}^{H}\left(*_{r}, \gamma\right)$, and suppose $\left|\sigma_{i}\right|=k_{i}$ and $\left|\tau_{i}\right|=l_{i}$ for $i=1,2$. Consider the matrix $B=\left(\left(B_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{1}^{\prime} \tau_{1}^{\prime}}\right)\right)$ with rows and columns indexed by $\mathcal{P}_{l_{1}+l_{2}}^{H}(\pi, \nu)$ and $\mathcal{P}_{k_{1}+k_{2}}^{V}(\gamma, \nu)$,
respectively, defined by

$$
\begin{aligned}
& B_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{1}^{\prime} \tau_{2} \prime}=\left(\begin{array}{rrrrl} 
& & *_{r} & \xrightarrow{\tau_{2}} & \gamma \\
& & \sigma_{1} \downarrow & & \downarrow \sigma_{1}^{\prime} \\
*_{i} & \xrightarrow{\tau_{1}} & \rho & & f\left(\sigma_{1}^{\prime}\right) \\
\sigma_{2} \downarrow & & & & \downarrow \sigma_{2}^{\prime} \\
\pi & \xrightarrow{\tau_{1}^{\prime}} & f\left(\tau_{1}^{\prime}\right) & \xrightarrow{\tau_{2}^{\prime}} & \nu
\end{array}\right) \\
& =\sum_{\tilde{\sigma}} \sum_{\tilde{\tau}}\left(\begin{array}{rrrll} 
& & { }_{r} & \xrightarrow{\tau_{2}} & \gamma \\
& \sigma_{1} \downarrow & & \downarrow \sigma_{1}^{\prime} \\
*_{i} & \xrightarrow{\tau_{1}} & \rho & \xrightarrow{\tilde{\tau}} & f\left(\sigma_{1}^{\prime}\right) \\
\sigma_{2} \downarrow & & \tilde{\sigma} \downarrow & & \downarrow \sigma_{2}^{\prime} \\
\pi & \xrightarrow{\tau_{1}^{\prime}} & f\left(\tau_{1}^{\prime}\right) & \xrightarrow{\tau_{2}^{\prime}} & \nu
\end{array}\right) \\
& =\sum_{\tilde{\sigma}} \sum_{\tilde{\tau}} W_{\tau_{1} \tilde{\sigma}}^{\sigma_{2} \tau_{1}^{\prime}} W_{\tau_{2} \sigma_{1}^{\prime}}^{\sigma_{1} \tilde{\tilde{1}}} W_{\tilde{\tau} \sigma_{2}^{\prime}}^{\tilde{\sigma} \tau_{2}^{\prime}} .
\end{aligned}
$$

We shall compute the Hilbert-Schmidt norm of $B$ in two ways. First note that

$$
\begin{align*}
B_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{1}^{\prime} \tau_{2}^{\prime}} & =\sum_{\tilde{\sigma}} \sum_{\tilde{\tau}} W_{\tau_{1} \tilde{\sigma}}^{\sigma_{2} \tau_{1}^{\prime}} W_{\tau_{2} \sigma_{1}^{\prime}}^{\sigma_{1} \tilde{\tau}} W_{\tilde{\tau} \sigma_{2}^{\prime}}^{\tilde{\sigma} \tau_{2}^{\prime}} \\
& =\sum_{\tilde{\sigma}} A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}}^{\tau_{1}^{\prime}} A\left(\sigma_{1} \tilde{\sigma}, \tau_{2}, \nu\right)_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{2}^{\prime}} \tag{5.24}
\end{align*}
$$

and that also

$$
\begin{align*}
B_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{1}^{\prime} \tau_{2}^{\prime}} & =\sum_{\tilde{\sigma}} \sum_{\tilde{\tau}} W_{\tau_{1} \tilde{\sigma}}^{\sigma_{2} \tau_{1}^{\prime}} W_{\tau_{2} \sigma_{1}^{\prime}}^{\sigma_{1} \tilde{\tau}} W_{\tilde{\tau} \sigma_{2}^{\prime}}^{\tilde{\sigma} \tau_{2}^{\prime}} \\
& =\sum_{\tilde{\tau}} A\left(\sigma_{1}, \tau_{2}, f\left(\sigma_{1}^{\prime}\right)\right)_{\sigma_{1}^{\prime}}^{\tilde{\tau}} A\left(\sigma_{2}, \tau_{1} \tilde{\tau}, \nu\right)_{\sigma_{2}^{\prime}}^{\tau_{1}^{\prime} \tau_{2}^{\prime}} . \tag{5.25}
\end{align*}
$$

Deduce from equation (5.24) that

$$
\begin{aligned}
& \left|B_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{1}^{\prime} \tau_{2}^{\prime}}\right|^{2} \\
& =\left|\sum_{\tilde{\sigma}} A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}}^{\tau_{1}^{\prime}} A\left(\sigma_{1} \tilde{\sigma}, \tau_{2}, \nu\right)_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{2}^{\prime}}\right|^{2} \\
& =\sum_{\tilde{\sigma}, \tilde{\sigma}_{1}} A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}}^{\tau_{1}^{\prime}} A\left(\sigma_{1} \tilde{\sigma}, \tau_{2}, \nu\right)_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{2}^{\prime}} \overline{A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}_{1}}^{\tau_{1}^{\prime}} A\left(\sigma_{1} \tilde{\sigma}_{1}, \tau_{2}, \nu\right)_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{2}^{\prime}}}
\end{aligned}
$$

and hence,

$$
\begin{aligned}
\|B\|_{2}^{2}= & \sum_{\tau_{1}^{\prime} \tau_{2}^{\prime}} \sum_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}\left|B_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{1}^{\prime} \tau_{2}^{\prime}}\right|^{2} \\
= & \sum_{\tau_{1}^{\prime} \tau_{2}^{\prime}} \sum_{\sigma_{1}^{\prime} \sigma_{2}} \sum_{\tilde{\sigma}, \tilde{\sigma}_{1}} A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}}^{\tau_{1}^{\prime}} \overline{A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}_{1}}^{\tau_{1}^{\prime}}} \\
& \quad \times A\left(\sigma_{1} \tilde{\sigma}, \tau_{2}, \nu\right)_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{2}^{\prime}} \overline{A\left(\sigma_{1} \tilde{\sigma}_{1}, \tau_{2}, \nu\right)_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{2}^{\prime}}} \\
= & \sum_{\tau_{1}^{\prime} \tau_{2}^{\prime}} \sum_{\tilde{\sigma}, \tilde{\sigma}_{1}} A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}}^{\tau_{1}^{\prime}} \\
& \quad \times \sum_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}} A\left(\sigma_{1} \tilde{\sigma}, \tau_{2}, \nu\right)_{\left.\sigma_{1}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}_{1}^{\prime}}^{\tau_{1}^{\prime}}}^{\tau_{2}^{\prime}} \overline{A\left(\sigma_{1} \tilde{\sigma}_{1}, \tau_{2}, \nu\right)_{\sigma_{1}^{\prime} \sigma_{2}^{\prime}}^{\tau_{2}^{\prime}}} \\
= & \sum_{\tau_{1}^{\prime} \tau_{2}^{\prime}} \sum_{\tilde{\sigma}, \tilde{\sigma}_{1}} A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}}^{\tau_{1}^{\prime}} \overline{A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}_{1}}^{\tau_{1}^{\prime}}} \\
& \quad \times \quad\left(A\left(\sigma_{1} \tilde{\sigma}, \tau_{2}, \nu\right) A\left(\sigma_{1} \tilde{\sigma}_{1}, \tau_{2}, \nu\right)^{*}\right)_{\tau_{2}^{\prime}}^{\tau_{2}^{\prime}} \\
= & \sum_{\tau_{1}^{\prime}} \sum_{\tilde{\sigma}, \tilde{\sigma}_{1}} A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}}^{\tau_{1}^{\prime}} \overline{A\left(\sigma_{2}, \tau_{1}, f\left(\tau_{1}^{\prime}\right)\right)_{\tilde{\sigma}_{1}^{\prime}}^{\tau_{1}^{\prime}}} \\
& \times \sum_{\tau_{1}^{\prime}} \sum_{\tilde{\sigma}} \mid A\left(\delta_{\sigma_{1} \tilde{\sigma}, \sigma_{1} \tilde{\sigma}_{1}} V\left(\tau_{2}, \tau_{2}, f\left(\tau_{1}^{\prime}\right), \nu\right)\right) \\
= & \sum_{\lambda \in B_{p r}} f(\pi, \rho, \lambda) f(\lambda, \gamma, \nu) .
\end{aligned}
$$

An entirely similar argument, starting with equation (5.25) rather than (5.24), shows that

$$
\|B\|_{2}^{2}=\sum_{\kappa \in B_{i s}} f(\pi, \kappa, \nu) f(\rho, \gamma, \kappa)
$$

and the proof of the proposition is complete.
Proposition 5.6 For any $\pi \in B_{p i}, \rho \in B_{i r}, \lambda \in B_{p r}$, we have :

$$
\begin{equation*}
f(\pi, \rho, \lambda)=f(\bar{\pi}, \lambda, \rho) \tag{5.26}
\end{equation*}
$$

Proof: Much of the following notation will become clearer if one keeps the following diagram in mind:


Choose positive integers $k, l_{1}, l_{2}$ such that (a) $k-(p-i), l_{1}-$ $(r-i)$ and $l_{2}-(p-r)$ are all even, and (b) each of $k, l_{1}$ and $l_{2}$ are at least as large as the maximum of the diameters of the four graphs. It then follows that all the following sets are non-empty: $\mathcal{P}_{k}^{V}\left(*_{i}, \pi\right), \mathcal{P}_{k}^{V}(\rho, \lambda), \mathcal{P}_{k}^{V}\left(*_{p}, \bar{\pi}\right), \mathcal{P}_{l_{1}}^{H}\left(*_{i}, \rho\right), \mathcal{P}_{l_{1}}^{H}(\pi, \lambda), \mathcal{P}_{l_{2}}^{H}(\rho, \bar{\pi}), \mathcal{P}_{l_{2}}^{H}\left(\lambda, *_{p}\right)$.

Let us write $l=l_{1}+l_{2}$. We will need the admissible tuples $(\mathbf{k}, \mathbf{l})=((k),(l)),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)=\left((0, k),\left(l_{1}, l_{2}\right)\right), \quad\left(\mathbf{k}^{\prime \prime}, \mathbf{l}^{\prime \prime}\right)=$ $((0, k),(l, 0))$, and the associated unitary matrices $W=W_{(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime \prime}, \mathbf{l}^{\prime \prime}\right)}\left(*_{i}, *_{p}\right)$, $W_{1}=W_{(\mathbf{k}, \mathbf{l}),\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)}\left(*_{i}, *_{p}\right)$, and $W_{2}=W_{\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right),\left(\mathbf{k}^{\prime \prime}, l^{\prime \prime}\right)}\left(*_{i}, *_{p}\right)$. Then, it follows from Lemma 2.3 that $W=W_{1} W_{2}$.

Let us write $P_{\pi}$ (resp., $R_{\bar{\pi}}$ ) for the diagonal matrix with rows and columns indexed by paths of type (k,l) (resp., ( $\left.\mathbf{k}^{\prime \prime}, \mathbf{l}^{\prime \prime}\right)$ ) from $*_{i}$ to $*_{p}$, which represents the projection onto the subspace spanned by $\mathcal{P}_{\pi}=\left\{\sigma \tau^{\prime} \in \mathcal{P}_{k l}^{V H}\left(*_{i}, *_{p}\right), f(\sigma)=\pi\right\}$ (resp., $\mathcal{P}_{\bar{\pi}}=$ $\left.\left\{\tau \sigma^{\prime} \in \mathcal{P}_{l k}^{H V}\left(*_{i}, *_{p}\right), f(\tau)=\bar{\pi}\right\}\right)$. Then, thanks to Proposition 5.3, we see that $U=P_{\pi} W R_{\bar{\pi}}$ is unitary when viewed as a matrix with rows and columns indexed by $\mathcal{P}_{\pi}$ and $\mathcal{P}_{\bar{\pi}}$ respectively. Then, $U=A B$, where $A=P_{\pi} W_{1}$ (resp. $B=W_{2} R_{\bar{\pi}}$ ) is the rectangular matrix obtained by suitably restricting the rows of $W_{1}$ (resp., columns of $W_{2}$ ).

Since $A$ is obtained by taking some collection of rows of a unitary matrix, it is seen that $A$ is a coisometry. Similarly, it is seen that $B$ is an isometry. Hence, $U=A B$ is a factorisation of a unitary matrix as a product of a coisometry and an isometry. We can deduce from this that we must have $A^{*} A=B B^{*}$ and that hence

$$
\begin{equation*}
U B^{*}=A B B^{*}=A A^{*} A=A \tag{5.27}
\end{equation*}
$$

Now let $Q_{\rho \lambda}$ be the diagonal matrix with rows and columns indexed by paths of type $\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)$ from $*_{i}$ to $*_{p}$, which represents the projection onto the subspace spanned by the set $\mathcal{P}_{\rho \lambda}$ consisting of all paths $\tau_{1} \tilde{\sigma} \tau_{2}^{\prime}$ of type $\left(\mathbf{k}^{\prime}, \mathbf{l}^{\prime}\right)$ which satisfy $f\left(\tau_{1}\right)=\rho$ and $f(\tilde{\sigma})=\lambda$.

Then, we have

$$
A Q_{\rho \lambda}=U B^{*} Q_{\rho \lambda}=U\left(Q_{\rho \lambda} B\right)^{*}
$$

and hence

$$
\begin{equation*}
\left\|A Q_{\rho \lambda}\right\|_{2}=\left\|U\left(Q_{\rho \lambda} B\right)^{*}\right\|_{2}=\left\|\left(Q_{\rho \lambda} B\right)^{*}\right\|_{2}=\left\|Q_{\rho \lambda} B\right\|_{2} \tag{5.28}
\end{equation*}
$$

Now, on the one hand, we have

$$
\begin{align*}
\left\|A Q_{\rho \lambda}\right\|_{2}^{2} & =\sum_{\sigma, \tau_{1}^{\prime}, \tau_{1}, \tilde{\sigma}, \tau_{2}^{\prime}}\left\|\begin{array}{ccccc}
*_{i} & \xrightarrow{\tau_{1}} & \rho & & \\
\sigma \downarrow & & \downarrow \tilde{\sigma} & & \\
\pi & \xrightarrow{\tau_{1}^{\prime}} & \lambda & \xrightarrow{\tau_{2}^{\prime}} & { }_{p}
\end{array}\right\|_{2}^{2} \\
& =\left|\mathcal{P}_{l_{2}}^{H}\left(\lambda, *_{p}\right)\right|\left|\mathcal{P}_{k}^{V}\left(*_{i}, \pi\right)\right|\left|\mathcal{P}_{l_{1}}^{H}\left(*_{i}, \rho\right)\right| f(\pi, \rho, \lambda) ; \tag{5.29}
\end{align*}
$$

while on the other hand,

$$
\begin{align*}
\left\|Q_{\rho \lambda} B\right\|_{2} & =\sum_{\tau_{1}, \tilde{\sigma}, \tau_{2}^{\prime}, \tau_{2}, \sigma^{\prime}}\left\|\begin{array}{rrrl}
*_{i} \xrightarrow{\tau_{1}} & \rho & \xrightarrow{\tau_{2}} & \bar{\pi} \\
& \tilde{\sigma} \downarrow & & \downarrow \\
& \lambda & \sigma^{\prime} \\
& & \xrightarrow{\tau_{2}^{\prime}} & *_{p}
\end{array}\right\|_{2}^{2} \\
& \left|\mathcal{P}_{l_{1}}^{H}\left(*_{i}, \rho\right)\right|\left|\mathcal{P}_{k}^{V}\left(\bar{\pi}, *_{p}\right)\right|\left|\mathcal{P}_{l_{2}}^{H}\left(\lambda, *_{p}\right)\right| f(\bar{\pi}, \lambda, \rho) ; \tag{5.30}
\end{align*}
$$

and the desired conclusion follows from equations (5.28), (5.29) and (5.30) (and from equation (5.21).

We may now deduce, from Propositions 5.5 and 5.6, that each $B_{i i}$ may be regarded as the basis of a fusion algebra with the structure constants (i.e., fusion coefficients) being given by $\langle\pi \otimes \rho, \lambda\rangle=f(\pi, \rho, \lambda)$ and the involution being given by $\pi \mapsto \bar{\pi}$. From general facts - see [VS], for instance - about such fusion algebras, we see that we also have, in addition to equation (5.26), the following identities:

$$
\begin{equation*}
f(\pi, \rho, \lambda)=f(\lambda, \bar{\rho}, \pi)=f(\bar{\rho}, \bar{\pi}, \bar{\lambda}) . \tag{5.31}
\end{equation*}
$$

(Strictly speaking, the general facts described in [VS] will only yield equation (5.31) in the special case where all the three vertices belong to the same $B_{i i}$; but a minor extension of the arguments there show that these equations are valid in total generality, i.e., whenever $\pi \in B_{p i}, \rho \in B_{i r}, \lambda \in B_{p r}$.)

In particular, if $\pi \in B_{j j}$ and $\lambda \in B_{j, 1-j}$, and if we set $\rho=\alpha_{j, 1-j}$, we may deduce from equation (5.31) and Corollary 5.2 that

$$
\begin{align*}
A_{H_{j}}(\pi, \lambda) & =f\left(\pi, \alpha_{j, 1-j}, \lambda\right) \\
& =f\left(\bar{\alpha}_{j, 1-j}, \bar{\pi}, \bar{\lambda}\right) \\
& =f\left(\alpha_{1-j, j}, \bar{\pi}, \bar{\lambda}\right) \\
& =A_{V_{j}}(\bar{\pi}, \bar{\lambda}) . \tag{5.32}
\end{align*}
$$

The truth of the following corollary is immediate.
Corollary 5.7 The mapping $\gamma \mapsto \bar{\gamma}$ establishes an isomorphism between the graphs $V_{j}$ and $H_{j}$, for $j=1,2$.
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